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Preface

Microbiology is a broad term for research including any type of microorganism such 
as bacteria, viruses, fungi, parasites and even prions.  Current areas of particular inter-
est to researchers include:

• antibiotics and antivirals
• antibiotic resistance
• bioremediation 
• biotechnology
A degree in microbiology is ideal for work in various fi elds such as disease re-

search, biotechnology, pharmaceuticals, or microbial genetics and systematics.
Understanding the genetics and behavior of disease-causing pathogens plays a cru-

cial role in discovering effective pharmaceuticals, particularly in the face of increasing 
global antibiotic resistance.  Microbiology is also important in present environmental 
concerns such as the use of microorganisms in bioremediation or energy production.

New diagnostics, pharmaceuticals, and understanding of the basis of disease will 
continue to be at the forefront of microbiology research.  This is particularly relevant 
in the face of increasing antibiotic resistance.  As concern for the state of our environ-
ment grows, there is increasing interest in using microorganisms to clean pollution or 
generate energy.

— Dana M. Santos, PhD



This page intentionally left blankThis page intentionally left blank



List of Contributors

N. A. Affara
Department of Pathology, University of Cambridge, Cambridge CB2,1QP, UK.

Misagh Alipour
The Novel Drug and Vaccine Delivery Systems Facility, Department of Chemistry and Biochemistry, 
Laurentian University, Sudbury, Ontario, Canada.

Ali O. Azghani
Department of Biology, University of Texas at Tyler, Tyler, TX, USA.

Valerio Berardi
Dipartimento di Genetica e Biologia Molecolare, Sapienza Università di Roma, Roma, Italy.

Agata Bielecka
Synthetic and Systems Biology Group, Helmholtz Center for Infection Research (HZI), Braunschweig, 
Germany.

Marcos Bilen
Laboratorio Ingeniería Genética, Biología Celular y Molecular- LIGBCM, Universidad Nacional de 
Quilmes, Roque Saenz Peña 352, Bernal, Buenos Aires, Argentina.

Ju Cao
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China.

Mauro Castelli
Regina Elena Cancer Institute, Roma, Italy.

O. E. Chausiaux
Department of Pathology, University of Cambridge, Cambridge CB2,1QP, UK.

Younghak Cho
School of Mechanical Design and Automation Engineering, Seoul National University of Technology, 
Seoul, Korea.

Ricardo S. Corral
Servicio de Parasitología y Enfermedad de Chagas. Hospital de Niños Dr. Ricardo Gutiérrez. Gallo 1330, 
Ciudad Autónoma de Buenos Aires, Argentina.

Romina A. Cutrullis
Servicio de Parasitología y Enfermedad de Chagas. Hospital de Niños Dr. Ricardo Gutiérrez. Gallo 1330, 
Ciudad Autónoma de Buenos Aires, Argentina.

Tamás Czárán
Ecology and Theoretical Biology Research Group of the Hungarian Academy of Science and Eötvös 
University, Budapest, Hungary.

Genevieve Di Bartolo
Genomics Division, DOE Joint Genome Institute, Walnut Creek, CA 94598, USA.
Boards ‘N More, Brentwood, CA 94513, USA.

Paul de Figueiredo
Department of Plant Pathology and Microbiology, Texas A&M University, College Station, TX, USA.
Department of Veterinary Pathobiology, Texas A&M University, College Station, TX, USA.



viii List of Contributors

Helene Feil
Department of Plant and Microbial Biology, University of California, Berkeley, CA 94720, USA.
Land for Urban Wildlife, Concord, CA 94527, USA.

William S. Feil
Department of Plant and Microbial Biology, University of California, Berkeley, CA 94720, USA.
Land for Urban Wildlife, Concord, CA 94527, USA.

R. A. Furlong
Department of Pathology, University of Cambridge, Cambridge CB2,1QP, UK.

Gaspare Galati
Dipartimento di Chirurgia “Pietro Valdoni”, Roma, Italy.

Miguel Godinho
Synthetic and Systems Biology Group, Helmholtz Center for Infection Research (HZI), Braunschweig, 
Germany.

Raul O. Gonzalez
Programa de Nanomedicinas, Universidad Nacional de Quilmes, Roque Saenz Peña 352, Bernal, Buenos 
Aires, Argentina.

Murray Hackett
Department of Chemical Engineering, University of Washington, Seattle, WA, USA.

Majed Halwani
The Novel Drug and Vaccine Delivery Systems Facility, Department of Chemistry and Biochemistry, 
Laurentian University, Sudbury, Ontario, Canada.

Arum Han
Department of Electrical and Computer Engineering, Texas A&M University, College Station, TX, USA.

Sharifah Syed Hassan
School of Medicine and Health Sciences, Monash University, Sunway Campus, Kuala Lumpur, Malaysia.

Erik L. Hendrickson
Department of Chemical Engineering, University of Washington, Seattle, WA, USA.

Leticia H. Higa
Programa de Nanomedicinas, Universidad Nacional de Quilmes, Roque Saenz Peña 352, Bernal, Buenos 
Aires, Argentina.

Piotr Hildebrandt
Department of Microbiology, Chemical Faculty, Gdańsk University of Technology, Narutowicza 11/12, 
80-952 Gdańsk, Poland.

Rolf F. Hoekstra
Laboratory of Genetics, Wageningen University, Wageningen, The Netherlands.

Huijie Hou
Department of Electrical and Computer Engineering, Texas A&M University, College Station, TX, USA.

Aini Ideris
Institute of Bioscience, University Putra Malaysia, UPM Serdang, Selangor, 43400, Malaysia.
Faculty of Veterinary Medicine, Universiti Putra Malaysia, UPM Serdang, Selangor, 43400, Malaysia.

Alfred Orina Isaac
The Department of Pathology, Case Western Reserve University, Cleveland, OH, USA.

O. Jafer
Department of Pathology, University of Cambridge, Cambridge CB2,1QP, UK.



List of Contributors  ix

Fatemeh Jahanshiri
Department of Microbiology, Faculty of Biotechnology and Biomolecular Sciences, University Putra 
Malaysia, UPM Serdang, Selangor, 43400, Malaysia.

Keith Keller
Physical Biosciences Division, Lawrence Berkeley National Laboratories, Berkeley, CA 94710, USA.

Masae Kuboniwa
Department of Preventive Dentistry, Osaka University Graduate School of Dentistry, Osaka, Japan.

Józef Kur
Department of Microbiology, Chemical Faculty, Gdańsk University of Technology, Narutowicza 11/12, 
80-952 Gdańsk, Poland.

Richard J. Lamont
Department of Oral Biology, University of Florida, Gainesville, FL, USA.

Alla Lapidus
Genomics Division, DOE Joint Genome Institute, Walnut Creek, CA 94598, USA.

Lei Li
Department of Plant Pathology and Microbiology, Texas A&M University, College Station, TX, USA.

Nan Li
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China.

Youqiang Li
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China.

Xiu Luo
The Department of Pathology, Case Western Reserve University, Cleveland, OH, USA.

Vítor A. P. Martins dos Santos
Synthetic and Systems Biology Group, Helmholtz Center for Infection Research (HZI), Braunschweig, 
Germany.

Maradumane L. Mohan
The Department of Pathology, Case Western Reserve University, Cleveland, OH, USA.

Irma Morelli
Centro de Investigación y Desarrollo en Fermentaciones Industriales-CINDEFI, Facultad de Ciencia Exac-
tas, Universidad Nacional de La Plata, 50 y 115 La Plata, Buenos Aires, Argentina.

Maria Jose Morilla
Programa de Nanomedicinas, Universidad Nacional de Quilmes, Roque Saenz Peña 352, Bernal, Buenos 
Aires, Argentina.

Siqiang Niu
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China.

Matthew A. Oberhardt
Department of Biomedical Engineering, University of Virginia, Health System, Charlottesville, VA, USA.

Abdul Rahman Omar
Institute of Bioscience, University Putra Malaysia, UPM Serdang, Selangor, 43400, Malaysia.
Faculty of Veterinary Medicine, Universiti Putra Malaysia, UPM Serdang, Selangor, 43400, Malaysia.



x List of Contributors

Abdelwahab Omri
The Novel Drug and Vaccine Delivery Systems Facility, Department of Chemistry and Biochemistry, 
Laurentian University, Sudbury, Ontario, Canada.

Jason A. Papin
Department of Biomedical Engineering, University of Virginia, Health System, Charlottesville, VA, USA.

Jiri Petrak
Department of Pathological Physiology, First Faculty of Medicine, Charles University in Prague, Prague, 
Czech Republic.

Patricia B. Petray
Servicio de Parasitología y Enfermedad de Chagas. Hospital de Niños Dr. Ricardo Gutiérrez. Gallo 1330, 
Ciudad Autónoma de Buenos Aires, Argentina.

Jacek Puchałka
Synthetic and Systems Biology Group, Helmholtz Center for Infection Research (HZI), Braunschweig, 
Germany.

Mohamed Rajik
Department of Microbiology, Faculty of Biotechnology and Biomolecular Sciences, University Putra 
Malaysia, UPM Serdang, Selangor, 43400, Malaysia.

Daniela Regenhardt
Environmental Microbiology Group, Helmholtz Center for Infection Research (HZI), Braunschweig, 
Germany.

Francesca Ricci
Dipartimento di Genetica e Biologia Molecolare, Sapienza Università di Roma, Roma, Italy.

Gianfranco Risuleo
Dipartimento di Genetica e Biologia Molecolare, Sapienza Università di Roma, Roma, Italy.

Eder L. Romero
Programa de Nanomedicinas, Universidad Nacional de Quilmes, Roque Saenz Peña 352, Bernal, Buenos 
Aires, Argentina.

Diana I. Roncaglia
Programa de Nanomedicinas, Universidad Nacional de Quilmes, Roque Saenz Peña 352, Bernal, Buenos 
Aires, Argentina.

Kennan Kellaris Salinero
Department of Plant and Microbial Biology, University of California, Berkeley, CA 94720, USA.
Yámana Science and Technology, Washington, DC 20009, USA.

C. A. Sargent
Department of Pathology, University of Cambridge, Cambridge CB2,1QP, UK.

Ajay Singh
The Department of Pathology, Case Western Reserve University, Cleveland, OH, USA.

Zacharias E. Suntres
The Novel Drug and Vaccine Delivery Systems Facility, Department of Chemistry and Biochemistry, 
Laurentian University, Sudbury, Ontario, Canada.
Medical Sciences Division, Northern Ontario School of Medicine, Lakehead University, Thunder Bay, 
Ontario, Canada.

Kenneth N. Timmis
Environmental Microbiology Group, Helmholtz Center for Infection Research (HZI), Braunschweig, Germany.

Stephan Trong
Genomics Division, DOE Joint Genome Institute, Walnut Creek, CA 94598, USA.



List of Contributors  xi

Marta Wanarska
Department of Microbiology, Chemical Faculty, Gdańsk University of Technology, Narutowicza 11/12, 
80-952 Gdańsk, Poland.

Fei Wang
Drug Discovery and Design Centre, State Key Laboratory of Drug Research, Shanghai Institute of Material 
Medical, Graduate School of Chinese Academy of Sciences, Shanghai 201203, P.R. China.

Tiansong Wang
Department of Chemical Engineering, University of Washington, Seattle, WA, USA.
Department of Microbiology, University of Washington, Seattle, WA, USA.

Kaifeng Wu
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China

Qiangwei Xia
Department of Chemical Engineering, University of Washington, Seattle, WA, USA.
Department of Microbiology, University of Washington, Seattle, WA, USA.
University of Wisconsin-Madison, Department of Chemistry, Madison, WI, USA.

Hua Xie
Department of Oral Biology, University of Florida, Gainesville, FL, USA.

Nanlin Yin
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China.

Yibing Yin
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China.

J. F. Yuan
Key Lab of Agricultural Animal Genetics, Breeding and Reproduction of Ministry of Education, HuaZhong 
Agricultural University, 430070, P.R. China.
Department of Pathology, University of Cambridge, Cambridge CB2,1QP, UK.
College of Veterinary, South China Agricultural University, 510642, P.R. China.

Khatijah Yusoff
Department of Microbiology, Faculty of Biotechnology and Biomolecular Sciences, University Putra 
Malaysia, UPM Serdang, Selangor, 43400, Malaysia.
Institute of Bioscience, University Putra Malaysia, UPM Serdang, Selangor, 43400, Malaysia.

G. H. Zhang
College of Veterinary, South China Agricultural University, 510642, P.R. China.

S. J. Zhang
Key Lab of Agricultural Animal Genetics, Breeding and Reproduction of Ministry of Education, HuaZhong 
Agricultural University, 430070, P.R. China.
Department of Pathology, University of Cambridge, Cambridge CB2,1QP, UK.

Xuemei Zhang
Key Laboratory of Laboratory Medical Diagnostics, Ministry of Education, Faculty of Laboratory Medi-
cine, Chongqing Medical University, Chongqing 400016, P.R. China.

Weiliang Zhu
Drug Discovery and Design Centre, State Key Laboratory of Drug Research, Shanghai Institute of Material 
Medical, Graduate School of Chinese Academy of Sciences, Shanghai 201203, P.R. China.



This page intentionally left blankThis page intentionally left blank



List of Abbreviations

AcCoA Acetyl coenzyme A
AD Activation domain
AIV Avian influenza viruses
AKT1 v-Akt murine thymoma viral oncogene homolog 1
ALS Amyotrophic lateral sclerosis
APLP1 Amyloid beta (A4) precursor-like protein 1
ARC Archaeosomes 
ATCC American Type Culture Collection 
BD Binding domain 
Bhp Biphenyl/polychlorinated biphenyl 
BHV-1 Bovine herpesvirus 1
BM Black mud
Bp Basepair(s)
BPG Bisphosphatidyl glycerol 
BSA Bovine serum albumin
Bss Benzylsuccinate synthase 
BTEX Benzene, toluene, ethylbenzene, and xylene compounds 
BUB1 Budding uninhibited by benzimidazoles 1
CA Cellular automaton 
CALM3 Calmodulin 3
CAMH Cation-adjusted Mueller-Hinton 
CB Constraint-based 
CDC42 Cell division cycle 42
CDK4 Cyclin-dependent kinase 4
CDK7 Cyclin-dependent kinase 7
cDNA Complementary deoxyribonucleic acid
CF Cystic fibrosis
Chol Cholesterol
CLSI Clinical and Laboratory Standards Institute 
CLSM Confocal laser scanning microscopy 
CLTB Clathrin light chain
CLTC Clathrin heavy chain
CNS Central nervous system 
COG Clusters of orthologous gene 
cRBCs Chicken red blood cells 



xiv List of Abbreviations

Ct Threshold cycle
DAVID Database for Annotation, Visualization and Integrated Discovery
DFO Desferrioxamine 
DMPC 1,2-Dimyristoyl-sn-glycero-3-phosphocholine 
DNA Deoxyribonucleic acid
DPPC 1,2-Dipalmitoyl-sn-glycero-3-phosphocholine 
DSMZ Deutsche Sammlung von Mikroorganismen and Zellkulturen 
ED Entner-Doudoroff 
EE Encapsulation efficiency 
ESI-MS Electrospray ionization-mass spectrometry 
EST Expressed sequence tag
FAC Ferric ammonium citrate 
FBA Flux balance analysis 
FBS Fetal bovine serum 
FBXW7 F-Box and WD repeat domain containing 7
FDR False discovery rate
FGF Fibroblast growth factor 
FNR False negative rate
FOS v-Fos FBJ murine osteosarcoma viral oncogene homolog
F-PMB Free polymyxin B 
F-TOB Free tobramycin 
FVA Flux variability analysis 
GADD45 Growth arrest and DNA-damage-inducible alpha
GCs Gray crystals 
GPI Glycosylphosphatidyl inositol 
GPR Gene-protein-reaction 
GSS Gerstmann-Straussler-Scheinker disease 
HA Hemagglutinin 
HI Hemagglutination inhibition 
HK Histidine kinase 
HMM Hidden Markov models 
HPP Hydroxyphenyl propionate 
HPTS 8-Hydroxypyrene-1,3,6-trisulfonic acid 
HS3ST5 Heparan sulfate (glucosamine) 3-O-sulfotransferase 5
HSPB2 Heat shock 27 kDa protein 2
HSPC Hydrogenated phosphatidylcholine from soybean 
HSPD1 Heat shock 60 kDa protein 1
HSV-1 Herpes simplex virus1 
HTVS High throughput virtual screening 



List of Abbreviations  xv

HveC (PVRL1) Herpesvirus entry mediator C (poliovirus receptor-related 1)
HveD (PVR) Herpesvirus entry mediator D (poliovirus receptor)
ICL Isocitrate lyase 
ID2 Inhibitor of DNA binding 2
ID3 Inhibitor of DNA binding 3
ID4 Inhibitor of DNA binding 4
IPTG Isopropyl-1-thio-β-D-galactopyranoside 
IRPs Iron regulatory proteins 
KEGG Kyoto Encyclopedia of Genes and Genomes 
LANL Los Alamos National Laboratory
LB Luria–Bertani 
LCP2 Lymphocyte cytosolic protein 2
LGA Lamarchian genetic algorithm 
LIP Labile iron pool 
LOWESS Locally weighted scatterplot smoothing
LP Linear programming 
L-PMB Liposomal polymyxin B 
LPS Lipopolysaccharide 
LTA Lipoteichoic acid
L-TOB Liposomal tobramycin 
MAPK Mitogen-activated protein kinase
MBC Minimal bactericidal concentration 
mc Metabolic cost
MCM7 Minichromosome maintenance complex component 7
MDR Multi-drug resistant 
MFC Microbial fuel cells 
MIC Minimal inhibitory concentration 
μL Microliter(s)
MILP Mixed-integer linear programming 
MOSTI Ministry of Science, Technology, and Innovation 
mRNA Messenger ribonucleic acid
MS Mass spectrometry
MS1 First stage of tandem mass spectrometry
MS2 Second stage of tandem mass spectrometry
mTOR Mechanistic target of rapamycin
NA Neuraminidase 
Na Sodium
NAI Neuraminidase inhibitors 
NCBI National Center for Biotechnology Information 



NDV Newcastle disease virus
NEFH Neurofilament, heavy polypeptide
NEFL Neurofilament, light polypeptide
NFE2L2 Nuclear factor (erythroid-derived 2)-like 2
NO Nitrous oxide 
OCV Open circuit voltage 
ONPGlu o-Nitrophenyl-β-D-glucopyranoside 
Orfs Open reading frames
pAb Polyclonal antibody 
PBS Phosphate buffered saline 
PCNA Proliferating cell nuclear antigen
PCR Polymerase chain reaction 
PDB Protein Data Bank 
PDCD8 Programmed cell death 8
PDH Pyruvate dehydrogenase 
PDMS Polydimeyhylsiloxane 
PEM Proton exchange membrane 
PG Phosphatidylglycerol 
PGD Pseudomonas Genome Database 
PGP-Me Phosphatidylglycerophosphate-methyl ester 
PHAs Polyhydroxyalkanoates 
PI Post-inoculation 
PIK3R1 Phosphoinositide-3-kinase regulatory subunit 1
PNPG p-Nitrophenyl-β-D-galactopyranoside 
PP Pentose phosphate 
PPP Pentose phosphate pathway 
PPP2CA Protein phosphatase 2 catalytic subunit alpha isoform
PPP2CB Protein phosphatase 2 catalytic subunit beta isoform
PPP3CA Protein phosphatase 3 catalytic subunit alpha isoform
PRKACA Protein kinase, cAMP-dependent, catalytic, alpha
PrPC Prion protein 
PRRS Porcine reproductive and respiratory syndrome
PRRSV Porcine Reproductive, and Respiratory Syndrome Virus 
PRV Pseudorabies virus 
PSSA Pseudo steady-state assumption 
PVRL3 Poliovirus receptor-related 3
Py Polyomavirus 
qRT Quantitative real time

xvi List of Abbreviations



qRT-PCR Quantitative real-time reverse transcriptase polymerase chain re-
action 

QS Quorum sensing 
QTL Quantitative trait locus
rhDNase Recombinant human DNase 
RMSD Root-mean-square deviation 
ROS Reactive oxygen species 
RR Response regulator 
rRNA Ribosomal ribonucleic acid
RSP Rock-scissors-paper
RT-PCR Reverse transcription-polymerase chain reaction 
RV Resveratrol
SBVS Structure-based virtual screening 
sCJD Sporadic Cruetzfeldt–Jakob disease
SCX Strong cation exchange
S-DGD Sulfated diglycosyl diphytanylglycerol diether 
SERPINE1 Plasminogen activator inhibitor, type I
SIH Salicylaldehyde isonicotinoyhydrazone 
SPP1 Secreted phosphoprotein 1
TCSs Two-component systems 
TEMED N,N,N′,N′-Tetramethylethylenediamine 
TGFβ Transforming growth factor, beta
THBS4 Thrombospondin 4
TIGR-CMR The Institute for Genomic Research Comprehensive Microbial 

Resource
TM Transmembrane 
Tmo Toluene mono-oxygenase
TNFRSF Tumor necrosis factor receptor superfamily
ToBiN Toolbox for Biochemical Networks
TPL Total polar lipids 
tRNA Transfer ribonucleic acid
VIMSS Virtual Institute for Microbial Stress and Survival 
VZV Varicellovirus

List of Abbreviations  xvii



This page intentionally left blankThis page intentionally left blank



Contents

 1. Microfabricated Microbial Fuel Cell Arrays .................................................. 1
 Huijie Hou, Lei Li, Younghak Cho, Paul de Figueiredo, and Arum Han

 2. Quorum Sensing Drives the Evolution of Cooperation in Bacteria ............ 13
 Tamás Czárán and Rolf F. Hoekstra

 3. Resveratrol as an Antiviral Against Polyomavirus ....................................... 30
 Valerio Berardi, Francesca Ricci, Mauro Castelli, Gaspare Galati, and Gianfranco Risuleo

 4. Novel Anti-viral Peptide Against Avian Infl uenza Virus H9N2 ................... 38
 Mohamed Rajik, Fatemeh Jahanshiri, Abdul Rahman Omar, Aini Ideris, 

Sharifah Syed Hassan, and Khatijah Yusoff

 5. Prion Disease Pathogenesis ............................................................................. 56
 Ajay Singh, Maradumane L. Mohan, Alfred Orina Isaac, Xiu Luo, Jiri Petrak, 

Daniel Vyoral, and Neena Singh

 6. Activity and Interactions of Liposomal Antibiotics in Presence 
of Polyanions and Sputum of Patients with Cystic Fibrosis ........................ 77

 Misagh Alipour, Zacharias E. Suntres, Majed Halwani, Ali O. Azghani, 
and Abdelwahab Omri

 7. Discovery of Novel Inhibitors of Streptococcus pneumoniae ....................... 90
 Nan Li, Fei Wang, Siqiang Niu, Ju Cao, Kaifeng Wu, Youqiang Li, Nanlin Yin, 

Xuemei Zhang, Weiliang Zhu, and Yibing Yin

 8. Archaeosomes Made of Halorubrum tebenquichense Total 
Polar Lipids .................................................................................................... 104

 Raul O. Gonzalez, Leticia H. Higa, Romina A. Cutrullis, Marcos Bilen, Irma Morelli, 
Diana I. Roncaglia, Ricardo S. Corral, Maria Jose Morilla, Patricia B. Petray, 
and Eder L. Romero

 9. Soil Microbe Dechloromonas aromatica Str. RCB Metabolic Analysis ..... 120
 Kennan Kellaris Salinero, Keith Keller, William S. Feil, Helene Feil, Stephan Trong, 

Genevieve Di Bartolo, and Alla Lapidus

10. Genome-scale Reconstruction of the Pseudomonas putida KT2440 
Metabolic Network ........................................................................................ 148

 Jacek Puchałka, Matthew A. Oberhardt, Miguel Godinho, Agata Bielecka, 
Daniela Regenhardt, Kenneth N. Timmis, Jason A. Papin, and Vítor A. P. Martins dos Santos

11. A New Cold-adapted β-D-galactosidase from the Antarctic 
Arthrobacter Sp. 32c ....................................................................................... 179

 Piotr Hildebrandt, Marta Wanarska, and Józef Kur



xx Contents

12. Global Transcriptional Response to Natural Infection by 
Pseudorabies Virus ........................................................................................ 194

 J. F. Yuan, S. J. Zhang, O. Jafer, R. A. Furlong, O. E. Chausiaux, C. A. Sargent, 
G. H. Zhang, and N. A. Affara

13. Proteomics of Porphyromonas gingivalis ..................................................... 208
 Masae Kuboniwa, Erik L. Hendrickson, Qiangwei Xia, Tiansong Wang, Hua Xie, 

Murray Hackett, and Richard J. Lamont

 Permissions ..................................................................................................... 224

 References ....................................................................................................... 226

 Index ............................................................................................................... 260



Chapter 1

Microfabricated Microbial Fuel Cell Arrays
Huijie Hou, Lei Li, Younghak Cho, Paul de Figueiredo, and Arum Han

INTRODUCTION

Microbial fuel cells (MFCs) are remarkable “green energy” devices that exploit 
microbes to generate electricity from organic compounds. The MFC devices currently 
being used and studied do not generate sufficient power to support widespread and 
cost-effective applications. Hence, research has focused on strategies to enhance the 
power output of the MFC devices, including exploring more electrochemically ac-
tive microbes to expand the few already known electricigen families. However, most 
of the MFC devices are not compatible with high throughput screening for finding 
microbes with higher electricity generation capabilities. Here, we describe the devel-
opment of a microfabricated MFC array, a compact and user-friendly platform for the 
identification and characterization of electrochemically active microbes. The MFC 
array consists of 24 integrated anode and cathode chambers, which function as 24 in-
dependent miniature MFCs and support direct and parallel comparisons of microbial 
electrochemical activities. The electricity generation profiles of spatially distinct MFC 
chambers on the array loaded with Shewanella oneidensis MR-1 differed by less than 
8%. A screen of environmental microbes using the array identified an isolate that was 
related to Shewanella putrefaciens IR-1 and Shewanella sp. MR-7, and displayed 2.3-
fold higher power output than the S. oneidensis MR-1 reference strain. Therefore, the 
utility of the MFC array was demonstrated.

The MFCs are devices that generate electricity from organic compounds through 
microbial catabolism [1-3]. A typical MFC contains an anaerobic anode chamber and 
an aerobic cathode chamber separated by a proton exchange membrane (PEM), and 
an external circuit connects the anode and the cathode [4, 5]. Electrochemically active 
microbes (“electricigens”) reside within the anaerobic anode chamber. Electrons, gen-
erated during microbial oxidization of organic compounds, are delivered to the MFC 
anode via microbial membrane-associated components [3, 6], soluble electron shuttles 
[7, 8], or nanowires [9, 10]. Biofi lms that support close physical interactions between 
microbial membranes and anode surfaces are also important for MFC power output 
[11]. Electrons fl ow from the anode to the cathode through the external electrical cir-
cuit. In parallel, protons generated at the anode diffuse through the PEM and join the 
electrons released to the catholyte (e.g., oxygen, ferricyanide) at the cathode chamber 
[1]. This electron transfer event completes the circuit.

The MFCs have generated signifi cant excitement in the bioenergy community 
because of their potential for powering diverse technologies, including wastewater 
treatment, and bioremediation devices [12, 13], autonomous sensors for long-term 
operations in low accessibility regions [14, 15], mobile robot/sensor platforms [16], 
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microscopic drug-delivery systems [17] and renewable energy systems [18]. In 
addition, MFCs hold signifi cant promise for supporting civilian and combat opera-
tions in hostile environments [16]. Therefore, the development of effi cient MFCs that 
are capable of producing high power densities remains an area of intense research 
interest. However, economical applications of existing MFCs are limited due to their 
low power output [19], which ranges from 100 to 1,000 W/m3 [20, 21].

Important strategies for enhancing MFC performance include engineering opti-
mized microbes (and microbial communities) for use in these devices [22] and im-
proving cultivation practices for these organisms [23, 24]. To date, detailed description 
of individual microbe performance in MFCs has been limited to a surprisingly small 
number of organisms [25]. The MFCs that are fed by sediment and wastewater nutrient 
sources and that exploit mixed microbial consortia for electricity generation have been 
described [26, 27]. However, with the conventional two-bottle MFCs, characterization 
of the electrochemical activities of the microbial species in these consortia has not 
been possible because these conventional MFCs are not suitable for parallel analyses 
due to their bulkiness. To address this issue, MFC systems that support parallel, low 
cost, and reproducible analysis of the electrochemical activities of diverse microbes 
are required. High throughput microarrays, including DNA microarrays, protein mi-
croarrays, and cell arrays, are powerful platforms for screening and analyzing diverse 
biological phenomena [28]. Various MFC platforms, including miniature MFC de-
vices that enable parallel comparison of electricity generation in MFCs, are emerging 
[29, 30]. However, state of the art microfabrication and highly integrated parallel mea-
surement approaches [31, 32] have not yet been exploited to construct an MFC array 
with highly consistent architecture and performance.

Here we describe our development of a compact and user-friendly MFC array 
prototype capable of examining and comparing the electricity generation ability of 
environmental microbes in parallel. The parallel analyses platform can greatly speed 
up research on electricigens. Importantly, the array was fabricated using advanced 
microfabrication approaches that can accommodate scale-up to massively parallel sys-
tems. The MFC array consisted of 24 integrated cathode and anode pairs as well as 24 
cathode and anode chambers, which functioned as 24 independent miniature MFCs. 
We validated the utility of our MFC array by screening environmental microbes for 
isolates with enhanced electrochemical activities. Our highly compact MFC array en-
abled parallel analyses of power generation of various microbes with 380 times less 
reagents, and was 24-fold more effi cient than conventional MFC confi gurations. This 
effort identifi ed a Shewanella isolate that generates more than twice as much power 
as the reference strain when tested in both conventional and microfabricated array 
formats.

MATERIALS AND METHODS 

Twenty-four Well MFC Array Design
Figure 2A shows the schematic illustration of the MFC array. The array was micro-
fabricated using micromachining and soft lithography techniques. The 24-well de-
vice was composed of layered functional compartments in which microbe culture 
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wells were embedded. Each microliter-scale microbe culture well was combined with 
individually addressable anode and cathode electrodes and functioned as a separate 
MFC. The layers included anode electrodes, anaerobic microbe culture chambers (an-
ode wells), a PEM, cathode chambers, and cathode electrodes (Figure 2A). The as-
sembled device (Figure 2B–E) with acrylic supporting frames was coupled to a load 
resistor circuit board and a digital multimeter through a computer controlled switch 
box module and a data acquisition system (Figure 2F).

Twenty-four Well MFC Array Electrode Layer Microfabrication
An acrylic master mold having 4 × 6 arrays of pillars (diameter: 7 mm, height: 4 mm) 
was fabricated with a rapid prototyping machine (MDX-40, Roland Inc., Los Angeles, 
CA). PDMS precursor solution (Sylgard 184, Dow Corning, Auburn, MI) prepared by 
mixing base and curing agent at 10:1 ratio (v/v) was poured onto the acrylic master 
mold. After curing for 30 min at 85°C, the resulting polymerized polydimeyhylsi-
loxane (PDMS) slab was peeled off, creating an inverse replica of the acrylic mas-
ter mold. The cathode layer was prepared by aligning and permanently bonding a 
PDMS well layer onto a patterned electrode layer. Platinum loaded carbon cloth (10%, 
A1STD ECC, BASF Fuel Cell, Inc., Somerset, NJ) was cut to the size of a well (diam-
eter: 7 mm) and bonded on top of the Au electrode pads in the cathode electrode layer 
using silver paste (Structure probe, Inc., West Chester, PA). Cathode and anode elec-
trode layers of the 24-well MFC array were fabricated using standard microfabrication 
techniques. The fabricated cathode and anode electrode substrates had 24 individually 
addressable electrodes, each having an 8 mm diameter disk pattern. Wires were then 
soldered to all contact pads to provide electrical interconnects between the MFC ar-
rays and the voltage measurement setup.

Assembly of the MFC Array System
The 24-well MFC array system consisted of a 24-cathode array layer, a cathode well 
layer, a PEM, an anode well layer, and a 24-anode array layer. Cathode layer consisted 
of a PDMS well layer permanently bonded on an electrode layer. Platinum (Pt) loaded 
carbon cloth was cut to the size of the well (diameter: 7 mm) and bonded on top of 
the Au electrode pads. The anode layer consisted of three layers: two PDMS layers 
fabricated as described above and an acrylic layer (8 mm thick) having 4 × 6 arrays of 
through-holes (7 mm diameter) fabricated by a rapid prototyping machine. The two 
PDMS layers were placed on both sides of the acrylic layer. The rigid acrylic layer 
served as a support layer that could be clamped tightly in the subsequent assembly 
step. The cathode layer, activated PEM, and the anode layer were then assembled to-
gether. To assemble these layers together, a top and bottom acrylic support frame that 
could be used to tightly clamp all layers together in between was cut out using a rapid 
prototyping machine. The sequence of images (Figure 2B–F) shows how all parts of a 
24-well MFC array system was assembled. 

Organisms, Media and, Growth Conditions
Shewanella oneidensis MR-1 was obtained from American Type Culture Collection 
(ATCC, Manassas, VA). Environmental bacteria used for screening were isolated from 
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eight different samples (soil and water) obtained from Lake Somerville (N30°30′09″ 
and E96°64′28″), Brazos River (N30°55′84″ and E96°42′24″; N30°62′64″ and 
E96°55′13″) and Lake Finheather (N30°64′93″ and E96°37′54″) around College Sta-
tion, Texas. 

Isolation and Pre-screening of Environmental Microbes
We performed a pre-screening for electrochemically active microbes. Each diluted 
sample was plated on nutrient agar and incubated under anaerobic conditions. The 
resulting 50–100 microbial colonies per plate were then used for plating on nutrient 
agar containing 100 μM Reaction Black 5, an azo dye that resulted in dark blue color 
of the media. After 3 days of incubation, a total of 26 colonies formed discoloration 
halos out of about 1,500 colonies plated for each of the eight environmental samples. 
The discoloration of the dye indicated reduction capability of the microbes. A total of 
13 isolates were selected for MFC array screening. Un-inoculated medium was used 
as the negative control.

The 16s rDNA Amplification and Phylogenetic Analyses for Environmental 
Isolates
Colony PCRs were performed using different environmental isolates as the templates. 
The PCR products were then purified and sequenced with primers 11F and 1492R. 
The 16S rDNA sequences were BLAST searched against the GenBank database and 
the top hit for each isolate were used for alignment and phylogenetic tree generation. 
Sequences of the 16S rDNA of 15 members of genus Shewanella similar to 7Ca were 
aligned and phylogenetic tree was constructed among selected Shewanella. A matrix 
of pairwise genetic distances by the maximum-parsimony algorithm and the neighbor-
joining method was used to generate phylogenetic trees. 

The MFC Array Characterization and Data Acquisition
Two characterization methods were used to evaluate electricity generation from each 
of the 24 MFC wells. First, 24 1 MΩ fixed load resistors were connected to each of the 
MFC wells and voltage across these resistors were recorded. Load resistance of 1 MΩ 
was selected for MFC characterization because power output of S. oneidensis MR-1 at 
this resistance was close to maximum and the fabricated MFC array showed a steady 
state current output much faster than using resistors with lower resistances. A switch 
box module having an integrated digital multimeter (PXI-2575, PXI-4065, National 
Instruments, Austin, TX) and controlled through LabView™ (National Instruments, 
Austin, TX) was used to continuously measure voltages across the 24 load resistors 
that were connected individually to the 24 MFC array. The measured voltages were 
converted to current densities (mA/m2, electrode area: 0.385 cm2) using Ohm’s law, 
and power densities were calculated using P = VI/A (V: voltage, I: current, A: elec-
trode area).

Full characterization of an MFC requires a current density versus power density 
plot, which can be obtained when measuring voltages across varying resistors. In this 
second characterization method, twenty-four 100 KΩ variable resistors (652-3296Y-
1-104LF, Mouser Electronics, Mansfi eld, TX) were connected in series with twenty-four 
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2 MΩ variable resistors (652-3296Y-1-205LF, Mouser Electronics, Mansfi eld, TX) in 
pairs on a circuit board, connected correspondingly to the 24 MFC wells. For environ-
mental screening of microbes using the MFC array, both the primary screening and the 
secondary confi rmation started 1,000 min after loading microbes into the MFC array 
loaded with 1 MΩ resistors. One, 10, 20, 50, 100, 200, 500, 1,000, and 2,000 KΩ load-
ing resistors were used and voltages across these resistors were continuously recorded.

RESULTS AND DISCUSSION 

We recognized that selection of an appropriate anode material would be critical to the 
successful development of an MFC array and therefore initiated our studies by exam-
ining the performance of a commonly used anode material, carbon cloth in comparison 
to gold in a conventional MFC device (Figure 1). We used the model facultative anaer-
obe S. oneidensis MR-1 for these experiments because this organism had previously 
proven useful for the development of MFC applications [37]. The MFC power output 
was monitored for 5 hr after bacteria were introduced into the device. When the MFC 
was loaded with a 20 KΩ resistor, the gold electrode supported maximal power density 
of 3.77 ± 0.02 mW/m2 at a current density of 16.47 ± 0.04 mA/m2. A high standard de-
viation was observed (10% deviation). However, the MFC with gold anode displayed 
greater reproducibility (3.1% deviation). The open circuit voltage (OCV) of MFCs 
containing gold and carbon cloth anodes was 514 ± 12 mV (mean ± SE, n = 3) and 538 
± 51 mV (mean ± SE, n = 4), respectively. These results indicated that the OCV of the 
MFC with the gold anode was comparable to the corresponding OCV with the carbon 
cloth anode. However, OCV measurements with the carbon cloth anode displayed 
greater variance.

Figure 1. Au working as anode of MFC. Power density versus current density from an MFC with gold 
anode (n = 3).



6 Recent Advances in Microbiology

An important hurdle to overcome in the development of MFC array systems is 
the identifi cation of an electrode material that is durable, conductive, biocompat-
ible, and easily fabricated [33]. Graphite, in the form of carbon cloth or graph-
ite felt, has typically been the material of choice for the construction of MFC 
anodes, and conductive elements such as manganese, iron, quinines, and neutral 
red have been incorporated in graphite electrodes to signifi cantly increase power 
output [33, 34]. However, graphite is not suitable for microfabricated MFC array 
systems [35]. The surfaces of graphite electrodes are non-uniform and diffi cult 
to pattern in small-scale devices. This non-uniformity thwarts efforts to compare 
performances between individual miniaturized MFCs. In addition, graphite mate-
rials are not compatible with most microfabrication technologies. Recently, gold 
has been identifi ed as a potential material for MFC anode development [35]. Gold 
is highly conductive, can be vapor deposited, and is compatible with a wide array 
of conventional microfabrication modalities [36]. Thus, gold is a very attractive 
anode candidate for the development of an MFC screening platform. Our result 
showed that the MFC using gold as the anode material gave more reproducible 
results than its carbon cloth counterpart, a critical feature for side-by-side com-
parison in the MFC array. We therefore used gold as the anode material to develop 
the MFC array prototype.

Biofi lms, when established on the anode of MFCs, enhance MFC performance 
when some microbial systems (including S. oneidensis MR-1) are employed. The en-
hanced performance has been suggested to result from the enhanced ability of biofi lms 
to exploit close physical contacts between microbial membranes and the anode surface 
for electron transfer [11]. To investigate whether biofi lms form on the surface of gold 
electrodes, light and fl uorescence microscopy images of the electrode were captured 1 
hr and 5 hr post-inoculation (PI). One hour PI, microbes started attaching to the gold 
electrode surface. Five hours later, an attached S. oneidensis biofi lm was observed. 
Scanning electron micrographs of the electrode surface confi rmed microbial attach-
ment. Therefore, gold electrode supports S. oneidensis biofi lm formation, and more-
over, enables reproducible and consistent electrochemical activity to be measured 
when this model organism is used.

We were encouraged by our fi nding that gold electrodes can be employed in MFC 
devices, and exploited this material to develop an MFC array (Figure 2A). The array 
was successfully microfabricated using micromachining and soft lithography tech-
niques. Performance and reproducibility of the MFC array were initially assessed by 
loading S. oneidensis MR-1 into the device and then measuring the electrical output. 
The current densities for negative control (un-inoculated medium) and S. oneidensis 
MR-1 chambers were 0.40 ± 0.01 mA/m2 (mean ± SE, n = 4) and 1.80 ± 0.24 mA/m2 
(mean ± SE, n = 4), respectively (Figure 3A). Therefore the MFC array reproducibly 
measured the electrochemical activities of this microbial system (less than 14% of 
variance).
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Figure 2. Illustration of the MFC array and its assembly steps. (A) Illustration of 24-well microbial 
fuel cell (MFC) array. Composed of an anode layer (1: anode electrode layer, 2: anode well layer), 
a proton exchange membrane (3: PEM), and a cathode layer (4: cathode well layer, 5: cathode 
electrode layer). (B)–(F) Microbial fuel cell array assembly. (B) Individual layers of the MFC array: 
acrylic support frames (1 and 2), cathode layer (3), anode electrode substrate (4), anode well layer 
(5 sandwiched by 6). (C) Assembly of the acrylic frame (1) with the cathode layer (3), followed by 
cathode solution loading. (D) Anode well layer and PEM assembly followed by microbe loading. 
(E) A fully assembled MFC array with the anode electrode layer (4) and acrylic frame (2) capping 
the anode wells. (F) Fully assembled MFC array connected to load resistors and a data acquisition 
system. (G) An MFC array device with no acrylic frame.

Figure 3. Characterization of current generated by S. oneidensis MR-1 in an MFC array. (A) Current 
densities generated by S. oneidensis MR-1 with PBS as the cathode solution at 350 min, TSB 
medium was used as the negative control (n = 4). (B) Repeatability of current densities generated 
by S. oneidensis MR-1 with ferricyanide as the cathode solution at different times after loading. TSB 
medium was used as the negative control (n = 5). (C) Chip-to-chip repeatability of current densities 
generated by S. oneidensis MR-1 with ferricyanide (100 mM) as the cathode solution at 1,000 min 
(n = 4 for each chip). (D) Batch-to-batch repeatability of current densities generated by S. oneidensis 
MR-1 with ferricyanide (100 mM) as the cathode solution at 1,000 min (n = 8 for each day). Means 
and standard errors were indicated above the bars (mean ± SE).
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To increase the current, we used 100 mM ferricyanide at the cathode as the electrolyte 
due to the higher concentration of the electron acceptor in the cathode solution [4]. 
Under this condition, S. oneidensis MR-1 produced a current density of 5.54 ± 0.43 
mA/m2 (mean ± SE, n = 5) 100 min after loading microbes into the device (Figure 3B). 
Over time, the current density gradually dropped, but remained higher than that of the 
negative control wells containing medium only. The electricity generation profi les of 
spatially distinct wells measured at multiple time points during 15 hr of operation dif-
fered by less than 8%, demonstrating that individual wells of the MFC array displayed 
comparable performance characteristics.

Performances of the same microbial culture were also compared in different MFC 
arrays. Two arrays with the same confi guration were tested with the same microbial 
culture (OD600 = 0.8) and showed current density of 2.94 ± 0.16 mA/m2 (mean ± SE, 
n = 8) (Figure 3C). Thus the MFC arrays showed chip-to-chip variances of less than 
5.4%. Performances of the same chip with microbial cultures of the same concentra-
tion (OD600 = 0.8) prepared on different days were also examined (Figure 3D). The 
current densities on two different days were 3.05 ± 0.18 mA/m2 (mean ± SE, n = 16), 
showing a 5.9% variance. Therefore, the MFC array provided a platform for reproduc-
ible experimentation.

Encouraged by the performance and reproducibility of the MFC array, we exam-
ined whether the device could be employed to quickly screen environmental microbes 
for individual isolates that display enhanced electrochemical activities. A schemat-
ic representation of the screening process is shown in Figure 4A. We pre-screened 
~12,000 microbes derived from environmental (water and soil) samples on solid me-
dium containing Reaction Black 5, an azo dye that indicates electrochemically active 
organisms (Figure 4B,C) [39]. The 16S rDNA sequencing analysis of 26 hits obtained 
from the pre-screening plates revealed that the majority of the isolates (n = 10) were 
members of the Bacilli and γ-proteobacteria classes (Table 1). We then exploited the 
MFC arrays to characterize the electrochemical activities of several isolates. One iso-
late 7Ca reproducibly showed 266% higher power output than the S. oneidensis MR-1 
reference strain in both the primary screening (Figure 4E) and the secondary confi r-
mation with more replicates in the MFC arrays (Figure 4F). Phylogenetic analysis 
demonstrated that 7Ca was most closely related to Shewanella putrefaciens IR-1 (98% 
sequence similarity) and Shewanella sp. MR-7 (98% sequence similarity) (Figure 
4D). The high power generation capability of 7Ca was further validated in 24-hr trials 
in a conventional H-type MFC system (Figure 4G) [6]. In our specifi c conventional 
MFC confi guration, the maximum current density of 7Ca was 169.00 ± 10.60 mA/m2, 
which was 217% higher than the current density (78.00 ± 7.30 mA/m2) generated by 
the S. oneidensis MR-1 control. The maximum power density of 7Ca was also 233% 
higher than this reference strain. Although we used gold as the anode material in the 
MFC array and carbon cloth as the anode material in the H-type MFC system, the 
power density increases of 266% in the MFC array and 233% increase in the H-type 
MFC system showed that fi ndings in our MFC array system can be translated to larger 
scale conventional systems. Thus, insights garnered using gold anodes in miniaturized 
MFCs can be transferred to conventional MFC formats using carbon anodes.
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Figure 4. Environmental sample screening with the MFC array. (A) A schematic representation of the 
screening process for the environmental microbes with enhanced electricity generation capacities. 
(B) and (C) Electrochemically active microbes cause discoloration of an azo dye, reactive black 5 in 
the nutrient agar screening plate. (B) S. oneidensis MR-1 was used as the control; (C) A representative 
plate with a putative and non-putative microbe isolate indicated by arrow. (D) Phylogenetic tree 
based on 16S rDNA sequences indicating the relationship of various Shewanella species. (E)–(G) 
Screening of environmental isolates using the 24-well MFC array. (E) Screening of 13 environmental 
isolates with S. oneidensis MR-1 as the positive control (SO) using two 24-well MFC arrays in 
parallel. The average power density of two replicates was shown for each isolate. (F) The power 
density of 7Ca compared to the S. oneidensis MR-1 reference strain (n = 8). (G) Validation of current 
generation by 7Ca and S. oneidensis MR-1 in conventional MFCs (n = 4).

We have demonstrated that a microfabricated MFC array system can be exploited 
to rapidly screen and characterize microbial electrochemical activity. The universal 
design of our system has several attractive features. First, the microbe culture chamber 
was easy to assemble and reusable. The PDMS and electrode could be used at least 
ten times without degradation and the acryl anode chamber could be used more than 
ten times with proper cleaning. Therefore, the device has the potential for widespread 
adoption. Second, because the individual MFC chambers in the array hold a small vol-
ume, 380-fold fewer reagents are required than conventional MFC devices. Third, the 
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universal design of the array makes it possible to easily change the anode and cathode 
to quickly explore new electrode materials to further optimize the MFC architecture. 
Fourth, the device can support factorial experiments in which several variables are 
tested and compared simultaneously. This feature will dramatically accelerate the pace 
of electricigen research. Fifth, the highly scalable approaches used to microfabricate 
the array set the stage for the development of next-generation parallel devices with 
more than 1,000 wells. Finally, the array provides a platform for MFC performance to 
be assessed in parallel (increasing MFC experimental throughput by 24-fold). We ex-
ploited this feature to identify and characterize electricigens with high electrochemical 
activities. In this regard, the fact that several microbes with enhanced electrochemical 
activity were rapidly uncovered in our screen indicates that the natural environment 
constitutes a plentiful reservoir for mining electricigens. For example, our screen un-
covered four Pseudomonas sp. (Table 1) that produce phenazine-based metabolites 
that can serve as electron shuttles [40, 41]. Moreover, the screen resolved Bacillus sp. 
and Aeromonas hydrophila that have been reported to be present in microbial consor-
tia of MFCs [26]. A Shewanella isolate 7Ca, which generated power density that was 
2.3-fold above the reference strain, was also uncovered (Figure 4E).

Table 1. Identities of environmental isolates obtained from pre-screening.

Isolate Top Hit (Genbank Number) Identity%

lB Bacillus sp. RC33 (F J263036.1) 100

lC Bacillus sp. Wl-17 (FJ560473.1) 100

1D Bacillus niacini strain YM 1 C7 (EU221338. 1) 97.93

2A# Enterobacter sp. CTSP29 (EU855207 .1) 99

2B Bacillus sp. SXSl (00227355.1)

2C, 3B, 4A, 5A,5B Bacillus thuringiensis serovar tenebrionis (EU429671.1) 100

3A Bacterium 3A13 (00298760.1) 99

3C Arthrobacter sp. FB24 (EU147009.1) 100

3E, 3F Bacillus sp. A 1 (2008) (F J535468. 1) 100

5C Bacillus sp. BMl-4 (FJ528077.1) 100

6A,6C* Pseudomonas putida strain J3 1 2 (EF2032 1 0.1) 98.50

6B*· # Stenotrophomonas maftophilia strain CMG3098 (EU048328.1) 98.99

6E* Pseudomonas pfecogfossicida strain 519 (00095907.1) 98.52

6F* Pseudomonas sp. lm 1 0 (EU240462. 1) 98.72

6G* Pseudomonas sp. GNE25 (AM397659. 1) 95

7A*· # Aeromonas sp. LOl 51 (AM913921.1) 97.34

7Ca* Shewanella sp. Hac353 (00307734. 1) 99

7Cb Bacillus pumifus strain TPRl 8 (EU373436. 1) 99

8A*· # Paenibacillus sp. oral clone CA007 (AF385540. 1) 92

8B*·# Aeromonas hydrophi/a strain IB343 (EU770277.1) 99

*isolates belonging to y-proteobacteria (1 0 out of 26 isolates).
#putative pathogenic isolates not subject to electricity generation screening using MFC array.
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It is intriguing to speculate on the molecular mechanisms that contribute to the 
enhanced electrochemical activity of 7Ca. For example, the presence of gain of func-
tion mutations affecting biofi lm formation, nanowire formation, cell membrane elec-
tron transfer, metabolic, and respiration capacities, regulatory components for these 
functions, and/or combinations of all the above, could contribute to the observed pow-
er output. In this regard, it is notable that previous genetic studies in S. oneidensis MR-1 
revealed several genes that are directly involved in electricity generation, including 
mtrA, mtrB, omcA/mtrC, cymA, fur, and crp. Deletion of these genes caused severe 
reductions in current production [42]. Gain of function mutations at these candidate 
loci may therefore confer enhanced MFC power generating properties. Similarly, an 
engineered strain of Geobacter sulfurreducens generated by Izallalen et al. displayed en-
hanced electrochemical activity due to increased respiration rates [22]. Despite these 
molecular insights, there has been a paucity of functional studies that directly measure 
the electrochemical activities of environmental microbes. In fact, the electrochemical 
activities of only a handful of microbial species have been characterized in MFC sys-
tems [3]. Although MFCs using wastewater treatment and sediment nutrient sources 
have defi ned electrochemically active microbial consortia [43], the electrochemical 
activities of individual species within these consortia remain largely unexplored. It 
is likely that the MFC array system reported here will facilitate and accelerate these 
kinds of studies.

CONCLUSION

A microfabricated MFC array, a compact and user-friendly platform for the identifica-
tion and characterization of electrochemically active microbes, was developed. The 
MFC array consisted of 24 integrated anode and cathode chambers, which functioned 
as 24 independent miniature MFCs. The electricity generation profiles of spatially 
distinct MFC chambers on the array loaded with Shewanella oneidensis MR-1 dif-
fered by less than 8%. The utility of the MFC array was demonstrated by screening 
environmental microbes and resulted in the identification of a microbe that displayed 
2.3-fold higher power output than the S. oneidensis MR-1 reference strain. The MFC 
array consumed 380 fold less samples and reagents compared to a single H-type MFC, 
and 24 parallel analyses could be conducted simultaneously. We expect to further scale 
up the MFC array into a 96-well MFC array.
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Chapter 2

Quorum Sensing Drives the Evolution of 
Cooperation in Bacteria
Tamás Czárán and Rolf F. Hoekstra

INTRODUCTION

An increasing body of empirical evidence suggests that cooperation among clone-mates 
is common in bacteria. Bacterial cooperation may take the form of the excretion of 
“public goods”: exoproducts such as virulence factors, exoenzymes, or components 
of the matrix in biofilms, to yield significant benefit for individuals joining in the 
common effort of producing them. Supposedly in order to spare unnecessary costs 
when the population is too sparse to supply the sufficient exoproduct level, many bac-
teria have evolved a simple chemical communication system called quorum sensing 
(QS), to “measure” the population density of clone-mates in their close neighborhood. 
Cooperation genes are expressed only above a threshold rate of QS signal molecule 
re-capture, that is, above the local quorum of cooperators. The cooperative popula-
tion is exposed to exploitation by cheaters, that is mutants who contribute less or nil 
to the effort but fully enjoy the benefits of cooperation. The communication system 
is also vulnerable to a different type of cheaters (“Liars”) who may produce the QS 
signal but not the exoproduct, thus ruining the reliability of the signal. Since there is 
no reason to assume that such cheaters cannot evolve and invade the populations of 
honestly signaling cooperators, the empirical fact of the existence of both bacterial 
cooperation and the associated QS communication system seems puzzling. Using a 
stochastic cellular automaton (CA) approach and allowing mutations in an initially 
non-cooperating, non-communicating strain we show that both cooperation and the 
associated communication system can evolve, spread and remain persistent. The QS 
genes help cooperative behavior to invade the population, and vice versa; coopera-
tion and communication might have evolved synergistically in bacteria. Moreover, in 
good agreement with the empirical data recently available, this synergism opens up 
a remarkably rich repertoire of social interactions in which cheating and exploitation 
are commonplace.

Cooperation behavior that benefi ts other individualsis not easy to explain from an 
evolutionary perspective, because of its potential vulnerability to selfi sh cheating. A 
classic example is formed by the so-called tragedy of the commons [1]. A commons 
pasture is used by many herders, and the best strategy for an individual herder is to add 
as many cattle as possible, even if this eventually causes degradation of the pasture. 
The unfortunate outcome follows from the fact that the division of the costs and ben-
efi ts of adding additional animals is unequalthe individual herder gains all of the ad-
vantage, but the disadvantage is shared among all herders using the pasture. Therefore, 
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although cooperation (involving restraint in the input of animals) among the herders 
would yield the highest benefi t for them as a group, each individual herder will be 
tempted to cheat by adding additional animals, causing the cooperation to break down.

The basis for evolutionary explanations of cooperation is provided by Hamilton’s 
inclusive fi tness (kin selection) theory [2]. Individuals gain inclusive fi tness through 
their impact on their own reproduction (direct fi tness effects) as well as through their 
impact on the reproduction of related individuals (indirect fi tness effects) (see also 
[3]). Altruistic cooperative behavior (costly to the actor and benefi cial to the recipient) 
can only be explained by indirect fi tness effects. By helping a close relative reproduce, 
an individual is indirectly passing copies of its genes on to the next generation.

Another theoretical approach considers the evolution of cooperation in terms of 
two-level selection, namely between and within groups, rather than partitioning indi-
vidual fi tness into direct and indirect components. Cooperation is favored when the 
response to between-group selection is greater than the response to within-group se-
lection. From yet another perspective, altruism will be favored by natural selection 
if carriers of altruistic genotypes are suffi ciently overcompensated for their altruistic 
sacrifi ce by benefi ts they receive from others. In other words, there should be assort-
ment between altruists and the helping behaviors of others [4]. Perhaps the most likely 
mechanism for such assortment is “population viscosity” (limited dispersal), causing 
the offspring of cooperators to remain spatially associated. These different theoretical 
approaches do not contradict each other but emphasize different aspects of altruistic 
behavior [4-6].

Although most studies of cooperation have been done on animals, there is a fast 
growing new fi eld of socio-microbiology studying cooperative behaviors performed 
by microorganisms [7-10]. Consider a population of bacteria, in which individual cells 
are producing some public good. Public goods are costly to produce and provide a 
benefi t to all the individuals in the local group. Examples of public goods are exoprod-
ucts like virulence factors damaging the host, enzymes for the digestion of food sourc-
es, surfactants for facilitating movement, and nutrient scavenging molecules such as 
siderophores. In many instances microbial cooperation is regulated by QS.

The QS involves the secretion by individual cells of “signaling” molecules. When 
the local concentration of these molecules has reached a threshold, the cells respond 
by switching on particular genes. In this way individual cells can sense the local den-
sity of bacteria, so that the population as a whole can make a coordinated response. 
In many situations bacterial activities, such as the production of the mentioned public 
goods, are only worthwhile as a joint activity by a suffi cient number of collaborators. 
Regulation by QS would allow the cells to express appropriate behavior only when 
it is effective, thus saving resources under low density conditions. Therefore, QS has 
been interpreted as a bacterial communication system to coordinate behaviors at the 
population level [11, 12]. However, its evolutionary stability is somewhat problematic, 
since cooperative communication is vulnerable to cheating. For example, a signal-
negative (mute) strain does not have to pay the metabolic cost of signal production, 
and a signal-blind (deaf) strain does not pay the cost of responding. Both type of 
mutants may still benefi t from public goods produced in their neighborhood and have 
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actually been observed among environmental and clinical isolates [13, 14] The ques-
tion then is, under what conditions cheating strains will increase to such an extent 
that QS breaks down as a regulatory system of cooperative behaviorperhaps with the 
consequence that the cooperative behavior itself cannot be maintained.

Brookfi eld [15] and Brown and Johnstone [16] have analyzed models of the evolu-
tion of bacterial QS. Although differing in modeling approach, both have studied the 
evolution of QS in the context of explicit 2-level selection, where selection at the indi-
vidual level operates against cooperation, while selection at the group level favors QS. 
These studies conclude that under fairly broad conditions either stable polymorphism 
may arise in bacterial populations between strains that exhibit QS and strains that do 
not [15] or the average resource investment into quorum signaling takes positive val-
ues, the actual investment depending on group size and within-group relatedness [16]. 
Since kin selection appears to be central for the evolution of altruistic cooperation, it 
is required that cooperation preferentially takes place among related individuals. As 
Hamilton [2] suggested, this could be brought about either by kin discrimination or 
by limited dispersal. The fi rst mechanism may play some role in microbial communi-
ties, for example if a public good produced by a specifi c strain can only be utilized 
by clonemates [10]. However, limited dispersal is probably much more important in 
microbes because due to the clonal reproduction mode it would tend to keep close rela-
tives together. This implies that the spatial population structure plays a key role in the 
evolution of bacterial cooperation.

In a previous work [17] we have analyzed the evolutionary stability of QS using a 
CA approach, which is eminently suitable to investigate the role of spatial population 
structure. There we asked whether QS could be stable as a regulatory mechanism of 
bacteriocin (anti-competitor toxin) production, and concluded that it could be main-
tained only when the competing strains were unrelated, and not when the bacteriocin is 
aimed at related strains which can share the signaling and responding genes involved 
in QS.

Here, we analyze a much more general model of the evolution of QS regulated 
cooperation, again using the CA approach. In fact, QS regulated cooperation can be 
viewed as a superposition and interaction between two cooperative behaviors: the co-
operative QS communication system which coordinates another cooperative behavior 
(e.g., production of a public good). Both forms of cooperation are potentially vulner-
able to being parasitized by cheating strains. We allow the reward and the cost of coop-
eration, the level of dispersal and the sensitivity of the QS system (the signal strength 
required to induce production of a public good) to vary, and ask for which parameter 
combinations cooperation and QS will evolve and be maintained, to what extent the 
presence of a QS system affects the evolution and maintenance of cooperation, how 
vulnerable the system is for social cheating and how equilibrium levels of QS and 
cooperation depend on the parameter values.

MATERIALS AND METHODS 

The model we use is a two-dimensional CA of toroidal lattice topology. Each of the 
300 × 300 grid-points of the square lattice represent a site for a single bacterium; all 
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the sites are always occupied, that is bacteria may replace each other, but may not 
leave empty sites. The inhabitants of the sites may differ at three genetic loci: locus C 
for cooperation (production of a public good), the other two for QS: locus S for pro-
ducing the signal molecule and locus R for signal response, which includes the signal 
receptor and the signal transduction machinery that triggers the cooperative behavior 
when the critical signal concentration has been reached. Each of these loci can harbor 
either a functional allele denoted by a capital letter (C, S, and R), or an inactive allele 
denoted by a small letter (c, s, and r). Thus the bacteria can have 23 = 8 different geno-
types, each paying its own metabolic cost of allele expression on the 3 loci (Table 1) 
besides the basic metabolic burden M0 that is carried by all individuals.

Table 1. The eight possible genotypes of the cooperation-quorum sensing system and the corresponding 
total metabolic costs me of gene expression.

GENOTYPE PHENOTYPE
Total cost me
(with mc= 30.0)

Total cost me
(with mc= 10.0)

csr "Ignorant" 0.0 0.0

csR "Voyeur" 1.0 1.0

cSr "Liar" 3.0 3.0

cSR "Lame" 4.0 4.0

Csr "Blunt" 30.0 10.0

CsR "Shy" 31.0 11.0

CSr "Vain" 33.0 13.0

CSR "Honest" 34.0 14.0

Cooperation can be costly (mc= 30.0; left column) or relatively cheap (mc= 1 0.0; right column). Cost of QS signalling: 
ms= 3.0; Cost of QS re s onse: mc= 1.0.

Fitness Effects of Cooperation
The product of the cooperating C allele is supposed to be an excreted “public good” 
molecule such as an exoenzyme for extracellular food digestion. It may increase the 
fitness of a bacterium, provided there are at least nq bacteria (possibly, but not neces-
sarily, including itself) expressing the C allele as well within its 3 × 3-cell neighbor-
hood; nq is the quorum threshold of cooperation. An individual can only obtain a fit-
ness benefit from cooperative behavior in its neighborhood if at least nq cooperators 
are present in that neighborhood. On the other hand, cooperation carries a fitness cost 
which is always paid by the cooperator whether or not it enjoys the benefits of coop-
eration. The cost of cooperation is the metabolic burden associated with the production 
of the public good. That is, cooperation (expressing C) carries an inevitable fitness 
cost and a conditional fitness benefit. We study the effects of a high as well as a low 
cost of cooperation. Of course for cooperation to be feasible at all the benefit has to 
outweigh the cost.
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Fitness Effects of Quorum Sensing
Cells carrying genotype S. (for the genotype notation, see Table 1) produce the quo-
rum signal molecule, whereas R genotypes will respond to a sufficient amount of sig-
nal in their immediate environment. Both the expression of S and of R imply a fitness 
cost as well, because producing the signal and running the response machinery takes 
metabolic resources, although less than cooperation itself [13, 18]. The fitness benefit 
of a QS system is an indirect one: communication using a signaling system may spare 
unnecessary costs of futile attempts to cooperate whenever the local density of po-
tential cooperators is lower than the quorum nq. For this communication benefit to be 
feasible, the QS machinery altogether has to be much cheaper (in terms of metabolic 
costs) than cooperation itself, otherwise constitutive (unconditional and permanent) 
cooperation would be a better option for the bacterium, and resources invested into QS 
would be wasted. Thus the ordering of the metabolic fitness costs of cooperation and 
QS are assumed to be mC >> mS ≥ mR. The inactive alleles c, s, and r carry no metabolic 
cost: mc = ms = mr =0.

The Effect of the Quorum Sensing Genes on the Cooperation Gene
The quorum signal is supposed to be the regulator of cooperation: bacteria with a C.R 
genome (i.e., those carrying a functional cooperation allele C and a working response 
module R) will actually express the C gene (i.e., cooperate) only if there is a sufficient 
quorum nq of signalers (S. individuals) within their neighborhood. That is, C.R cells 
wait for a number of “promises” of cooperation in their 3 × 3-cell neighborhood before 
they switch to cooperating mode (produce the public good) themselves. The C.r geno-
types do not have a functioning response module, therefore they produce the public 
good constitutively.

Selection
Individuals compete for sites. Competition is played out between randomly chosen 
pairs of neighboring cells, on the basis of the actual net metabolic burdens M(1) and 
M(2) they carry. The net metabolic burden M(i) of an individual i is calculated as the 
sum of the basic metabolic load M0 carried by all individuals and the total metabolic 
cost me(i) of the actual gene expressions at the three loci concerned (see Table 1), 
multiplied by the unit complement of the cooperation reward parameter (1–r) if it is 
surrounded by a sufficient quorum of cooperators:

M (i) = [M 0 + me(i)] if # of cooperators in neighborhood
is below quorum threshold nq

m(i) = [M 0 + me(i)](1 − r) otherwise (0 < r < 1).

Thus, successful cooperation reduces the total metabolic burden in a multiplica-
tive fashion. The relative fi tness of individual i is defi ned as its net metabolic burden 
relative to the basic metabolic load as M0/M(i). In practice, the outcome of competi-
tion is determined by a random draw, with chances of winning weighted in proportion 
to the relative fi tness. The winner takes the site of the loser, replacing it by a copy of 
itself.
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Mutations
During the takeover of a site by the winner of the competition the invading cell, that is 
the copy of the winner occupying the site of the loser, can change one of its three al-
leles (chosen at random) from functional to inactive or vice versa. We call these allele 
changes “mutations,” but in fact they can be due to either mutation or some other pro-
cess like transformation or even the immigration of individuals carrying the “mutant” 
allele. The point in allowing allele changes both ways (losing and obtaining them) is 
to maintain the presence of all six different genes (C, c, S, s, R, r) in the population so 
that the system does not get stuck in any particular genetic state because of the lack of 
alternative alleles. Thus, each of the six possible allele changes may have a positive 
probability. Mutations are independent at the three locifor example, the quorum signal 
gene S can be lost without losing the response module R at the same time; the resulting 
mutant will be “mute” yet still able to respond to quorum signals.

Diffusion
Each competition step may be followed by a number (D) of diffusion steps. One dif-
fusion step consists of the random choice of a site, and the 90° rotation of the 2 × 
2 subgrid with the randomly chosen site in its upper left corner. Rotation occurs in 
clockwise or anticlockwise direction with equal probability [19]. The D is the dif-
fusion parameter of the model: it is proportional to the average number of diffusion 
steps taken by a cell per each competitive interaction it is engaged in. Larger D means 
faster mixing in the population. Since one diffusion move involves four cells, D = 1.0 
amounts to an expected number of four diffusion steps per interaction per cell. In the 
simulations we use the range 0.0 ≤ D ≤ 1.0 of the diffusion parameter, and occasionally 
much higher values (D = 15.0) as well.

Initial States and Output
At t = 0 the lattice is “seeded” either by the “Ignorant” (csr) genotype on all sites, or 
the initial state is a random pattern of all the eight possible genotypes present at equal 
proportions. We simulate pairwise competitive interactions, mutations, and diffusive 
movements for N generations. One generation consists of a number of competition 
steps equal to the number of sites in the lattice, so that each site is updated once per 
generation on average. In the majority of simulations we have applied mutation rates 
of 10−4 both ways at each locus, which is equivalent to an average of nine mutation 
events per generation within the whole habitat. The three functional alleles have a 
positive cost of expression, constrained by the relation mC >> mS > mR (the actual 
values used throughout the simulations are given in Table 1).

Simulations
With the initial conditions specified above we follow the evolution (the change in al-
lele frequencies) for both cooperation and the two components of QS. We investigate 
the qualitative or quantitative effects on the evolution of cooperation and QS of the 
crucial parameters of the model: the fitness reward of cooperation (r), the metabolic 
cost of cooperation (mC), the intensity of diffusive mixing (D) and the quorum thresh-
old (nq). The simulations have been run until the relative frequencies of the three focal 
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alleles (C, S, and R) approached their quasi-stationary values. This could be achieved 
within 10,000 generations in most cases. The first few simulations have been repeated 
three times with each parameter setting, using different random number arrays, but 
since variation in the results was very small at a lattice size of 300 × 300 in all cases, 
and each run took a long time to finish, we stopped producing replicate runs.

During the simulations we record and plot the time series of the eight different 
genotype frequencies, from which the frequencies of the three functional alleles can 
be calculated and plotted against time.

Evaluation of the Model Outputs
The simulation results are recorded as 10.000-generation time series of genotype fre-
quencies and spatial patterns of the genotypes. With regard to allele frequencies we 
asked the following question: are the genes for cooperation (C) and QS (S and R) se-
lected for beyond their respective mutation-selection equilibria based on the metabolic 
selection coefficients sC = (MC−M0)/MC, sS = (MS−M0)/MS and sR = (MR−M0)/MR, and 
the (uniform) mutation rate μ. For example, relative frequencies of the cooperating al-

lele above its mutation-selection equilibrium q̂C = μ / (sC + μ)  indicate a net fitness 

benefit of cooperation and thus positive selection for the C allele. q̂S  and q̂R  can be 
calculated the same way.

DISCUSSION 

Microorganisms display a wide range of social behaviors, such as swarming motil-
ity, virulence, biofilm formation, foraging, and “chemical warfare” [7-10, 21]. These 
social behaviors involve cooperation and communication. Cooperation often takes the 
form of a coordinated production and excretion of molecules like enzymes, toxins, and 
virulence factors. In bacteria, this cooperative behavior is typically regulated by QS, a 
chemical communication system in which cells produce diffusible molecules and can 
assess the cell density by sensing the local concentration of these signaling molecules 
[11, 12, 22, 23]. In fact, QS can be viewed itself as a cooperative behavior to optimize 
other forms of social behavior. An important issue is the evolutionary stability of co-
operation because of its potential vulnerability to social cheating: the occurrence and 
selection of individuals who gain the benefit of cooperation without paying their share 
of the costs [2, 10]. We studied the evolution of cooperative behavior in bacteria (e.g., 
production of a public good) and of a QS system which coordinates this cooperative 
behavior, using CA modeling. This approach allows a fairly precise evaluation of the 
role played by the spatial population structure, because all bacterial interactions are 
supposed to occur between neighboring cells.

Our results allow three main conclusions, which we discuss in turn.

1. Cooperation Only Evolves Under Conditions of Limited Dispersal
The simulations in which we analyzed the evolution of cooperation without QS sug-
gest that cooperation can only evolve when the degree of spatial mixing in the popula-
tion is low, which implies a high relatedness between neighboring cells. Our model 
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thus confirms the importance of the level of relatedness between interacting individu-
als and the evolutionary stability of cooperation, as first hypothesized by Hamilton 
(1964), and demonstrated experimentally in microbial populations [24-26].

The level of exploitation of cooperative behavior by non-cooperating strains is 
lowest when the required quorum of cooperators is relatively high and the dispersal 
rate is low (Figure 1).

2. The Presence of Cooperative Strains in a Population Always Selects for QS 
and Cooperation Becomes More Common as a Consequence of QS
The simulations in which we allow the simultaneous evolution of cooperation and 
QS suggest that whenever the gene for cooperation is selected, also one or both of 
the communication genes of the QS system are selected. Moreover, the presence of 
QS (either partial or complete) allows stable levels of cooperation in regions of the 
explored parameter space where cooperation without QS cannot invade (compare the 
corresponding columns in Figure 1 and Figure 3). Thus a communication system helps 
to establish stable cooperation. Of course, communication about willingness to co-
operate will only be selected if at least part of the population is able to cooperate, so 
evolution of QS is not expected in a completely non-cooperating population. But it is 
not self-evident that QS always should enhance the frequency of cooperating strains in 
the population. Clearly, QS by cooperative strains is selected if the advantage derived 
from limiting the actual cooperative behavior to when it is most profitable outweighs 
its costs. In this way QS causes the gene for cooperation to increase. But QS genes 
may also be selected in non-cooperators, allowing exploitation of cooperative strains 
and lowering the frequency of cooperation. This applies in particular to “Liar” strains, 
non-cooperators which signal willingness to cooperate, which may manipulate fully 
QS “Honest” strains to cooperate when actually the number of local cooperators falls 
below the quorum nq. As a consequence, these “Honest” cells pay the cost of coopera-
tion but cannot enjoy its benefit.

3. The Communication Cooperation System as Modeled in This Study Displays 
a Remarkably Rich and Complex Pattern of Social Interactions in Which 
Cheating and Exploitation Play a Significant Role
The QS not only leads to a higher equilibrium frequency of the cooperation gene, 
but also allows a striking diversity of social interactions. Of the eight possible geno-
types in our model, defined by the presence/absence of the three functional genes 
for respective cooperation, signaling, and responding, six genotypes may reach ap-
preciable equilibrium frequencies, depending on the precise parameter combinations. 
Only two mutant types play an insignificant role in the system: “Voyeur” which re-
sponds to the signal but is unable to signal and cooperate itself, and “Lame,” which 
is fully QS (signaling and responding) but cannot cooperate. Inspection of Figure 3 
reveals the possibility of five different stable polymorhisms characterized by domina-
tion of two genotypes: [Blunt,Ignorant], [Blunt,Honest], [Shy,Liar], [Honest,Ignorant] 
[Honest,Vain]; five polymorphisms with three dominating genotypes: [Honest, Blunt, 
Ignorant], [Honest, Blunt, Liar], [Honest, Ignorant, Liar], [Honest, Vain, Blunt], [Shy, 
Liar, Blunt], and one in which four genotypes reach an appreciable frequency: [Honest, 
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Blunt, Liar, Ignorant]. It is important to note that in all cases some degree of social 
cheating occurs in the form of exploitation or parasitism. Thus our analysis predicts 
the large-scale occurrence of social cheating in microbial populations.

Two of the polymorphisms mentioned above merit more elaborate discussion.

The Janus Head of QS
In cases where the cooperation gene is (almost) fixed, one might at first sight expect 
a monomorphic unconditionally cooperating (“Blunt”) population, because Blunt is 
the cooperator with the lowest metabolic costs, and in a fully cooperating popula-
tion QS is not needed to obtain information about the potential level of cooperation. 
However, we find next to “Blunt” appreciable frequencies of fully QS (“Honest”) and 
partially QS (“Vain”) cells. The reason appears to be that here QS is selected because 
it allows exploitation of Blunt strains, which unconditionally cooperate. As soon as a 
quorum of Blunts is present, the other cells need not cooperate themselves in order to 
profit from the cooperation benefit. Adoption of the QS machinery allows them to do 
precisely this, since in such cases the level of signal is too low to trigger their coopera-
tive behavior. This phenomenon is an unexpected and novel result, showing that QS 
not only prevents wasting resources when too few potential cooperators are around, 
but also allows cells to parasitize on unconditionally cooperating neighbors, when a 
sufficient number of those are present. It may occur at a large scale when the gene for 
cooperation is (almost) fixed in the population, due to a favorable benefit/cost ratio of 
the cooperative behavior and the quorum threshold relatively high. As explained more 
fully in the Results section, 100% cooperating populations seem to evolve in most 
cases to a [Blunt, Honest, Vain] mixture, characterized by a cyclic interaction pattern 
(Blunt>Vain>Honest>Blunt) reminiscent of the rock-scissors-paper (RSP) game [20, 
21].

Spiteful Behavior
The second polymorphism we want to call attention to is the coexistence of Honest, 
Liar, and Ignorant, which occurs for example, at nq = 4 and nq = 5 for certain diffusion 
values. Clearly, the non-cooperative Ignorant and Liar cells exploit the Honest cells 
which provide cooperation benefits. Here the selective advantage of Liar is at first 
sight remarkable, since it pays a higher metabolic cost than Ignorant, and can only 
expect the same share as Ignorant from the cooperation benefit made available by the 
Honest cells. The only effect of Liar is to sometimes induce Honest cells to cooperate 
when actually less than the quorum of Honest is present. Nothing is gained, except that 
in such cases Honest is paying the cooperation cost without getting the benefit. Thus 
this coexistence is a clear example of spiteful behavior. Liar lowers the relative fitness 
of Honest, but also pays a fitness penalty (the cost of signaling) itself.

How do our results relate to previous theoretical and empirical work on the evo-
lution of QS and cooperation? They confi rm the basic result from earlier theoretical 
analyses of the evolution of QS [15], which predicted a stable polymorphism in mi-
crobial populations between QS and non-QS strains. The conclusion of Brown and 
Johnstone that the highest level of QS signal expression is expected for intermediate 
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levels of relatedness between interacting strains [16] is confi rmed in our study only 
for cases when the cooperation cost is low and the required quorum threshold is also 
low. Then the benefi t of cooperation is relatively easy to obtain, and the QS machin-
ery is too costly to operate. Only when the spatial population mixing becomes more 
intensive, causing the predictability of the neighborhood composition to go down, 
QS becomes profi table. The situation is different for costly cooperation and/or a high 
quorum threshold. Apparently, then QS is profi table even at a very low rate of disper-
sal (i.e., at high relatedness between interacting cells) because of the lower level of 
cooperation in the population and/or the greater sensitiveness to increased dispersal.

The available empirical observations on natural occurrence of QS cheats are main-
ly from work on Pseudomonas aeruginosa [13, 27-31]. Although these experimental 
studies cannot yet be informative with respect to the full spectrum of possible mutants 
and only focus on one or two QS mutants, they report a considerable level of social 
cheating, which is in agreement with our study.

Finally, we mention an experimental result that may be of relevance with respect to 
QS evolution but is not included in this model. It is related to the feedback-regulation 
of QS signal production: “signal deaf” signaler mutants (in our notation:.Sr genotypes) 
are shown to produce an excess of signal molecules compared to signal responsive 
ones, because in the latter signal production is downregulated by the extracellular con-
centration of the signal itself, which response-defi cient mutants cannot sense [32, 33]. 
The effect of signal over-expression on the dynamics of QS evolution require further 
theoretical work.

In conclusion, we predict that the evolution of QS as a communication system 
regulating cooperative behavior such as the production of a public good has two strik-
ing effects. First, it enables the cooperative behavior to attain a higher frequency in the 
population, and second, it opens up a remarkably rich repertoire of social interactions 
in which cheating and exploitation are common place.

RESULTS 

The Evolution of Cooperation Without Quorum Sensing
We first have performed simulations with the QS functions disabled (mutation rates 
in both ways set to 0.0 at the S and the R loci). Without QS allowed, the only possible 
genotypes are the “Ignorant” (no cooperation) and the “Blunt” (unconditional coop-
eration), of course.

(1) Cooperation is Relatively Costly (mc = 30)
The left column in Figure 1 summarizes the results. Cooperation is only selected under 
a very low degree of dispersal. This confirms the essential role played by kin selection 
in the evolution of cooperation, since low dispersal in a microbial population implies 
that most social interactions are among related individuals. With a low quorum thresh-
old (only few cooperators are necessary to provide the benefit to all the immediate 
neighbors) there is much scope for non-cooperators to parasitize, because sufficiently 
often they can enjoy the benefit from cooperative neighbors without paying the cost 
of cooperation themselves; therefore, with nq = 2 and nq = 3, only a minority of the 
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population will consist of cooperator genotypes. With nq = 4 and nq = 5 there is obvi-
ously less opportunity for parasitism, and cooperators reach higher frequencies. How-
ever, then the system becomes more sensitive to the effects of spatial mixing; with 
nq = 6 even at D = 0 successfully cooperating neighborhoods are disintegrated more 
often than that they are formed or maintained, and cooperative behavior is no longer 
selected.

Figure 1. Stationary genotype distributions of the QS-disabled set of simulations. Fixed parameters: 
basic metabolic burden: M0 = 100.0; metabolic cost of quorum signal production: ms = 3.0; 
metabolic cost of quorum signal response: mr = 1.0; fitness reward factor: r = 0.9; mutation rates: 
μs = μr = 0.0, μc = 10−4. Screened parameters: metabolic cost of cooperation (mc), quorum threshold 
(ne) and dispersal (D). Simulations lasted for 10.000 generations and they were initiated with the 
“All-Ignorant” (csr) state.
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(2) Cooperation is Relatively Cheap (mc = 10)
Qualitatively the same trends are apparent when cooperation is less costly (Figure 
1, right column). Cooperation is maintained over a broader range of diffusion rates, 
compared to the case of costly cooperation. Clearly, with less costly cooperation, oc-
casional futile cooperation attempts (when the number of cooperators in a neighbor-
hood is less than the quorum) are less deleterious. With increasing quorum threshold 
the scope for parasitism by non-cooperators becomes smaller and as a consequence a 
larger fraction of the population will consist of cooperators, as long as neighborhoods 
sufficiently often contain at least a quorum of cooperators. Above a certain level of 
population mixing this is no longer the case, and then cooperation does not evolve.

The Evolution of Cooperation and Quorum Sensing
In the next series of simulations we allow cooperation and QS to evolve simultaneous-
ly, and allowing mutations at all three loci from inactive to functional and vice versa 
with probability μ = 10−4. Figure 2 shows as an example the evolution of the genotype 
and allele frequencies in a run of the simulation model with a high cost of cooperation 
and a relatively cheap QS system (mC = 30.0, mS = 3.0, mR = 1.0), medium quorum 
threshold (ne = 3), high cooperation reward (r = 0.9), and no diffusion (D = 0.0).

Figure 2. Details of a single QS-enabled simulation. Parameters as in Figure 1, except for μs = μr 
= 10−4; mc = 30.0, ne = 3, and D = 0.0. Time evolution of A.: genotype frequencies; B.: genotype 
distribution; C.: allele frequencies. D.: The spatial pattern of genotypes at T = 10.000.

The fi rst invading genotype is the “Blunt” one (Csr) which cooperates uncondi-
tionally but lacks QS. However, as soon as the “Blunt” type reaches a high frequency 
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in the population, the adoption of QS genes obviously becomes profi table, because 
the “Honest” (CSR) genotype takes over, ultimately excluding the “Blunt” one. The 
“Honest” takeover renders the stationary population essentially dimorphic: the great 
majority of the individuals are either “Ignorant” or “Honest”. The remaining six geno-
types are present at very low frequencies, close to their metabolic mutation-selection 
equilibrium. What we end up with is thus the coexistence of cooperating-communicat-
ing cells (“Honest”) and parasitic ones (“Ignorant”).

The Effects of Changing the Quorum Threshold and Diffusion
(1) Cooperation is Costly (mC = 30.0).
Keeping the costs mC, mS, mR, and the cooperation reward r constant, we have system-
atically screened the effects of the quorum threshold nq and the diffusion parameter D 
on the evolution of cooperation and QS (Figure 3, left column). Comparison with the 
corresponding cases without the possibility of QS (Figure 1, left column) immediately 
shows that the QS functions of signaling and responding are selected in a large part of 
the parameter space and that they have a positive effect on the relative frequency of 
cooperation in the population.

First consider the case of a low quorum threshold (ne = 2). If the population is 
not mixed at all (D = 0.0), cooperators do not need an intact QS machinery to have 
a reliable cue on the presence of cooperating neighbors: with a high chance at least 
one clone mate (mother or daughter) is always around, and that is suffi cient for them 
to enjoy the cooperation reward during their next interaction. This is why the great 
majority of cooperators have disposed of one or both QS alleles (S and R) at D = 0.0. 
Most cooperators are of the “Shy” (CsR) genotype, which responds to quorum signals 
and cooperates accordingly, but does not itself produce the signal. Parasites capitalize 
on this feature by issuing the signal only, thereby persuading the “Shy” type to cooper-
ate. This results in the parasite population to become, to an overwhelming majority, of 
the “Liar” (cSr) type which is the exact complement of the “Shy” one: it possesses the 
only functional allele that “Shy” is missing. Since the quorum signal is necessary for 
the onset of cooperation in “Shy” individuals, the interaction between these two domi-
nant genotypes can be interpreted both as parasitism and as a peculiar type of “division 
of labor”. The latter, less antagonistic component of the interaction immediately disap-
pears with the introduction of the slightest diffusion into the system. At and above D 
= 0.1, the diffusion in the population creates already too many neighborhoods that do 
not contain the required two C and two S alleles distributed over separate genotypes 
(i.e., two “Shy” and two “Liar” types), and the presence of CSR (“Honest”) is selected, 
guaranteeing successful cooperation as soon as two such genotypes are present in a 
neighborhood. This leaves ample space for csr (“Ignorant”) parasites of course, which 
reach high frequencies. This will be true even at fairly high diffusion rates.

The nq = 3 case has already been described in some detail above (Figure 2). The 
special feature of this series of simulations is that the QS system is always adopted by 
the cooperators, even without diffusion. This might be accounted for by the fact that at 
about 50–60% (or less) of the population cooperating, the presence of three coopera-
tors within a 9-individual neighborhood is far from guaranteed, making QS well worth 
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its cost for the cooperators. Therefore both QS alleles (S and R) spread and become 
established within the cooperating population. Consequently parasites do not need to 
issue fake quorum signals to access the benefi t. Increasing diffusion gradually reduces 
the likelihood of maintaining three cooperators in a neighborhood, resulting in a lower 
level of cooperation in the population. At very intensive diffusion (D = 6.0 in this pa-
rameter setting) both cooperation and QS disappear together abruptly, and the stage is 
left for the parasitic “Ignorant” type. Apparently then successful cooperation will be 
so rare that cooperators are losing more due to the cost of operating the QS machinery, 
than gaining from the cooperation benefi t. Consequently, their relative fi tness shrinks 
below that of the “Ignorant” type, and they vanish.

Figure 3. Stationary genotype distributions of the QS-disabled set of simulations. All parameters as 
in Figure 1. except μs = μr = 10−4.
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The nq = 4, 5, and 6 cases are similar to the nq = 3 case, except for two important 
aspects. One is that, due to the high quorum threshold, the system becomes more 
sensitive to spatial mixing. For nq = 4, the upper limit of the diffusion parameter that 
still allows the cooperation and QS alleles to persist is D = 0.5; for nq = 5 it is D = 
0.2, and for nq = 6 cooperation is only maintained in the absence of spatial mixing (D 
= 0). Above these D values, successfully cooperating clumps (neighborhoods with nq 
or more cooperators) are disintegrated by too intensive mixing, at a rate faster than 
they are built by interactions. Second, at zero diffusion (D = 0.0), for nq = 4, 5, and 
6, cooperators increase in abundance and they tend to lose one or both components 
of the QS system, unlike in the nq = 3 simulation. The reason for the loss of the 
communication device is that cooperators become so common, that QS is no longer 
needed to fi nd out whether there is a suffi cient number of cooperators present in 
the immediate neighborhood. Constitutively cooperating genotypes like “Blunt” and 
“Vain” increase in frequency because they do not pay the (complete) cost of QS. At 
nq = 4 the “Honest” type is maintained at about 30%, because QS is still suffi ciently 
often useful, with almost 30% of the population consisting of non-cooperators. Here 
most of the non-cooperating strains are of the “Liar” type: in neighborhoods with 
fewer than nq = 4 “Honest” individuals, their signaling helps to persuade the latter 
to cooperate. At nq = 5 and nq = 6 with zero diffusion, the simulations bring an inter-
esting strategic aspect of QS to the light. Although almost 100% of the population 
is cooperating, the fully QS “Honest” type is maintained at some 30–50% of the 
population. This is at fi rst sight surprising, since the presence in local neighborhoods 
of a quorum of cooperators is practically guaranteed. However, here QS appears 
to function as a mechanism to avoid expression of the cooperative behavior when 
already a suffi cient number of unconditionally cooperating (“Blunt”) neighbors are 
producing the public good. Clearly, when less then nq cells in a neighborhood are 
producing the quorum signal molecule, “Honest” types will not cooperate, thus sav-
ing the cost of cooperation while frequently enjoying the cooperation benefi t thanks 
to their unconditionally cooperating neighbors. This explains the fairly high fre-
quency of signaling unconditional cooperators (“Vains”). By enhancing the local 
concentration of the quorum signal they induce “Honest” cells to cooperate, thereby 
enhancing the likelihood that a quorum of cooperators is reached. Actually, in situ-
ations where cooperation is so attractive that the C allele is (almost) fi xed, the three 
cooperating types: “Honest”, “Blunt,” and “Vain” display a cyclic interaction pattern 
(Blunt>Vain>Honest>Blunt) reminiscent of the RSP game [20, 21]. A population of 
“Blunt” is invaded by “Honest” because as explained above“Honest” parasitizes on 
the unconditional cooperation by the “Blunts”. Conversely, an “Honest” population 
is invaded by “Blunt” and by “Vain”, because they do not pay (part of) the costs of 
the QS machinery, and “Vain” invades a polymorphic (“Honest”, “Blunt”) popula-
tion, enhancing the likelihood of a quorum of actual cooperators by inducing “Hon-
est” cells. Figure 4 shows the evolutionary dynamics of such a population with the 
cooperating C allele fi xed.
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Figure 4. The evolution of QS in a population with the cooperating C allele fixed. Parameters as in 
Figure 3, with ne = 6 and D = 0.2. The simulation was started from the “All-Blunt” initial state.

(2) Cooperation is Relatively Cheap (mC = 10.0).
The right column in Figure 3 shows the simulation results for less costly cooperation. 
Just as in the case of costly cooperation, QS alleles are selected in a large part of the 
parameter space and boost the frequency of cooperators in the population (compare 
with Figure 1, right column). In particular, QS enables the maintenance of cooperative 
behavior at higher levels of population mixing. At low quorum thresholds (nq = 2 and 
nq = 3) and a low rate of diffusion, the QS machinery is too expensive because suf-
ficiently often neighborhoods will contain a quorum of unconditional cooperators, and 
the QS alleles are not selected. When the rate of spatial mixing increases, the predict-
ability of the local population composition goes down, and QS becomes profitable. At 
higher quorum thresholds (nq ≥ 4), we see again that if the population (almost) exclu-
sively consists of (potential) cooperators, QS is selected because its machinery allows 
cells to avoid cooperating when the number of unconditionally cooperating neighbors 
is already equal to or higher than the quorum. The resulting cooperating population 
consists of a dynamical coexistence of fully QS (“Honest”) genotypes, uncondition-
ally cooperators (“Blunt” types), and signaling unconditionally cooperators (“Vains”).

The Effect of Decreasing the Reward of Cooperation
At a lower cooperation reward of r = 0.5 neither cooperation nor QS evolves: the pop-
ulation becomes almost completely uniform “Ignorant” within the entire parameter 
space. This result is somewhat surprising, given that at r = 0.5, successful QS coopera-
tors like the “Honest” genotype should still enjoy a substantial fitness advantage com-
pared to the “Ignorant.” The total metabolic burden of an “Honest” individual after 
getting the cooperation reward is 133.0 * 0.5 = 66.5, whereas the “Ignorant” carries a 
burden of 100.0 units, that is the cooperator should have a fitness advantage of about 
34% over the parasite. It cannot use it to the full, however, because nearby parasites 
may take the advantage as well without paying the costs, and those parasites which are 
successful in doing so carry an even lower (50.0 units) metabolic burden. Apparently a 
minimum threshold measure of fitness reward is necessary for cooperation to become 
an option. With the quorum threshold fixed at nq = 3 and diffusion at D = 0.0, we 
looked for the critical value of the fitness reward by increasing r from 0.5 to 0.9, and 
found it to be rc = 0.8. This means that the kind of exploitable, broadcasted cooperation, 
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such as producing a public good needs to be highly rewarded for it to be worthwhile to 
adopt, otherwise parasitism prevails and ultimately eradicates cooperation.
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Chapter 3

Resveratrol as an Antiviral Against Polyomavirus
Valerio Berardi, Francesca Ricci, Mauro Castelli, Gaspare Galati, 
and Gianfranco Risuleo

INTRODUCTION

Resveratrol (RV) is a non-flavonoid polyphenol compound present in many plants 
and fruits and, at especially high concentrations, in the grape berries of Vitis vinifera. 
This compound has a strong bioactivity and its cytoprotective action has been demon-
strated, however at high concentrations the drug exhibits also an effective anti-prolif-
erative action. We recently showed its ability to abolish the effects of oxidative stress 
in cultured cells. In this work we assayed the bioactivity of RV as antiproliferative and 
antiviral drug in cultured fibroblasts. Studies by other Authors showed that this natural 
compound inhibits the proliferation of different viruses such as herpes simplex, Varicella 
-zoster and influenza A. The results presented here show an evident toxic activity of 
the drug at high concentrations, on the other hand at sub-cytotoxic concentrations, RV 
can effectively inhibit the synthesis of polyomavirus DNA. A possible interpretation 
is that, due to the damage caused by RV to the plasma membrane, the transfer of the 
virus from the endoplasmic reticulum to the nucleus, may be hindered thus inhibiting 
the production of viral DNA.

The mouse fi broblast line 3T6 and the human tumor line HL60 were used through-
out the work. Cell viability and vital cell count were assessed respectively, by the 
MTT assay and Trypan Blue staining. Cytotoxic properties and evaluation of viral 
DNA production by agarose gel electrophoresis were performed according to standard 
protocols.

Our results show a clear dose dependent both cytotoxic and antiviral effect of RV 
respectively at high and low concentrations. The cytotoxic action is exerted towards a 
stabilized cell-line (3T6) as well as a tumor-line (HL60). Furthermore the antiviral ac-
tion is evident after the phase of virion entry, therefore data suggest that the drug acts 
during the synthesis of the viral progeny DNA.

The RV is cytotoxic and inhibits, in a dose dependent fashion, the synthesis of 
polyomavirus DNA in the infected cell. Furthermore, this inhibition is observed at non 
cytotoxic concentrations of the drug. Our data imply that cytotoxicity may be attrib-
uted to the membrane damage caused by the drug and that the transfer of polyomavirus 
from the endoplasmic reticulum to the cytoplasm may be hindered. In conclusion, the 
cytotoxic and antiviral properties of RV make it a potential candidate for the clinical 
control of proliferative as well as viral pathologies.

Murine polyomavirus (Py) is an ideal model system to investigate many differ-
ent biological phenomena at cellular and molecular level. Polyomavirus is totally 
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dependent on the metabolism of the infected cell: therefore, it has been used to 
study cellular and molecular functions. Classical works based on the study of the 
viral proliferation helped to elucidate the mechanisms of the regulation of DNA 
replication, RNA transcription, and translation as well as tumor transformation. 
Analogously to other polyomaviruses, with which it shares a high sequence homo-
logy, Py can very effi ciently transform non permissive cells in culture and is able 
to cause tumors if injected in immuno-suppressed or singeneic animals (see: [1] 
for a compendium on polyomaviruses and [2-7] for more recent reviews on this 
subject).

In last decade we investigated the role of both natural and synthetic substances on 
Py DNA replication and RNA transcription [8-10]. Also, the cellular and metabolic re-
sponse after exposure to these substances was studied [11-15]. We particularly focused 
our attention on a natural complex mixture, known as MEX, obtained by methanolic 
extraction of whole neem oil [13]. This oil is prepared from the seeds of Azadirachta 
indica and has been extensively used in Ayurveda, Unani, and Homoeopathic medi-
cine possibly for centuries [16, 17]. In our laboratory MEX showed a signifi cant and 
differential cytotoxic action, with the cancer cells being more sensitive than the nor-
mal ones [18]. The main target of MEX is the plasma membrane which, after treatment 
with this extract, becomes more fl uid without a substantial loss of its structural prop-
erties [19]. In addition, preliminary experiments performed in our laboratory suggest 
that MEX has also an antiviral activity (Berardi et al., in preparation); in any case a 
similar activity of neem leaf extracts was reported in a model of Dengue virus [20].

In this work we assayed the action of RV, a natural compound raising an increasing 
interest on the proliferation of cultured cells that is : the murine fi broblast line 3T6 as 
well as in the tumor line HL60. In addition, we also investigated the action of this drug 
on the proliferation of the Py in the infected cell population.

The RV is a non-fl avonoid polyphenol compound present in many plants and 
fruits, at especially high concentrations in the grape berries of Vitis vinifera [21]. This 
compound has a high bioactivity and its cytoprotective action has been demonstrated. 
As a matter of fact, possibly due to its polyphenol characteristics, RV was also shown 
to have antiviral action versus infl uenza A [22] and Varicella zoster virus in cultured 
cells [23]. Analogous properties of RV against Herpes virus simplex I were shown 
in animal models [24]. In this latter case, suppression of transcription factor NF-κ-B 
seems to be involved in its antiviral property [25].

The results presented here show that RV exhibits a cytotoxic activity and has an 
antiviral property since it effi ciently inhibits the synthesis of Py DNA. The inhibition 
is observed at non cytotoxic concentrations of RV as shown by vital cell count and 
quantitative evaluation of the viral DNA synthesis after exposure to the drug. In ad-
dition, our results evidence a clear dose dependent antiviral effect of RV. Since this 
action appears after the phase of virion penetration, data suggest that RV exerts its an-
tiviral properties during the synthesis of the viral DNA progeny. However, because of 
its cytotoxic properties, it may be envisaged an application of RV to control negatively 
the cell growth in proliferative diseases.
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MATERIALS AND METHODS

Cell Cultures
The mouse fibroblast line 3T6 and the tumor line HL60 were used throughout the 
work. Cells were grown in high glucose DMEM, supplemented with newborn bovine 
serum (10% final concentration), glutamine (50 mM), and penicillin-streptomycin 
(10,000 U/ml). Growth temperature was 37°C in controlled humidity at 5% CO2. Cells 
were routinely split and sub-cultured every third day.

Viral infection was performed at 4 pfu × cell-1, for 2 hr at 37° with occasional rock-
ing. Infection procedure and extraction (replication assays) of de novo synthesized 
DNA were described in detail in previous works, see for instance [9, 10, 26]. Viral 
DNA was visualized after agarose gel electrophoresis in the presence of ethidium bro-
mide (0.5 μg/ml, fi nal concentration). Evaluation of cell vitality: Cell viability was 
assessed by the colorimetric MTT assay [27]. Absorbance was measured at 570 nm to 
obtain a standard cell count. The number of cells surviving to the treatment with RV 
(20 μM) was also evaluated by vital cell count in Trypan Blue in a Burker chamber. 
The same approach was adopted to count the cell mortality consequent to Py infection 
[18].

All experiments were repeated at least three times. The error bars indicate the 
Standard Deviation of the Mean (±SEM).

DISCUSSION

In this work we report on cytotxicity versus two different cell lines: a normal mouse 
firbroblast line and tumoral one. The results clearly show that RV can exert a cyto-
toxic action both against a normal stabilized fibroblast cell line and human tumor 
cells. The human tumor line seems to be slightly more sensitive to the drug and this 
recalls results previously obtained in our laboratory with MEX: a partially purified 
natural mixture [18]. The antiviral activity of RV towards Py infection was also evalu-
ated. The exposure to the drug was carried at a concentration of RV which did not 
show a significant cytotoxic effect. It is known that RV can exert anti-oxidant and 
anti-inflammatory activities and, also, it regulates multiple cellular events associated 
with carcinogenesis: for a relatively recent review see [28]. The cytotoxicity of RV 
is only apparently paradoxical; as a matter of fact this drug induces cell cycle arrest 
and stimulates the reactive oxygen species (ROS) activated mitochondrial pathway 
leading to apoptosis [29, 30]. An analogous paradoxical action has been described 
for another potent antioxidant: curcumin, which is able to induce apoptosis in human 
cervical cancer cells [31]. Therefore, an evaluation of possible cytotoxic effects of RV 
in our model system was a necessary pre-requisite. The Py productive cycle ends with 
the lysis of the infected cell: hence the actual number of cells dying as a consequence 
of viral proliferation had to be also assessed. The results of these experiments allowed 
us to find out the best conditions where the putative antiviral activity on murine Py 
could be investigated.

The results presented in this work show that like in the case of infl uenza A, HVS, 
and Varicella-zoster [22-25], the viral replication is severely inhibited by RV also in 
the case of murine Py. The inhibition is dose and time dependent and all experiments 
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were carried out at 24 hr of infection time when the effects on the cell viability due to 
the exposure to the drug or to the viral proliferation are minimal. Similar results were 
obtained after 42 hr of infection but after such a prolonged time the signifi cant cell 
mortality induced by RV and by the progression of the viral infection could overlap 
and/or mask the actual effects attributable to the drug (infection data non shown). Fur-
thermore infection experiments performed in the presence of RV during the absorption 
phase gave essentially the same results obtained in infections experiments where drug 
was added after the viral penetration (not shown). This strongly suggests that virus 
entry is not the main target of RV whose action is therefore exerted during the phase 
of viral DNA synthesis. Furthermore, the presence of the drug for the whole duration 
of the infection is necessary to abrogate completely the viral DNA production. As a 
mater of fact exposure to the drug for shorter time has no effect on the overall yield 
of viral DNA. Incidentally, this data also shows that the intracellular “life time” of the 
viral DNA is fairly long, since removal of the drug after 12 hr exposure seems to have 
little effect on the amount of the progeny DNA. These data recall a similar observation 
made in our laboratory with a different natural substance [9].

At the moment the mechanism of action of RV remains to be elucidated; however 
in the case of infl uenza A virus, the translocation of viral ribo-nucleoprotein complex-
es to the endoplasmic reticulum is hindered and the expression of late viral proteins is 
reduced. These two phenomena could be related to the inhibition of protein kinase C 
activity and its dependent pathways [22]. Also, Py utilizes proteinprotein complexes 
associated to the endoplasmic reticulum and involving the viral capsid proteins VP2 
and VP3 [32]. Therefore it could be speculated that the viral transfer to the nucleus, in 
the case of Py, follows an analogous process.

RESULTS

Evaluation of the Cytotoxicity of Resveratrol and of the Cell Death 
Consequent to Py Infection
In preliminary experiments we assessed the concentration at which RV may exert a 
putative cytotoxic activity. It should pointed out, as a matter of fact, that natural sub-
stances endowed of cytoprotective and antioxidant properties, may present a threshold 
effect above which they can paradoxically show cytotoxic properties. The phenom-
enon has been documented for RV and its analogues as well as for curcumin another 
potent antioxidant drug with cytoprotective features [28-31].

The cytotoxicity of RV on 3T6 cells has been evaluated by the Mossman assay [27] 
after treatment for 24 and 48 hr (Figure 1A and 1B, respectively), but in this latter case 
the treatment with 2 μM RV was omitted since this at this concentration the drug does 
not have a signifi cant effect on cell mortality. The drug is dissolved in 0.02% DMSO 
(fi nal concentration) in PBS but, at this low concentration, the organic solvent has 
no effects on cell survival, as shown by the second bar from the left. However cells 
exposed to RV at the concentrations of 20 and 40 μM show some sensitivity to the 
drug, since only about 60% of the cell population survives the treatment for 48 hr at 
the higher concentration. The vital cell count observed after trypan blue staining is in 
good agreement with the one obtained by the Mossman assay (Table 1, only the data 
for 20 μM RV at after 24 hr of treatment are shown).
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Table 1. Vital cell count after trypan blue staining of cells treated with resveratrol (20 μM) for 24 hr.

RV- Treated 3T6 Cells

Sample Vital Non-Vital

1 27 3

2 32 2

3 28 3

4 30 3

Average cell mortality 8.7 ± 2.6%

Figure 1. Cytotoxicity of resveratrol assessed by the Mossman assay. The bars report the percentage 
of viable cells after different times of exposure to the drug (24 hr: four bars to the left; 48 hr two bars 
to the right). The untreated control and the sample in DMSO at 48 hr are omitted since the data are 
virtually identical to the ones obtained at 24 hr. Data reported in upper panel refer to 3T6 cells while 
those shown in the lower panel refer to HL60 cells.
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We also investigated the cytotoxic activity of RV on the tumor cells HL60: a hu-
man promyelocytic leukemia cell line. The results clarly show that RV can signifi -
cantly inhibit the cell growth already at a concentration of 25 μM.

Subsequently we assessed the level of cell mortality induced by Py infection: in 
this case we used the method of vital cell staining only with trypan blue. As a matter of 
fact, the MTT assay is informative of cell death deriving from membrane damage and 
former data from our laboratory indicated that the plasma membrane is actually one of 
the targets of RV. On the contrary, trypan blue staining has a more general action rang-
ing from a generic damage of cell membrane to severe problems in cell homeostasis. 
Table 2 reports the vital cell counts in control and Py infected cells.

Table 2. Assessment of the cell mortality rate due to Py proliferation. 

Virus Py 24 h

Sample Vital Non-Vital

1 44 1

2 45 2

3 41 2

4 52 1

Average cell mortality 3,4% ± 1,5%

Virus Py 48 h

Sample Vital Non-Vital

1 40 2

2 46 4

3 44 4

4 49 2

Average cell mortality 6,7% ± 2,5%

The vital cell count was evalutated by trypan blue staining.

The reported data show that after 48 hr of infection the cell death rate is about as 
double as in controls: however the viral infection does not seem to cause extensive 
loss cell vitality.

In the light of these results the effect of RV on Py proliferation was evaluated at 24 
hr post-infection in cells were treated with 20 μM RV or at the concentrations of drug 
reported in the legends to the fi gures.

Effect of Resveratrol on the Viral Proliferation
Semi-confluent cells were infected with Py and RV was added after the absorption 
phase at the indicated final concentrations. Infection was continued for 24 hr and prog-
eny viral DNA was extracted according to the Hirt-procedure [26] (Figure 2A). The 
data clearly show that the viral replication is virtually abrogated at 20 μM RV. Infec-
tions performed in the presence of RV during the absorption phase gave essentially the 
same results (not shown).
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Figure 2. Viral DNA yield obtained at 24 hr post-infection. Left panel: Electropherogram of the de 
novo synthesized progeny viral DNA (form I) indicated by the arrow. Lane 1: Mock infected cells, 
Lane 2: Untreated control cells; Lane 3, and 4: Cells treated with RV 20 μM and 40, respectively. 
Right panel: Quantification of the fluorescence bands reported in the left panel. The yield of the viral 
DNA is normalized to the amount obtained in untreated control cells (Bar 1). Bar 3 and bar 4: viral 
DNA obtained after treatment with RV 20 μM and 40, respectively.

To assess whether the continuous presence of RV is necessary to inhibit the viral 
replication we removed the drug at different time points after the viral penetration 
into the cell (Figure 3). Therefore, the infection was carried out in 20 μM RV but the 
culture medium was changed to a drug-free fresh medium after different times of treat-
ment and the incubation was continued for 24 hr. Results show that removal of RV 
after 4 hr incubation has little or no effect on the yield of viral progeny DNA (Lane 2). 
The drug must be present for the whole infection time to be effective and to cause the 
complete inhibition of the viral replication (Lanes 6 and 7).

Figure 3. Decrease of viral DNA as a function of the duration of the exposure to resveratrol. Left panel: 
Progeny viral DNA (form I) is indicated by the arrow. In this case, the culture medium was changed 
to fresh drug-free medium at the following times post-infection. The incubation was continued for 
24 hr. Lane 1: Mock infected cells; Lane 2: Untreated control cells; Lane 3 through 6: 4, 8, 12, and 
16 hr, respectively; Lane 7: The medium was not changed and infection was carried permanently in 
the presence of RV (20 μM). Right panel: Quantification of the fluorescence bands reported in the 
left panel. The yield of the viral DNA is normalized to the amount obtained in untreated control cells 
(Bar 1). Withdrawal of RV is reported in the legend to left panel of this figure.



Resveratrol as an Antiviral Against Polyomavirus 37

CONCLUSION

The results presented in this work demonstrate a clear, dose dependent cytotoxic and 
antiviral effect of RV: cytotoxicity at high concentration of the drug both on normal 
and tumor cells. On the other hand at low concentration, the continuous presence in 
the culture medium is necessary for the drug to be effective. The target of RV is the 
replication of viral DNA; however further studies are required for the full elucidation 
of the inhibitory mechanism mediated by RV leading to the abrogation of the viral 
DNA synthesis. This effect was demonstrated in the absence of significant cytotoxic 
effects induced by the drug. Removal of RV at short time after infection does not have 
a significant effect on the production of viral progeny DNA and this suggests that the 
viral penetration is not the main target of the drug. Therefore we may conclude that 
the RV dependent inhibition of the viral proliferation occurs at subsequent stages: pos-
sibly during translocation of the virion from cytoplasm to nucleus.

Finally this work gives a further support to the possibility that RV may fi nd a 
potential clinical use for the control of proliferative pathologies and/or as an antiviral 
drug.
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Chapter 4

Novel Anti-viral Peptide Against Avian Influenza 
Virus H9N2
Mohamed Rajik, Fatemeh Jahanshiri, Abdul Rahman Omar, Aini Ideris, 
Sharifah Syed Hassan, and Khatijah Yusoff

INTRODUCTION

Avian influenza viruses (AIV) cause high morbidity and mortality among the poul-
try worldwide. Their highly mutative nature often results in the emergence of drug 
resistant strains, which have the potential of causing a pandemic. The virus has two 
immunologically important glycoproteins, hemagglutinin (HA), neuraminidase (NA), 
and one ion channel protein M2 which are the most important targets for drug discov-
ery, on its surface. In order to identify a peptide-based virus inhibitor against any of 
these surface proteins, a disulfide constrained heptapeptide phage display library was 
biopanned against purified AIV sub-type H9N2 virus particles.

After four rounds of panning, four different fusion phages were identifi ed. Among 
the four, the phage displaying the peptide NDFRSKT possessed good anti-viral prop-
erties in vitro and in ovo. Further, this peptide inhibited the hemagglutination activity 
of the viruses but showed very little and no effect on neuraminidase and hemolytic 
activities respectively. The phage-antibody competition assay proved that the pep-
tide competed with anti-infl uenza H9N2 antibodies for the binding sites. Based on 
yeast two-hybrid assay, we observed that the peptide inhibited the viral replication 
by interacting with the HA protein and this observation was further confi rmed by co-
immunoprecipitation.

Our fi ndings show that we have successfully identifi ed a novel antiviral peptide 
against avian infl uenza virus H9N2 which act by binding with the hemagglutination 
protein of the virus. The broad spectrum activity of the peptide molecule against vari-
ous subtypes of the avian and human infl uenza viruses and its comparative effi ciency 
against currently available anti-infl uenza drugs are yet to be explored.

Avian infl uenza A viruses (AIV) are enveloped, segmented, and negative-stranded 
RNA viruses, that circulate worldwide and cause one of the most serious avian dis-
eases called Bird Flu, with severe economic losses to the poultry industry [1]. They 
are divided into different subtypes based on two surface glycoproteins, hemagglutinin 
(HA) and neuraminidase (NA). Currently, there are 16 different types of HA and nine 
different types of NA circulating among aquatic birds [2]. Although, wild birds and 
domestic waterfowls are considered natural reservoirs for all subtypes, they usually 
do not show any symptoms of the disease. Domestic birds such as chickens are main 
victims of this virus especially of H5, H7, and H9 subtypes. The H9N2 viruses are 
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endemic and highly prevalent in poultry of many Eurasian countries. These viruses 
cause severe morbidity and mortality in poultry as a result of co-infection with other 
pathogens [3, 4]. Recent studies have also shown that H9N2 prevalence in poultry 
pose a signifi cant threat to humans [5-8].

Adamantane derivatives (amantadine and rimantadine) and neuraminidase inhibi-
tors (NAIs; zanamivir and oseltamivir) are currently used for the chemoprophylaxis 
and treatment of infl uenza [9]. The drugs should be administered within 48 hr of infec-
tion to get the optimum results. Amantadine binds to and blocks the M2 ion channel 
proteins function and thereby inhibits viral replication within infected cells [10]. The 
NAIs inhibit the activity of neuraminidase enzymes and thus prevent the exit of virus 
from the infected cells [11].

In the last 15 years, the rate of amantadine resistant strains has risen from 2% dur-
ing 1995–2000 to an alarming 92.3% in the early 2006 in the US alone for the H3N2 
subtype [12] although none of the NAIs and adamantane resistant H5N1 viruses were 
reported in the south east Asian region from 2004 to 2006 [13]. Usually, these viruses 
are highly pathogenic and transmissible among animals [14, 15]. The viruses resistant 
to these drugs emerge due to mutations either at active sites of NA, altering its sensi-
tivity to inhibition, or a mutation in the HA [9]. The mutations at HA reduce the affi n-
ity of the proteins to the cellular receptors and enable the virus to escape from infected 
cells without the need of NA. In several instances, strains which were resistant to both 
classes of antiviral drugs have been isolated from patients [16-18]. For these reasons, 
it has become necessary to identify novel drugs against the virus to control and treat 
infections.

Traditionally, the generation of new drugs involves screening hundreds of thou-
sands of components against desired targets via in vitro screening and appropriate in 
vivo activity assays. Currently, new library methodologies have been developed with 
alternative and powerful strategies, which allow screening billions of components 
with a fast selection procedure to identify most interesting lead candidates. In this 
present study we used one of such methodologies called phage display technology to 
select novel peptides against avian infl uenza virus H9N2. The selected peptides were 
characterized for their anti-viral properties and their interaction site with the virus was 
identifi ed by yeast two-hybrid assay and co-immunoprecipitation. The results showed 
that one of the peptides possesses good anti-viral property and inhibits the viral repli-
cation by binding with HA protein. The broad range anti-viral activity of the peptide 
against various subtypes of the virus is yet to be studied and if it turned positive, the 
peptide may serve as an alternative anti-viral agent to replace current potentially inef-
fi cient drugs.

Selection of Peptides that Interact with AIV
Peptides selected from phage display library have been used as effective anti-micro-
bial agents in previous studies [19]. In this study, a 7-mer constrained phage displayed 
random peptide library containing about 3.7 × 109 different recombinant bacterio-
phages were used to select ligands that interact with the purified target molecule, AIV 
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subtype H9N2. Four rounds of panning were carried out, each with a slight increase in 
stringency to isolate high-affinity peptide ligands.

Table 1 shows the heptapeptide sequences obtained from four rounds of panning 
the peptide library against AIV subtype H9N2. Seventeen out of 35 phages analyzed 
from the fourth round represented the sequence NDFRSKT and other major sequences 
found in the fi nal round of panning were LPYAAKH and ILGDKVG. A new sequence 
carrying the peptide QHSTKWF emerged during the fourth round of panning repre-
sented 10% of the total phages sequenced.

Table 1. Heptapeptides binding to AIV subtype H9N2 and streptavidin selected from the phage 
display random peptide library.

Rounds of panning Heptapeptide sequences Frequency of sequences (%)

4<h round NDFRSKT 47

QHSTKWF 10.5

LPYAAKH 5

ILGDKVG 5

Unrelated sequences 23

Panning of Streptavidin

3rd round Streptavidin HPQFLSL 55

GLYNHPQ 27

Unrelated sequences 18

Biopanning of the phage library against streptavidin (the positive control) gave 
a consensus sequences containing HPQ motif which totally represented 82% of the 
total phages screened from the third round of panning and these results are in good 
agreement to the reported fi ndings [20-22]. No recognizable consensus sequence was 
observed with BSA, which served as a negative control. The peptide NDFRSKT was 
named as P1 (C-P1––cyclic form; L-P1––Linear form; FP-P1––fusion phage display-
ing this peptide).

Estimation of Binding Abilities of Selected Phage Clones
Recombinant phages selected from the fourth round of panning were further analyzed 
for their binding specificity by phage-ELISA which was carried out with all the four 
recombinant phages in varying phage concentrations against two different virus con-
centrations (5 μg and 10 μg/100 μl). The results (Figure 1) showed that all the phages 
selected from the biopanning were able to bind the virus efficiently and the higher 
the concentration of the recombinant phages, the higher the signal irrespective of the 
concentration of the virus.
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Figure 1. Binding ability of all four recombinant phages to AIV H9N2. Briefly, viruses were coated 
in the microwell plate at two different concentrations (5 μg and 10 μg/ml; 200 μl) and were detected 
by two different concentrations of recombinant phage molecules (1,012 pfu/ml and 1,011 pfu/ml). 
Dotted bars represent the 5 μg of target whereas solid bars represent 10 μg of target. All the four types 
of recombinant phage particles could able to detect the target AIV. Wild type phage M13 was used 
as control (Data not shown to avoid complexity of the graph). A––ILGDKVG (5%), B––NDFRSKT 
(47%), C––LPYAAKH (23%), D––QHSTKWF (5%), Blue Square––1,011 pfu/ml, Gray Square––012 
pfu/ml.

Antiviral Activity of Peptides and Fusion Phages In Vitro
The fusion phage FP-P1 and the cyclic as well as linear peptides were evaluated for 
its ability to inhibit viral-induced cell death using a cytotoxicity assay as explained 
by Jones et al. (2005). Briefly, MDCK cells were mock inoculated (medium alone) or 
inoculated with different concentrations of phage or peptide treated AIV virus (MOI of 
0.05 pfu/cell), and cell viability was evaluated at 48 hpi. If the FP-P1 phages were able 
to inactivate the AIV, then the AIV might not be able to induce the cell death and so the 
viability will increase. Interestingly, pre-treatment with increasing concentration of FP-
P1 as well as the peptides increased the cell viability in dose dependent manner. More 
than 100% increase in viability was observed with the fusion phage and peptide treat-
ment. In contrast, treatment with the wild type phage and control peptides did not show 
any significant increase in viability (Figures 2 and 3). This observation demonstrates 
that the fusion phage FP-P1 as well as the peptides (both in linear as well as cyclic 
form) was capable of inactivating the virus or inhibiting the viral replication in vitro.

Figure 2. Antiviral activity of peptides in vitro. The MDCK cells were inoculated with untreated 
AIV H9N2 or treated with increasing concentration of linear, cyclic, and control peptides and the 
cell viability was determined by MTT assay. Results shown are the mean of three trials +/- SD. (*, 
statistical significance (P < 0.05).
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Figure 3. Antiviral activity of fusion phages in vitro. The MDCK cells were inoculated with untreated 
virus (AIV H9N2) or virus treated with increasing concentration of fusion phages and the cell viability 
was determined by MTT assay. Results shown are the mean of three trials +/- SD.

Antiviral Activity of Peptides and Fusion Phages in Ovo
Peptides were evaluated for their antiviral activity in ovo against AIV H9N2. Briefly, 
different concentrations of both cyclic and linear peptides (0.00, 0.001, 0.01, 0.1, and 
1 mM) were mixed with constant amount of virus (8 HAU) and injected into allantoic 
cavity of embryonated chicken eggs. After 3 days, the allantoic fluid was harvested 
and the HA titer was determined. Complete inhibition was observed at the concentra-
tion 1 mM (Figure 4). The IC50 values of both cyclic and linear peptides were 48 μM 
and 71 μM respectively.

Figure 4. Antiviral activity of peptides in ovo. The peptide concentration needed to inhibit 50% of 
the virus growth was determined using different concentrations of peptides. Experiments were done 
in triplicates and the error bars represent the standard error of the mean. *, statistical significance (P 
< 0.05) (The SEM value is not shown for other values as there was little variation between repeated 
experiments).
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To evaluate the effi cacy of the fusion phage to inhibit the virus propagation in 
ovo, different pfu (108–1013/100 μl) of recombinant fusion phages were mixed with 
constant amount of virus (16 HAU) and injected into the allantoic cavity of embryo-
nated chicken eggs. After 3 days, the allantoic fl uid was harvested and the HA titer was 
measured. The fusion phage FP-P1 reduced the viral titer in the allantoic fl uid upto 
four fold at the concentration more than 1013 pfu/100 μl (Figure 5). Based on the dose 
response curve, the IC50 for FP-P1 was approximately 5 × 1011 pfu/100 μl.

Figure 5. Antiviral activity of fusion phages in ovo. The fusion phage concentration needed to inhibit 
50% of the virus growth was determined using different concentrations of recombinant phages FP-
P1. Experiments were done in triplicates and the error bars represent the standard error of the mean. 
*, statistical significance (P < 0.05) (The SEM value is not shown for some data as there was no 
variation between repeated experiments).

Besides, to determine whether these peptides inhibit the virus replication specifi -
cally, these peptides (linear, cyclic and FP-P1) were tested for inhibitory effects against 
NDV strain AF2240. None of these molecules do not posses signifi cant (ANOVA, p = 
0.596) inhibitory effect against NDV replication (Figure 6).

Figure 6. Effect of peptides against NDV. Cyclic, linear and FP-P1 at 100 μM concentrations were 
analyzed for their inhibitory ability against NDV in embryonated chicken eggs. Viral titers in the 
allantoic fluid were measured as HA units. Results are shown as the mean of three independent 
experiments and error bars represent the standard deviation of the mean. None of the peptides 
showed a statistically significant result (ANOVA, p = 0.596).
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Inhibitory Effects of Peptides and Fusion Phages on Virus Adsorption onto 
Chicken Red Blood Cells (cRBCs)
Influenza A viruses, including AIV sub-type H9N2, have the ability to adsorb onto 
chicken RBCs, resulting in hemagglutination. So, inhibition of agglutination of blood 
cells was used to test the hypothesis that peptides C-P1, L-P1, and fusion phage FP-
P1 inhibited viral attachment. Initially, the inhibition of viral-induced agglutination of 
cRBCs by the peptides and fusion phages were monitored. Twofold dilutions of un-
treated or peptide/phage treated virus were incubated with cRBCs, and agglutination was 
observed. All the three forms of peptides completely inhibited AIV sub-type H9N2 
agglutination in a dose-dependent manner at concentrations of 100 μM or more (Table 
2). In contrast, the control peptide CSWGEYDMC had no effect on agglutination.

Table 2. Inhibitory ability of the cyclic and linear peptides against the hemagglutination activity of 
the avian influenza virus H9N2.

Inhibitory Molecule Minimum Inhibitory Concentration*

Cyclic Peptide 100 μM

Linear Peptide 100 μM

Fusion Phage 1013 pfu/100 μ1

* Minimum concentration of peptides or phage required to inhibit the
hemagglutination activity of 32 HAU of AIV

Inhibitory Effects of Peptides and Fusion Phages on Neuraminidase Activity
Based on the ability of the peptides and fusion phage to inhibit viral attachment, we 
hypothesized that the peptide interacted either with NA or HA since changes to either 
surface glycoproteins can alter fitness of the virus. Moreover, the biopanning experi-
ment was carried out against the whole virus. As NA is one of the most abundant sur-
face glycoproteins, the chances for binding of the peptides to this protein are relatively 
high. To determine if peptides or fusion phage inhibited enzymatic activity, untreated 
or peptide/fusion-phage––treated virus was tested for enzymatic activity. Untreated 
and cyclic peptide or fusion phage treated virus had similar enzymatic activity, sug-
gesting that both of them had no effect on NA activity. But linear peptide showed 
reduced Neuraminidase activity at very very high concentrations. The 1,000 μM or 
more concentration of the linear peptide was required to reduce around 35% of the 
enzyme activity (data not shown). Considering the inability of cyclic and FP-P1 to 
inhibit the NA activity and the very limited ability of linear peptide it can be deduced 
that the linear peptide may non-specifically interact with the NA protein, perhaps tak-
ing advantage of its flexible nature.

Inhibition of Phage Binding to AIV by Antibody
Polyclonal antibody (pAb) and phage competition assay was performed to understand 
whether they both share common binding sites. Briefly, either fusion phages alone or 
fusion phage-antibody mixtures were added into wells coated with the virus and the 
eluted phages were titered. Figure 7 demonstrates that the fusion phages FP-P1 were 
able to compete with the pAb for binding sites on AIV. In the presence of the antibody, 
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the number of phages bound to the AIV coated wells reduced dramatically as a result 
of the competition between these two molecules for the same binding site on AIV. 
For example, at input pfu of 1 × 1012/100 μl, the output pfu for the FP-P1 phage alone 
was 1.8 × 104 plaques but in the presence of pAb, the output was reduced to 7.5 × 103 
plaques, which is almost 2.4-fold reduction. This result clearly shows us that the phage 
molecules that display peptides on their surface can compete for the epitope binding 
sites on AIV with polyclonal antibodies.

Figure 7. Antibody-phage competition assay. The phage competes with polyclonal antibodies for 
binding site on AIV, suggesting they may share common binding sites. Experiments were done in 
triplicates and the error bars represent the standard deviation of the mean. *, statistical significance 
(P < 0.05).

Peptide-phage Competition Assay
In order to identify whether the synthetic peptides and the phages (FP-P1) compete 
for the same binding sites on AIV H9N2, a peptide-phage competitive assay was per-
formed. When the peptides (both linear and cyclic) were pre-incubated with the virus, 
the number of phages bound to the virus was reduced gradually in a dose-dependent 
manner. At 1 mM concentration of the peptides, the phage binding was almost com-
pletely inhibited (Figure 8). The control peptide does not possess any inhibitory effects 
on phage binding to AIV.

Figure 8. Peptide-phage competition assay. The peptides competes with the fusion phage FP-P1 for 
binding sites on AIV, suggesting that peptides displayed on the fusion phage FP-P1, and not other 
parts of the phage, binds to the AIV. Experiments were performed in triplicates and the error bars 
represent the standard deviation of the mean.
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Interaction Between C-P1 Peptide and Hat/NA Protein by Yeast Two Hybrid 
Assay
The yeast two-hybrid assay was employed to validate the HA-P1 interaction and also 
to identify any interaction between NA-P1. To eliminate the false positive results (the 
possibility of binding domain (BD)-P1, activation domain (AD)-HAt and AD-NA 
fusion proteins themselves bringing about activation of the reporter genes), various 
combinations of the recombinant plasmids along with the parental vector were co-
transformed into the yeast competent cells (Table 3). Three independent clones from 
each co-transformation were analyzed for the activation of the β-galactosidase (β-gal) 
reporter genes. As shown in Table 3, the co-transformed parental vectors did not show 
any β-gal activities. When BD-P1 and AD-HAt or BD-P1 and AD-NA fusion con-
structs were co-transformed separately along with their respective parental vectors, 
no β-gal activity was detected either. The co-transformed BD-P1 and AD-HAt as well 
as BD-P1 and AD-NA showed comparatively high level of β-gal activity (25 and 3.5 
Miller Units respectively). This observation showed that the P1 peptide bind with both 
with HA glycoprotein as well as the NA glycoprotein. The P1 interaction with HA 
glycoprotein support the previous experimental observation of hemagglutination inhi-
bition. As the yeast two-hybrid assay provided ambiguous result regarding the NA-P1 
interaction, further experimental analysis (co-immunoprecipitation) was carried out.

Table 3. P1: HAt/NA interactions in the yeast two-hybrid system.

DBD Vectorsa AD Vectorsa β-gal activityb

Background

BD AD 0.05

BD-PI AD 0.07

BD AD-HAt 0.05

BD AD-NA 0.03

PI: HA/NA interactions

BD-PI AD-HAt 25

BD-PI AD-NA 3.5

apHyblex/Zeo and pYESTryp2 are vectors encoding the LexA DNA binding domain (BD) and B42 transcriptional 
activation domain (AD), respectively.
bAverage ~-gal activity (Miller Units of 3 independent colonies for each co-transformation (The SD value is not shown 
as there was very little variation between repeated experiment).

HAt-P1, NA-P1 Interaction Study by Co-immunoprecipitation
In order to verify the binding ability of the peptide P1 with HAt and NA proteins 
through Co-IP method, these three proteins were initially synthesized by in vitro tran-
scription and translation methods. The P1 peptide was mixed either with the HAt pro-
tein or NA protein separately to allow the binding overnight or after incubation, the 
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HA or NA protein present in the mixture was immunoprecipitated by anti-AIV poly-
clonal serum. After three rounds of washing, the bound P1 was detected by anti-His 
monoclonal antibodies (Novagen, USA). The P1 peptide was detected only in the HA 
complex (Figure 9). There was no P1 peptide visible in the NA complex (data not 
shown). This experiment confirmed the interaction of the P1 peptide to the HA protein.

Figure 9. Western blot analysis of immunoprecipitated HAt-P1 complex. In vitro translated NA 
protein or HAt protein was mixed with P1 peptide and the complex was co-immunoprecipitated 
using anti-AIV serum and the eluted complex was analyzed by SDS-15% PAGE, electrotransferred to 
a nitrocellulose membrane and probed with anti-His monoclonal antibody (Novagen, USA). Lane 1: 
HAt and P1 complex; Lane 2: NA and P1 complex; For control, in vitro translated NA or HAt mixed 
with control peptide SWGEYDM and detected using anti-His antibodies. Lane 3: HAt and Control 
peptide complex; Lane 4: NA and control peptide complex; Lane 5: in vitro translated P1 peptide 
(~12 kDa). The arrow indicates the precipitated P1 protein in the HAt-P1 complex and the in vitro 
translated P1 peptide.

Peptide Toxicity
To analyze the cellular toxicity properties of the peptides and fusion phages, MDCK 
cells were exposed to 100 μM of cyclic, linear peptides or 1013 pfu/100 μl of FP-P1 for 
24 hr and the cell viability was determined by MTT assay. There was no significant 
difference (Students t test, P > 0.05) observed in the cell viability of control and pep-
tide treated cells (Figure 10).

Figure 10. In vitro toxicity of inhibitory peptides. The MDCK cells were treated with 100 μM of C-P1 
or L-P1 or 1,014 pfu/ml of FP-P1 and the cell viability was analyzed by MTT assay after 24 hrs of 
incubation (mean of three experiments +/- SD). No statistically significant differences in cell viability 
were observed (Students t test, P > 0.05).
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DISCUSSION

Emerging and re-emerging infectious diseases remain to be one of the major causes 
of death worldwide. The current outbreak of avian influenza viruses is a major global 
concern due to the increasing number of fatalities among the poultry as well as human 
cases. Its highly mutative nature makes the current antiviral drugs not very effective. 
Therefore, there has been a constant need for broad-spectrum antiviral drugs against 
the currently circulating human as well as avian strains.

In this study, a phage displayed peptide library was used to select anti-viral pep-
tides against the AIV H9N2. At the end of biopanning, four different peptide sequenc-
es were identifi ed. Matching of these peptide sequences with protein sequences in the 
protein data banks (Swiss Prot and NCBI) showed no signifi cant homology with any 
protein sequences. It is possible that these peptides might mimic a discontinuous bind-
ing site in which amino acids are brought from different positions of a protein to form 
an essential contact area with the virion [23, 24]. The lack of antiviral activity by the 
control peptide as well as the wild type phage suggest that the antiviral property of the 
peptides is specifi c to those peptides and neither a general property of any oligomeric 
peptide or wild type M13 bacteriophages nor based on charge or hydrophobic interac-
tions. The peptide phage competition assay proved that the peptide displayed on the 
phage surface not the other parts of the phage binds to the virus.

Among the four different fusion phages isolated from the phage display library, the 
phage displaying the sequence NDFRSKT was selected for further analysis as it repre-
sented highest number of clones in the fi nal round of biopanning. Besides, the peptides 
LPYAAKH, ILGDKVG, and QHSTKWF showed negligible or no anti-viral activity 
(data not shown); therefore, no further analyses on these peptides were carried out.

The in ovo model has been previously employed successfully by our group 
Ramanujam et al. [25] and Song et al. [26] to study the inhibitory effect of anti-viral 
molecules against the Newcastle disease virus and infl uenza virus respectively. There-
fore, the antiviral activity of the synthetic peptides and the fusion phages themselves 
(or simply denoted as inhibitory peptides hereafter) were investigated in embryonated 
chicken eggs. All the peptides showed good anti-viral properties against AIV and in-
terestingly there was no signifi cant anti-viral effect found against NDV strain AF2240. 
Pre-treatment with the peptides or fusion phages reduced the AIV titre manifold (from 
two fold to six fold based on the type of peptide and number of days of treatment) in 
the infected allantoic fl uid. But the post-infection treatment failed to protect the em-
bryo (data not shown). However, it should be noted that the peptide was injected only 
once in the study and besides, the amino acids of the peptide were of L-isomers which 
are more prone to protease degradation inside the allantoic cavity.

Nevertheless, both cyclic and linear forms of peptides as well as the fusion phages 
proved their worth as antiviral molecules in varied potential levels. Among them, the 
cyclic peptide possessing the sequence CNDFRSKTC showed higher antiviral proper-
ties. The reason maybe its small size (only 9 amino acids in length for cyclic peptide) 
which helps its easy access to the respective binding site on the target molecule. More-
over, the cyclic peptides possess a stable structure due to the disulfi de bond formed 
between the fl anked cysteine residues which help to attain a stable interaction at a 



Novel Anti-viral Peptide Against Avian Influenza Virus H9N2 49

short time when compared to the linear peptides [27, 28]. Small peptide molecules 
have been used in the development of peptide based vaccines for melanoma [29], in-
hibitors against HIV [30], Dengue and West nile virus [31] and anti-angiogenic in the 
treatment of angiogenesis related diseases [32].

As whole virus particles were used in biopanning experiments, in principle, the 
selected peptides might interact with any of the three surface proteins such as HA, NA 
and M2. Since these inhibitory peptides possess strong anti-viral activity when used 
at pre-infection not at post-infection and also inhibit the hemagglutination, it can be 
deduced that the peptides (NDFRSKT and CNDFRSKTC) prevent the viral replica-
tion by inhibiting the attachment or entry of the virus into the target cells. There are 
many studies on the targeting of the conserved region of the HA protein. Recently, 
Jones et al. [33] identifi ed that a well known cell-penetrating peptide, derived from 
the fi broblast growth factor 4 (FGF-4) signal sequence, possesses the broad-spectrum 
anti-infl uenza activity, which act by blocking the entry of virus through the HA protein 
interaction.

Neuraminidase (NA) is the second most abundant surface protein and responsible 
for the neuraminidase activity of the virus. It is important both for its biological activ-
ity in removing sialic acid from glycoproteins and as a major antigenic determinant 
that undergoes variation. At present, the NAIs such as zanamivir and oseltamivir are 
preferentially used for the treatment and prophylaxis of infl uenza [9], as the NA pro-
tein is less mutative when compared with HA. There are three receptor binding sites, 
two at the distal ends of both HA subunits and the third one in the NA protein [34] 
and changes in both HA and NA glycoproteins will affect the fi tness of the virus [35]; 
therefore, the effect of peptide on the neuraminidase protein was assessed. Unfortu-
nately, this experiment showed a negative result for the fusion phages and cyclic pep-
tides and partial inhibition result at very high concentration of linear peptide (~35% 
inhibition at 1,000 μM). The latter inhibition may be nonspecifi c due to the increased 
ability of the linear molecules to attain a structure that facilitates the binding with NA 
molecule or merely based on hydrophobicity and charge.

The HA-P1 and NA-P1 interaction was further analyzed by the yeast two-hybrid 
system and co-immunoprecipitation. There has been a problem in amplifying the full 
length clone of HA gene for the past few years in our laboratory. The same problem 
has also been reported in few other laboratories working with the same strain in this 
region. The 3’ end of the vRNA could not be amplifi ed either by primer designed for 
conserved region or gene specifi c region based on other similar strain’s sequence. The 
HA protein should be cleaved into two disulfi de linked HA1 and HA2 in order to be 
infectious. The C-terminal HA2 region is very important as it accounts for the entry of 
the virus into the host cell and thus serves as a fusion protein [36]. Therefore, the trun-
cated HA protein representing C-terminal end (278 amino acids) of the full length HA 
protein was used for the yeast two-hybrid and co-immunoprecipitation experiments. 
The yeast hybrid assay turned positive for the both HA and NA proteins although the 
β-galactosidase activity for HA is nearly seven fold higher than the NA. Although, 
there was negligible or no interaction between NA and P1 as per the results of NA 
inhibition test and co-immunoprecipitation results, the yeast two-hybrid experiment 
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showed a signifi cant NA-P1 interaction which is almost 100 times higher than the 
control. So, NA-P1 interaction cannot be simply ignored and further investigations are 
required to analyze the kind of interaction between the NA glycoproteins and peptide 
P1. But, the HA and P1 interaction has been clearly demonstrated without any doubt 
in all the performed experiments.

Taking all together, this study has identifi ed a novel antiviral molecule which in-
hibits the avian infl uenza virus infection by interacting with the surface glycoprotein 
HA and preventing its attachment to the host cell. To our knowledge, the selected 
peptide is the only antiviral peptide among the currently identifi ed anti-viral peptides 
with 7 or 9 amino acids in length. This short sequence will be an added advantage for 
commercialization purpose as it can greatly reduce the cost of production. However, 
additional studies are required to defi ne the broad-spectrum activity of the peptide 
against various strains including the currently circulating potential pandemic strains 
such as H1N1 and H5N1 as well as its diagnostic potential.

MATERIAL AND METHODS

Viruses, Cells, and Viral Purification
Avian influenza A/Chicken/Iran/16/2000(H9N2), a low pathogenic avian influenza vi-
rus and Newcastle disease virus (NDV) strain AF2240 was kindly provided by Abdul 
Rahman Omar. Viruses were propagated in 9-day old specific pathogen free embryo-
nated chicken eggs. The allantoic fluid was clarified and the viruses were purified and 
concentrated as explained previously [25]. The virus titer was determined by hemag-
glutination test (HA) and the protein concentration of the purified virus was deter-
mined by Bradford assay [37].

Selection of Peptides Against AIV Sub-type H9N2
The virus (15 μg/ml; 100 μl) was coated onto a microtiter plate well with NaHCO3 (0.1 
M, pH 8.6) buffer overnight at 4°C. Streptavidin (0.1 mg/ml; 100 μl) was also coated 
and used as positive control. Phages from a disulfide constrained 7-mer phage display 
random peptide library (New England Biolabs, USA) were biopanned as explained by 
the manufacturer. The amplified phages from the first round of biopanning were used 
for the second round of biopanning. Totally four rounds of biopanning were carried 
out. Phage titration was carried out according to the method described by Sambrook et 
al. [38]. Phages were propagated in Escherichia coli (E. coli) host cells grown in LB 
broth (1 L). The phage particles were precipitated by PEG and purified through cesium 
chloride density gradient centrifugation as descried by Smith and Scott [39].

Sequence Analysis of Phagemids
The nucleotide sequence encoding the hypervariable heptapeptide region of pIII coat 
protein of M13 phage was sequenced by 1st Base Laboratories Sdn Bhd, Kuala 
Lumpur, with the -96 gIII sequencing primer 5′ CCC TCA TAG TTA GCG TAA CG 
3′. Sequence analyses such as comparison with wild type M13 phage pIII coat protein 
and prediction of amino acid sequences were performed with the free bioinformatics 
software package, SDSC Biology Workbench 3.2.
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Estimation of Binding Abilities of Selected Phages
The avian influenza viruses were coated (5 or 10 μg/ml; 200 μl) on a microtiter plate 
with TBS buffer overnight at 4°C. The excess target was removed and blocked with 
blocking buffer (milk diluent KPL, USA) for 2 hr at 4°C. The plate was then washed 
with 1× TBST (TBS and 0.5% [v/v] Tween 20). Selected phages were added into the 
well at the concentration of either 1012 pfu/ml or 1011 pfu/ml and incubated for 2 hr 
at room temperature. The plate was again washed 6 times with 1× TBST. The HRP-
conjugated anti-M13 antibody (Pharmacia, USA) was diluted into 1:5,000 with block-
ing buffer and added 200 μl into each well, incubated at room temperature for 1 hr 
with agitation. It was then washed six times with 1 × TBST as explained above. 200 μl 
substrate solutions (22 mg ABTS in 100 ml of 50 mM sodium citrate and 36 μl of 30% 
H2O2, pH 4.0) was added to each well and incubated for 60 min. Then the plate was 
read using a microplate reader (Model 550, BioRad, California, USA) at 405–415 nm.

Table 4. Peptides used in this study.

Name of the peptide Sequence of the peptide

L-P I (Linear Peptide) NDFRSKT

C-PI (Cyclic Peptide) CNDFRSKTC

Control Peptide CSWGEYDMC

Peptides
Peptides were synthesized at GL Biochem, Shanghai, China with more than 98% pu-
rity. The peptides contained the sequences as mentioned in Table 4.

Cytotoxicity Test by MTT Assay
MDCK cells (~5,000 cells/well) were grown on 96 well plates for 24 hr. The media 
was replaced by serially diluted peptides or fusion phages and incubated again for 
48 hr. The culture medium was removed and 25 μl of MTT (3-(4,5-dimethylthiozol-
2-yl)-3,5-dipheryl tetrazolium bromide) (Sigma) was added and incubated at 37°C for 
5 hr. Then 50 μl of DMSO was added to solubilized the formazan crystals and incu-
bated for 30 mn. The optical density was measured at 540 nm in an microplate reader 
(Model 550, BioRad, USA).

Virus Yield Reduction Assay in Egg Allantoic Fluid
The avian influenza A/Chicken/Iran/16/2000 (H9N2) virus suspension contain-
ing 8 or 16 HAU/50 μl was mixed with various concentrations of linear/cyclic 
peptides or fusion phages (50 μl) for 1 hr at room temperature. This mixture was 
then injected into the allantoic cavity of 9 day-old embryonated chicken eggs and 
incubated at 37°C for 3 days. After incubation, the eggs were chilled for 5 hr, the 
allantoic fluids were harvested and titrated by hemagglutination (HA) assay. As 
control, virus mixed with nonspecific peptides or wild phages were injected into 
the eggs.
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Hemagglutination Inhibition Assay
The hemagglutination inhibition (HI) assay was carried out as originally explained 
by Ramanujam et al. (2002) with slight modifications to evaluate the ability of the 
peptides/fusion phages to inhibit the viral adsorption to target cells. Linear/Cyclic pep-
tides or fusion phages (50 μl) in serial 2-fold dilutions in PBS were mixed with equal 
volume of influenza solution (8 HAU/50 μl) and incubated at room temperature for 1.5 
hr. Subsequently, 50 μl of 0.8% red blood cells were added to the above mixture and 
further incubated at room temperature for 45 min.

Neuraminidase Inhibition Assay
The neuraminidase inhibition assay was carried out to test the ability of the peptide 
to inhibit the viral neuraminidase activity, as explained in Aymard-Hendry et al. [40] 
with slight modifications. The substrate used in this experiment was neuraminlactose 
rather than feutin.

Preparation of Anti-AIV Sera
Six month old New Zealand white rabbits were used for the production of polyclonal 
antibodies. Rabbits were pre-bleeded before injection. 50 μg of purified virus in PBS 
together with equal amount of Freund’s adjuvant was injected into the rabbit subcuta-
neously. Subsequent booster injections were done with Freund’s incomplete adjuvant. 
Injections were done for every 4 weeks, with bleeds 7–10 days after each injection. 
Antibodies were purified with Montage® antibody purification kits (Millipore, USA) 
as instructed by the manufacturer.

Antibody-phage Competition Assay
Wells were coated with AIV subtype H9N2 (20 μg/ml; 100 μl) as the aforesaid con-
ditions of biopanning. A mixture of purified polyclonal antibodies (1:500 dilutions; 
100 μl) raised against AIV sub-type H9N2 and a series of different concentrations of 
phage FP-P1 (108–1012 pfu; 100 μl) were prepared in Eppendorf tubes. After block-
ing the wells, these mixtures were added and incubated at room temperature for 1 hr. 
Wells were washed and bound phages were eluted and titrated. As for the positive 
control, AIV coated wells were incubated with the phage without the presence of the 
polyclonal antibodies.

Peptide-phage Competition Assay
The peptide-phage competition assay was performed to assay the inhibitory effects of 
synthetic peptides with its phage counterparts (FP-P1). The AIV H9N2 was coated on 
a multi-well plate at the aforesaid conditions of biopanning and incubated with differ-
ent concentrations of either linear of cyclic peptides (0.0001–1,000 μM) in binding 
buffer for 1 hr at 4°C. After 1 hr incubation, phage FP-P1 (1010 pfu/100 μl) was added 
and incubated at 4°C for another 1 hr. Wells were then wash six times with TBST and 
the bound phages were eluted and titered. (Percentage of phage binding = (number 
of phage bound in the presence of peptide competitor/number of phage bound in the 
absence of peptide competitor) × 100).
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In Vivo Study of Protein–Protein Interactions: Yeast Two-hybrid Assay
Cloning of Hat, NA snd P1 Genes Into Pyestrp2 and Phyblex/Zeo Vectors
The NA and truncated HA protein (HAt) genes of AIV sub-type H9N2 were ampli-
fied by Reverse Transcription-Polymerase Chain Reaction (RT-PCR) from the viral 
RNA using the primers pY-HAt-F and R and pY-NA-F and R, mentioned in Table 5. 
The NA gene carried the recognition sites for EcoRI and XhoI whereas the HAt gene 
carried the recognition sites KpnI and XhoI restriction enzymes in their forward and 
reverse primers respectively. The peptide gene (P1) was amplified including the N1 
domain of the P3 protein of the recombinant phage using the primer pH-P1-F and R 
(Table 5) from the ssDNA genome of the phage as the peptide is displayed as a fusion 
protein to this domain of the P3 protein. The P1 gene carried the recognition sites for 
EcoRI and XhoI restriction enzymes in its forward and reverse primers respectively. 
The amplified HAt and NA genes were ligated into pYESTrp2 vectors separately (In-
vitrogen, USA) and the P1 gene was cloned into pHybLex/Zeo (Invitrogen, USA) 
vector. The resultant clones were named as pY-HA, pY-NA and pH-P1 respectively. 
The constructs were sequenced using the primers pYESTrp2-F and R and pHybLex/
Zeo-F and R (Table 5) to check the reading frame and for the absence of mutations. 
The Saccharomyces cerevisiae strain L40 was then co-transformed with the recombi-
nant plasmids using lithium acetate method and the transformants were analyzed for 
their β-galactosidase activity as explained in Ausubel et al. [41].

Table 5. Oligonucleotides used to amplify the NA, HAt and P1genes.

Primers Sequence

pY-NA-Fa 5' CAT AGAA TTCGCAAAAGCAGGAGT 3'

pY-NA-R 5' TATCGCTCGAGAGT AGAAACAAGGAG 3'

pY-HA-F 5' ATTTAAGGTACCGACAGCCATGGA 3'

pY-HAt-R 5' ATGCTGCTCGAGTATACAAATGTTGC 3'

pH-PI-F 5' AGCCTGGAATTCATGAAAAAATTA 3'

pH-PI-R 5' ATCGAACTCGAGA TTTTCAGGGAT 3'

pHyblex/Zeo-F 5' AGGGCTGGCGGTTGGGGGTT A TTCGC 3'

pHyblex/Zeo-R 5' GAGTCACTTTAAAATTTGTATACAC 3'

pYESTrp2-F 5' GATGTTAACGATACCAGCC 3'

pYESTrp2-R 5' GCGTGAA TGT AAGCGTGAC 3'

pC-HA-F 5'A TTT AAGGATCCGAGAGCCATGGA 3'

pC-HA-R 5'ATGCTGCTCGAGTTATATACAAA TGTTGC 3'

pC-NA-F 5'CATAGAA TTCGCAAAAGCAGGAGT 3'

pC-NA-R 5'T A TCGCTCGAGAGT AGAAACAAGGAG 3'

pC-PI-FP 5'AGCCTGGAA TTCATGAAAAAATT A 3'

pC-PI-RP 5'CTCACTCGAGACATTTTCAGGGA 3'

• In all of the above mentioned oligonucleotides, the suffi xes F and R refers Forward and Reverse primers respectively
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In Vitro Study of Protein–protein Interactions
Construction of Recombinant Pc-Hat, Pc-NA, and Pc-P1 and In Vitro 
Transcription and Translation
The HAt and NA gene of AIV strain H9N2 as well as the recombinant peptide gene 
P1 was amplified from pY-HA, pY-NA and pH-P1 respectively as templates using the 
primers pC-HA-F and R, pC-NA-F and R and pC-P1-F and R respectively (Table 5) 
and cloned into the pCITE2a vector. The in vitro transcription and translation was per-
formed in a single tube in a reaction mixture (15 μl) containing circular recombinant 
plasmid (1 μg), TNT® Quick Master Mix (12 μl; Promega, USA), Methionine (0.3 μl, 
1 mM; Promega, USA). The above mixture was incubated at 30°C for 90 min. The 
translated products (3 μl) were electrophoresed on 15% SDS-PAGE and then trans-
ferred by electrophoresis for 1 hr onto a nitrocellulose membrane. They were detected 
with anti-His antibody for P1 protein and HAt/NA proteins were detected with the 
polyclonal antibodies raised against the AIV sub-type H9N2 in rabbit.

Co-immunoprecipitation
Co-immunoprecipitation was performed using the Pierce® Co-IP kit (Thermo Scien-
tific, USA) as per the instructions given by the manufacturer. Briefly, the bait and pray 
complex was prepared separately by mixing the HAt or NA with His-conjugated P1 
peptide. The complex was precipitated using purified anti-AIV polyclonal antibodies, 
which were immobilised on antibody coupling resin. The peptide P1 in the eluted co-
immunoprecipitated complex was analyzed by Western blotting using anti-His mono-
clonal antibodies (Novagen, USA) and detected with Amersham® ECL® Western blot-
ting detection reagents (GE Healthcare, USA).

Statistical Analysis
All experiments were carried out in triplicate and are representative of at least three 
separate experiments. The results represent the means ± standard deviations or stan-
dard error means of triplicate determinations. Statistical significance of the data was 
determined by independent t test or one-way ANOVA method using SPSS software.
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Chapter 5

Prion Disease Pathogenesis
Ajay Singh, Maradumane L. Mohan, Alfred Orina Isaac, Xiu Luo, 
Jiri Petrak, Daniel Vyoral, and Neena Singh

INTRODUCTION

Converging evidence leaves little doubt that a change in the conformation of prion 
protein (PrPC) from a mainly α-helical to a β-sheet rich PrP-scrapie (PrPSc) form is the 
main event responsible for prion disease associated neurotoxicity. However, neither 
the mechanism of toxicity by PrPSc, nor the normal function of PrPC is entirely clear. 
Recent reports suggest that imbalance of iron homeostasis is a common feature of 
prion infected cells and mouse models, implicating redox-iron in prion disease patho-
genesis. In this report, we provide evidence that PrPC mediates cellular iron uptake and 
transport, and mutant PrP forms alter cellular iron levels differentially. Using human 
neuroblastoma cells as models, we demonstrate that over-expression of PrPC increases 
intracellular iron relative to non-transfected controls as indicated by an increase in 
total cellular iron, the cellular labile iron pool (LIP), and iron content of ferritin. As 
a result, the levels of iron uptake proteins transferrin (Tf) and transferrin receptor 
(TfR) are decreased, and expression of iron storage protein ferritin is increased. The 
positive effect of PrPC on ferritin iron content is enhanced by stimulating PrPC endo-
cytosis, and reversed by cross-linking PrPC on the plasma membrane. Expression of 
mutant PrP forms lacking the octapeptide-repeats, the membrane anchor, or carrying 
the pathogenic mutation PrP102L decreases ferritin iron content significantly relative to 
PrPC expressing cells, but the effect on cellular LIP and levels of Tf, TfR, and ferritin 
is complex, varying with the mutation. Neither PrPC nor the mutant PrP forms influ-
ence the rate or amount of iron released into the medium, suggesting a functional role 
for PrPC in cellular iron uptake and transport to ferritin, and dysfunction of PrPC as a 
significant contributing factor of brain iron imbalance in prion disorders.

The PrPC is an evolutionarily conserved cell surface glycoprotein expressed abun-
dantly on neuronal cells. Despite its ubiquitous presence, the physiological function 
of PrPC has remained ambiguous. The best characterized role for this protein remains 
its involvement in the pathogenesis of familial, infectious, and sporadic prion disor-
ders, where a change in the conformation of PrPC from a mainly α-helical to a β-sheet 
rich PrPSc form renders it infectious and pathogenic [1-5]. The mechanism by which 
PrPSc induces neurotoxicity, however, is not clear. Studies over the past decade have 
clarifi ed several aspects of this process [1, 6, 7]. Prominent among these is the resis-
tance of transgenic mice lacking neuronal PrPC expression to PrPSc induced toxicity, 
implicating PrPC as the principal mediator of the neurotoxic signal [8, 9]. However, 
prion infected transgenic mice expressing PrPC only on astrocytes accumulate PrPSc 
and succumb to disease [10], leaving the matter unresolved. Adding to the complexity 
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is the development of prion specifi c neuropathology in mice over-expressing normal 
or mutant PrP in the wrong cellular compartment in the absence of detectable PrPSc, 
suggesting the presence of additional pathways of neurotoxicity [1, 7]. Although, brain 
homogenates from these animals are not infectious in bioassays, these models suggest 
that a disproportionate change in the physiological function of PrPC is as neurotoxic as 
the gain of toxic function by PrPSc. Investigations on both fronts are therefore essential 
to uncover the underlying mechanism(s) of neurotoxicity in these disorders.

Efforts aimed at understanding the physiological function of PrPC and pathological 
implications thereof have revealed several possibilities, varying with the model, the 
physiological state, and the extra- and intracellular milieu in a particular tissue. Some 
of the reported functions include a role in cell adhesion, signal transduction, and as 
an anti-oxidant and anti-apoptotic protein [7, 11, 12]. While the importance of these 
observations cannot be under-estimated, they fail to provide a direct link between PrPC 
function and dysfunction to prion disease pathogenesis. In this context, it is interest-
ing to note that PrPC binds iron and copper, and is believed to play a functional role in 
neuronal iron and copper metabolism [13, 14]. Since both iron and copper are highly 
redox-active and neurotoxic if mis-managed, it is conceivable that dysfunction of PrPC 
due to aggregation to the PrPSc form causes the reported accumulation of redox-active 
PrPSc complexes in prion infected cell and mouse models, inducing a state of iron im-
balance [15-17]. A phenotype of iron defi ciency in the presence of excess iron is noted 
in sporadic Cruetzfeldt–Jakob disease (sCJD) affected human and scrapie infected 
animal brain tissue, lending credence to this assumption [45].

To explore if PrPC is involved in cellular iron metabolism, we investigated the in-
fl uence of PrPC and mutant PrP forms on cellular iron levels in human neuroblastoma 
cells expressing endogenous levels (M17) or transfected to express 6–7 fold higher 
levels of PrPC or mutant PrP forms. The following parameters were evaluated: (1) total 
cellular iron, (2) intracellular LIP, (3) iron content of ferritin, and (4) levels of iron up-
take proteins TfR and Tf and iron storage protein ferritin that respond to minor chang-
es in the LIP [18, 19]. Our data demonstrate that PrPC increases cellular iron levels and 
the cells demonstrate a state of mild overload, while pathogenic and non-pathogenic 
mutations of PrP alter cellular iron levels differentially, specifi c to the mutation.

Normal and Mutant Prp Forms Influence Cellular Iron Levels Differentially
The influence of PrP expression on cellular iron status was evaluated in M17 cells 
expressing endogenous PrPC or stably transfected to express 6–7 fold higher levels of 
PrPC or the following mutant PrP forms: (1) PrP231stop that lacks the glycosylphospha-
tidyl inositol (GPI) anchor and is secreted into the medium, (2) PrPΔ51–89 that lacks the 
copper binding octa-peptide repeat region, (3) PrPΔ23–89 that lacks the N-terminal 90 
amino acids, and (4) PrP102L associated with Gerstmann–Straussler–Scheinker disease 
(GSS), a familial prion disorder (Figure 1A). Expression of PrP in transfected cell 
lines was assessed by separating cell lysates on SDS-PAGE and probing transferred 
proteins with the PrP specific monoclonal antibody 3F4 [26]. As expected, the di-, 
mono-, and unglycosylated forms of PrPC, PrPΔ51–89, PrPΔ23–89, and PrP102L migrating be-
tween 20 and 37 kDa are detected (Figure 1B, lanes 2–5). Deletion mutations PrPΔ51–89 

and PrPΔ23–89 migrate faster than PrPC and PrP102L as expected (Figure 1B, lanes 3 and 4). 
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M17 lysates show barely detectable levels of PrPC, while transfected cell lines express 
significantly higher levels of PrPC and mutant PrP forms (Figure 1B, lanes 1–5).

Figure 1. Cells expressing normal and mutant PrP forms incorporate different levels of iron. (A) 
Diagrammatic representation of PrPC and mutant PrP forms evaluated in this study. (B) Lysates of 
M17, PrPC, PrPΔ51–89, PrPΔ23–89, and PrP102L were resolved by SDS-PAGE and immunoreacted for PrP 
and β-actin. All transfected cell lines express 6–7 fold higher levels of PrP relative to non-transfected 
M17 cells (lanes 1–5). (C) Cell lines in (B) were radiolabeled with 59FeCl3-citrate complex, washed 
with PBS supplemented with 100 μM DFO to chelate surface bound iron, and lysed. Equal amount of 
protein from each sample was spotted on a PVDF membrane, air dried, and exposed to an X-ray film.

To evaluate if PrPC or mutant PrP forms infl uence cellular iron uptake, M17, PrPC, 
PrPΔ51–89, PrPΔ23–89, and PrP102L cells cultured in serum-free medium for 1 hr were radio-
labeled with 59FeCl3-citrate complex for 4 hr in the same medium, washed with PBS 
supplemented with 100 μM desferrioxamine (DFO) to remove surface bound iron, 
and lysed in non-denaturing buffer. Equal amount of protein from lysates was spotted 
on a PVDF membrane, air-dried, and exposed to an X-ray fi lm. Surprisingly, PrPC and 
PrP102L cells incorporate signifi cantly more 59Fe, while PrPΔ51–89, PrPΔ23–89 cells take up 
less 59Fe than M17 controls (Figure 1C).
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Major 59Fe labeled proteins in these cells were identifi ed by separating cell lysates 
prepared in non-denaturing buffer on a 3–20% native gel in duplicate. One part of 
the gel was dried and subjected to autoradiography (Figure 2, lanes 1–5), while the 
other was transferred to a PVDF membrane under native conditions and probed for 
ferritin and Tf using specifi c antibodies [19, 20] (Figure 2, lanes 6–15). Autoradiogra-
phy shows a prominent iron labeled band consistent with ferritin (Figure 2, lanes 1–5 
and 6–10, black arrow), and a faster migrating band representing Tf (Figure 2, lanes 
1–5 and 11–15, open arrow) (the lower part of the autoradiograph is over-exposed to 
highlight the Tf band). Compared to M17 lysates, the amount of 59Fe bound to ferritin 
is higher in PrPC and PrP102L lysates, and lower in PrPΔ51–89 and PrPΔ23–89 lysates (Figure 
2, lanes 1–5). On the other hand, Tf bound iron is higher in M17 compared to PrPC, 
PrPΔ51–89, and PrPΔ23–89 lysates, and equivalent to PrP102L lysates (Figure 2, lanes 1–5 
and 11–15). The slower migrating iron labeled bands (*) probably represent a complex 
of Tf and TfR (Figure 2, lanes 1–5) [20, 21]. Probing for ferritin shows a major band 
and minor slower migrating forms probably representing ferritin complexes (Figure 2, 
lanes 6–10, black arrow). Probing for Tf shows oligomers or glycosylation variants of 
Tf that correspond to 59Fe labeled purifi ed transferrin fractionated similarly (Figure 2, 
lanes 1–5, 11–15). The relative levels of ferritin and Tf proteins in the samples corre-
spond to radioactive iron in labeled ferritin and Tf bands in all samples (Figure 2, lanes 
1–15). Similar results were obtained when the cells were labeled with 59FeCl3-citrate 
complex for 16 hr or with purifi ed 59Fe-Tf for 4 and 16 hr (data not shown), indicat-
ing similar uptake of non-transferrin and Tf bound Fe by these cells. Silver staining 
of re-hydrated autoradiographed gel confi rms equal loading of protein for all samples 
analyzed. Quantitative comparison of ferritin iron and levels of PrP, ferritin, and Tf 
between the cell lines is shown below in Figure 4.

Figure 2. The PrP influences iron incorporation in cellular ferritin. Radiolabeled lysates were 
fractionated on a 3–20% native gradient gel in duplicate. One set was subjected to autoradiography 
(lanes 1–5) and the other was transblotted and probed for ferritin and transferrin under native 
conditions (lanes 6–15).
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The identity of iron labeled bands in Figure 2 was further confi rmed by cutting 
each band from fractionated PrPC lysates and re-fractionating electro-eluted proteins 
on SDS-PAGE followed by immunoblotting. Lane 1 represents proteins eluted from 
the loading well that did not enter the running native gel. Lanes 2, 3, and 5 represent 
iron labeled bands that resolve adequately on native gels, and lane 4 represents unla-
beled section of the gel that serves as a negative control. Sequential immunoreaction 
with specifi c antibodies confi rms the presence of PrP in band 1, TfR in bands 1 and 2, 
ferritin in band 3, and Tf in band 5. Band 4 does not react with antibodies to known 
iron binding proteins. Silver staining shows co-migration of a few other un-identifi ed 
proteins with bands 1–3, and almost none with bands 4 and 5.

To determine if PrPC mediates iron uptake directly, a modifi ed non-denaturing gel 
system with a 3–9% gradient was used to separate 59Fe-labeled PrP effectively. Ac-
cordingly, M17 and PrPC cells were radiolabeled with 59FeCl3-citrate complex for 4 hr 
as above, and lysates were fractionated in duplicate under non-denaturing conditions. 
One part was dried and exposed to an X-ray fi lm, while the other was transferred to a 
PVDF membrane and probed for PrP, ferritin, TfR, and Tf. As in Figure 2, the amount 
of 59Fe incorporated by ferritin in PrPC cells is signifi cantly higher than M17 cells 
(Figure 3A, lanes 1 and 2, black arrow). A slower migrating 59Fe labeled band corre-
sponding to Tf/TfR complex is detected in M17 lysates (Figure 3A, lanes 1, 7, and 9, 
open arrow). Unlike Figure 2, PrP is resolved on this less concentrated gel system and 
is detected by PrP specifi c antibody 3F4 (Figure 3A, lane 4, arrow-head). However, 
a corresponding 59Fe labeled band is not detected in lane 2, though pure 59Fe-labeled 
recombinant PrP is readily detected by this method as demonstrated previously [17]. 
Evaluation of iron modulating proteins shows higher levels of ferritin and lower levels 
of TfR and Tf in PrPC lysates relative to M17 as in Figure 1 above (Figure 3A, lanes 
5–10, arrow-head). Ferritin and Tf/TfR complex show corresponding iron labeled 
bands as expected (Figure 3A, compare lanes 1, 2 with 5, 6, 9, 10). Fractionation 
of the same samples by SDS-PAGE followed by immunoblotting confi rms increased 
levels of ferritin and decreased levels of Tf and TfR in PrPC lysates compared to M17 
controls (Figure 3B, lanes 1 and 2). Together, these results demonstrate that PrPC 
increases total cellular iron, ferritin iron, and ferritin levels, and decreases Tf and TfR 
levels. However, the absence of 59Fe-labeled PrPC indicates that either the association 
of PrP with 59Fe is transient or relatively weak and disrupted after cell lysis, or alterna-
tively, PrP facilitates the incorporation of 59Fe into ferritin by an indirect mechanism 
that does not involve the formation of a PrP-iron complex.

To evaluate if expression of PrPC on the cell surface is required for iron uptake, a 
similar evaluation was carried out in cells expressing PrP231stop that lacks the GPI an-
chor and is secreted into the medium. Radiolabeling of M17, PrPC, and PrP231stop cells 
with 59FeCl3-citrate complex for 4 hr shows signifi cantly more 59Fe-ferritin in PrPC 
cells compared to M17 as above, and minimal change in PrP231stop samples (Figure 
3C, lanes 1–3, black arrow). Western blotting of M17, PrPC, and PrP231stop lysates and 
medium sample from PrP231stop cells cultured overnight in serum-free medium with 
3F4 shows the expected glycoforms of PrP in PrPC lysates, and undetectable reactivity 
in M17 and PrP231stop lysates as expected (Figure 3D, lanes 1–3). However, signifi cant 
reactivity is detected in the medium of PrP231stop cells, demonstrating adequate expression 
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and secretion of PrP231stop in transfected cells (Figure 3D, lane 4) [22, 23]. Re-probing 
of lysate samples for ferritin, Tf, and TfR shows increased levels of ferritin and de-
creased levels of Tf and TfR in PrPC samples compared to M17 lysates (Figure 3E, 
lanes 1 and 2). The PrP231stop lysates show minimal change in ferritin levels, and sur-
prisingly, lower levels of Tf and TfR relative to M17 lysates (Figure 3E, lanes 1 and 
3). This observation is surprising since 59Fe-ferritin levels in PrP231stop cells are as low 
as M17, and yet the cells do not show increased levels of Tf and TfR as in M17-cells. 
Reaction for β-actin confi rms equal loading of protein in all samples (Figure 3E, lanes 
1–3).

Figure 3. Expression of PrP on the plasma membrane is essential for iron incorporation in ferritin. 
(A) 59Fe-labeled M17 and PrPC lysates were fractionated on a 3–9% native gradient gel and auto-
radiographed (lanes 1 and 2), or immunoblotted as above with antibodies specific to PrP, ferritin, TfR, 
and Tf (lanes 3–10). (B) Immunoblotting of the same samples following fractionation by SDS-PAGE 
shows similar differences in the levels of PrP, ferritin, Tf, and TfR as in (A) after normalization with 
actin (lanes 1 and 2). (C) 59Fe-labeled M17, PrPC, and PrP231stop lysates were fractionated by native gel 
electrophoresis and subjected to autoradiography (lanes 1–3). (D) Unlabeled lysates prepared from 
M17, PrPC, and PrP231stop lysates, and methanol precipitated proteins from the medium sample of 
PrP231stop cells were fractionated by SDS-PAGE and immunoblotted for PrP using 3F4 (lanes 1–4). (E) 
Membrane from (D) was re-probed for ferritin, Tf, TfR, and β-actin (lanes 1–3).
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Quantitative comparison of ferritin iron and levels of ferritin, Tf, and TfR shows 
signifi cant differences between cell lines. Thus, relative to M17 cells, PrPC cells show 
an increase in ferritin iron and ferritin levels to 570 and 565%, and a decrease in Tf and 
TfR levels to 70 and 75% respectively. A similar comparison of mutant cell lines rela-
tive to PrPC cells shows the following: PrPΔ51–89 cells show a decrease in ferritin iron 
and ferritin to 7.0, 6.9%, and insignifi cant change in Tf and TfR levels. PrPΔ23–89 cells 
show a similar decrease in ferritin iron and ferritin levels to 7.5 and 7.2%, an increase 
in Tf to 120%, and insignifi cant change in TfR levels. PrP102L-cells show a decrease 
in ferritin iron and ferritin levels to 89 and 90%, and an increase in Tf and TfR levels 
to 300 and 142% respectively. The PrP231stop cells show a decrease in ferritin iron and 
ferritin to 27 and 16%, and a decrease in Tf and TfR levels to 89 and 67% respectively. 
Quantifi cation of PrP expression relative to M17 shows levels of 650, 710, 750, 610, 
and 5% in PrPC, PrPΔ51–89, PrPΔ23–89, PrP102L, and PrP231stop cells respectively (Figure 4).

Figure 4. Quantitative analysis of the results in Figures 1–3. Quantitative evaluation after densitometry 
of ferritin iron and levels of PrP, ferritin, Tf, and TfR in PrPC, PrPΔ51–89, PrPΔ23–89, PrP102L, PrP231stop-cells 
relative to non-transfected M17 controls. Values are mean±SEM of 11 independent experiments. The 
y-scale is linear but has been re-scaled after the break to illustrate the data clearly. For M17 vs. PrPC 
*p<0.001, **p<0.01, and for PrPC vs. mutant cell lines #p<0.001, ##p<0.01).

Considering the tightly orchestrated and coordinated balance between cellular iron 
levels and iron uptake and storage proteins [18, 21], these results indicate a mild iron 
overload in PrPC-cells relative to M17-cells, and an indefi nable phenotype in mutant 
cell lines since the iron uptake proteins Tf and TfR do not respond to ferritin iron 
levels as expected. Since Tf and TfR levels are refl ective of the biologically available 
intracellular LIP that is maintained within the physiological range by ferritin, these 
results indicate a disconnect between ferritin iron and the cellular LIP, or a failure of 
the iron regulatory loop involving the LIP, iron binding proteins 1 and 2, TfR, and fer-
ritin to induce appropriate response.
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Mutant PrP Forms Influence the Uptake of Iron by Ferritin
The influence of normal and mutant PrP forms on intracellular LIP was evaluated in 
M17 and transfected cell lines cultured in complete medium under normal culture 
conditions. All cell lines were loaded with the iron binding dye calcein-AM, and the 
increase in fluorescence in response to salicylaldehyde isonicotinoyhydrazone (SIH), 
a cell permeable iron chelator, was measured (Figure 5A) [24]. Relative to M17 cells, 
PrPC cells show an increase in LIP to 143%, an expected observation since the ferritin 
iron levels of these cells are also higher than M17 cells (compare Figures 5A and 4). 
A similar evaluation of mutant cell lines relative to PrPC-cells shows a decrease in 
LIP to 95, 78, and 67% in PrPΔ51–89, PrPΔ23–89, PrP102L-cells, and an increase to 155% in 
PrP231stop cells respectively (Figure 5A). These results indicate that Tf and TfR levels 
in mutant cell lines observed in Figure 4 above respond to the LIP rather than ferritin 
iron content as expected. More importantly, these results indicate a block in uptake or 
increased uptake of iron by ferritin in specific cell lines, accounting for the dispropor-
tionate levels of ferritin iron and intracellular LIP, and the unexpected response of Tf 
and TfR to cellular iron content.

Figure 5. Cells expressing normal and mutant PrP forms show differential levels of LIP and uptake 
of extra-cellular iron. (A) Indicated cell lines were loaded with calcein and intracellular LIP was 
estimated by quantifying the SIH chelatable iron pool. Values are mean±SEM. n = 12 for M17 and 
PrPC, and 7 for mutant cell lines. *p<0.001, **p<0.01, #p<0.001, ##p<0.01. (B) The same cell lines 
were exposed to 0.1 mM FAC for 16 hr and 50 μg of protein from cell homogenates was spotted on a 
PVDF membrane and reacted with Ferene-S, a dye that forms a blue reaction product with iron [25].
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To evaluate if the difference in ferritin iron content of different cell lines is main-
tained in the presence of excess extra-cellular iron, M17, PrPC, PrPΔ51–89, PrPΔ23–89, 
PrP102L, and PrP231stop-cells were cultured overnight in the presence of 0.1 mM ferric 
ammonium citrate (FAC). (This dose of FAC was found to cause <1% cell death after 
overnight exposure). After washing the cells with PBS supplemented with 100 μM 
DFO to remove surface bound iron, cells were disrupted with glacial acetic acid and 
equal amount of protein from each cell line was spotted on a PVDF membrane. Reac-
tion with Ferene-S, a dye that forms a blue reaction product with iron [25], shows a 
marked increase in protein bound iron in all cell lines compared to unexposed con-
trols (Figure 5B). More importantly, each cell line refl ects cell-specifi c differences in 
protein bound iron as observed for ferritin iron above (Figure 5B). Fractionation of 
lysates by SDS-PAGE followed by immunoblotting for PrP, ferritin, and TfR shows 
up-regulation of PrP and ferritin, and down-regulation of TfR to undetectable levels 
in FAC exposed lysates [17]. Up-regulation of PrP in response to FAC appears to be 
at the mRNA level. These results suggest a dominant role for PrP in the transport of 
extra-cellular iron to ferritin both under normal culture conditions and in the presence 
of excess extra-cellular iron.

Together, the above results demonstrate a state of relative iron overload in PrPC-
cells compared to M17 controls as indicated by an increase in intracellular LIP and 
iron content of ferritin, increase in iron storage protein ferritin, and decrease in iron 
uptake proteins Tf and TfR. Relative to PrPC-cells, mutant PrP expressing cells show 
a substantial decrease in ferritin iron in PrPΔ51–89, PrPΔ23–89, and PrP231stop-cells, and 
relatively less reduction in PrP102L-cells. Intracellular LIP is reduced in PrPΔ23–89 and 
PrP102L, minimally altered in PrPΔ51–89, and substantially increased in PrP231stop-cells rel-
ative to PrPC-cells. The Tf and TfR respond to LIP levels in some cell lines, but show 
an unexpected change in others, refl ecting a state of cellular iron imbalance.

Stimulation of PrP Endocytosis Increases, and Cross-linking Decreases Ferritin 
Iron Content
Further support for the role of PrP in mediating cellular iron uptake was obtained by 
assessing iron incorporation into ferritin following stimulation or disruption of PrPC 
endocytosis by 3F4, a well characterized monoclonal antibody specific for methionine 
residues 109 and 112 of human PrP [26]. A similar approach has been used success-
fully to down-regulate mouse PrP using Fab fragments of PrP specific antibodies [27]. 
Initial evaluation revealed that 3F4 concentrations of 1 and 12 μg/ml are optimal for 
stimulating and disrupting endocytosis of PrPC respectively without compromising 
cell viability.

To evaluate the effect of antibody treatment morphologically, M17 and PrPC-cells 
exposed to 1 μg/ml of 3F4 for 5 days were fi xed, permeabilized, and reacted with 
anti-mouse-FITC. Both M17 and PrPC-cells show minimal reactivity at the plasma 
membrane, but signifi cant reactivity in endocytic vesicles that are more prominent in 
PrPC cells (Figure 6A, panels 1 and 2, arrow-head). These observations suggest signifi -
cant endocytosis of PrPC along with 3F4. Untreated PrPC-cells reacted with 3F4-anti-
mouse-FITC show punctuate reaction at the plasma membrane and minimal intracel-
lular reaction as expected for normal distribution of PrPC (Figure 6A, panel 3, arrow). 



Prion Disease Pathogenesis 65

Exposure to 12 μg/ml of 3F4, however, cross-links PrPC at the plasma membrane and 
reduces its endocytosis signifi cantly (Figure 6B, panels 1 and 2). As a control, mouse 
neuroblastoma cells (N2a) expressing mouse PrP that does not react with 3F4 were 
exposed to 3F4 and reacted with mouse PrP-specifi c antibody 8H4 followed by anti-
mouse-FITC. Examination shows normal distribution of PrPC at the plasma membrane 
and some reactivity in the Golgi region as expected (Figure 6B, panel 3) [26]. Expo-
sure of PrPC cells to anti-Thy-1, a monoclonal antibody to an irrelevant GPI-linked 
protein abundant on neuronal cells shows normal distribution of PrPC when reacted 
with 8H4-anti-mouse-FITC (Figure 6B, panel 4), confi rming the specifi city of 3F4 
mediated endocytosis and cross-linking of PrPC.

Figure 6. Exposure of PrPC-cells to different concentrations of 3F4 induces endocytosis or cross-
linking of PrP. (A) Immunostaining of M17 and PrPC cells exposed to 1 μg/ml of 3F4 for 5 days 
shows a prominent reaction in vesicular structures in M17 and PrPC cells (panels 1 and 2). Coalesced 
vesicles simulating aggregated PrPC are evident near the Golgi region and in the cytosol of PrPC 
cells (panel 2). Untreated PrPC-cells reacted with 8H4-anti-mouse-FITC show a prominent reaction 
at the plasma membrane as expected (panel 3). (B) Reaction of M17 and PrPC cells exposed to 12 
μg/ml of 3F4 for 4 hr with anti-mouse FITC shows cross-linking of PrP on the plasma membrane of 
M17 and PrPC cells (panels 1 and 2, arrow) and a slight increase of reactivity in vesicular structures 
in the latter (panel 2, arrow-head). Similar exposure of N2a-cells to 3F4 and PrPC-cells to anti-Thy1 
antibody followed by immunoreaction with 8H4-anti-mouse-FITC shows plasma membrane and 
Golgi reaction of endogenous PrP in N2a cells (panel 3) and plasma membrane distribution of PrP in 
Thy-1 exposed cells (panel 4). (Mouse PrP expressed by N2a cells does not react with 3F4).



66 Recent Advances in Microbiology

The effect of increased endocytosis of PrPC on ferritin iron content was evaluated 
by radiolabeling cells cultured in the presence of 1 μg/ml of 3F4 with 59FeCl3 for the 
last 4 hr of the incubation, and analyzing radiolabeled lysates as in Figure 1 above. 
Fractionation by non-denaturing page shows a signifi cant increase in ferritin iron in 
the 3F4 exposed lysate compared to untreated control (Figure 7A, lanes 1 and 2, open 
arrow). Analysis by SDS-PAGE and immunoblotting shows 2–3 fold increase in reac-
tivity for all PrP glycoforms with anti-PrP antibodies 3F4 and 8H4 (Figure 7A, lanes 
3–6). However, the 18 kDa fragment that results from recycling of PrPC from the plas-
ma membrane is not increased in 3F4 exposed lysates, indicating stimulation of PrPC 
internalization and possible intracellular accumulation by 3F4 binding rather than in-
creased recycling from the plasma membrane (Figure 7A, lanes 5 and 6) [28]. The 50 
kDa band represents internalized 3F4 (Figure 7A, lanes 4 and 6). Immunobloting for 
ferritin, Tf, and TfR shows an increase in TfR, and minimal change in ferritin and Tf 
levels (Figure 7A, lanes 7 and 8). Quantifi cation by densitometry shows an increase 
in ferritin iron to 271%, and insignifi cant change in ferritin and Tf levels by 3F4 treat-
ment. The increase in TfR levels to 175% is probably due to co-endocytosis with PrP-
antibody complex (Figure 7B). Measurement of cellular LIP revealed insignifi cant 
difference between 3F4 exposed and untreated controls after 24 hr (data not shown) 
or 5 days of treatment, indicating effi cient transport of iron to ferritin within this time 
frame (Figure 7C). PrPC cells treated with anti-Thy-1 antibody, however, demonstrated 
a signifi cant decrease in LIP after 5 days of incubation with 3F4 (Figure 7C).

A similar evaluation of cells exposed to 12 μg/ml of 3F4 for 4 hr shows signifi -
cantly less increase in ferritin iron compared to untreated controls (Figure 8A, lanes 1 
and 2, open arrow). Separation by SDS-PAGE and immunoblotting shows increase in 
PrP reactivity (Figure 8A, lane 4) and an increase in the levels of ferritin, Tf, and TfR 
(Figure 8A, lanes 5 and 6). Quantifi cation shows an increase in ferritin iron to 148%, 
and an increase in the levels of ferritin and TfR to 153 and 146% respectively. Tf levels 
show insignifi cant change by this treatment (Figure 8B). A similar increase in ferritin 
iron is observed when M17 cells expressing endogenous levels of PrP are exposed to 
3F4, ruling out the effect of over-expression of PrPC on these observations. Exposure 
to equivalent amounts of anti-Thy-1 does not alter ferritin iron content signifi cantly. 
Measurement of intracellular LIP after 4 hr of exposure to 12 μg/ml of 3F4 shows an 
increase to 170% in treated cells compared to untreated controls. Exposure to similar 
concentrations of anti-Thy-1 shows a decrease to 70% (Figure 8C), an unexpected ef-
fect that requires further evaluation.

The above results indicate that stimulation of PrPC endocytosis over a prolonged 
period increases iron incorporation into ferritin, whereas cross-linking of PrPC that 
is likely to result in its degradation following endocytosis has relatively less effect 
on ferritin iron. The increase in intracellular LIP by cross-linking PrP without any 
increase in ferritin iron probably refl ects ineffi cient transport of iron to ferritin in the 
absence of PrP, as observed for certain mutant forms of PrP. The levels of ferritin, Tf, 
and TfR probably refl ect an artifactual change due to membrane perturbation by anti-
body treatment rather than a response to intracellular LIP.
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Figure 7. Endocytosis of PrP increases ferritin iron content. (A) PrPC-cells exposed to 1 μg/ml of 3F4 
for 5 days were radiolabeled with 59FeCl3 for 4 hr, and lysates were fractionated on a non-denaturing 
gel and auto-radiographed (lanes 1 and 2). Equal aliquots of the same samples were boiled in SDS-
containing sample buffer and fractionated in duplicate by SDS-PAGE followed by immunoblotting 
with PrP specific antibodies 3F4 and 8H4 (lanes 3–6). Subsequently, the membranes were re-probed 
for ferritin, Tf, TfR, and β-actin (lanes 7 and 8). (B) Quantification by densitometry shows an increase 
in ferritin iron and TfR levels, and insignificant change in Tf levels in 3F4 exposed cells. Values are 
mean±SEM of three independent experiments. *p<0.001 compared to untreated cells. (C) Estimation 
of LIP after exposing the cells to 1 μg/ml of 3F4 or anti-Thy-1 antibody for 5 days shows insignificant 
difference between untreated and 3F4 treated PrPC cells, and a decrease in anti-Thy-1 treated cells. 
*p<0.001. n = 5.
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Figure 8. Cross-linking of PrP has minimal effect on ferritin iron content. (A) PrPC-cells exposed to 12 
μg/ml of 3F4 for 4 hr were radiolabeled with 59FeCl3 in the last 2 hr, and lysates were fractionated on a 
native gel followed by autoradiography (lanes 1 and 2). Equal aliquots of lysates were fractionated by 
SDS-PAGE as above and immunoblotted with 3F4 (lanes 3 and 4). The membrane was re-pobed for 
ferritin, Tf, TfR, and β-actin (lanes 5 and 6). (B) Quantification by densitometry shows an increase in 
ferritin iron, ferritin, and TfR levels, and insignificant change in Tf levels by 3F4 treatment. *p<0.001, 
**p<0.025. n = 3. (C) Estimation of LIP after exposing the cells to 12 μg/ml of 3F4 or anti-Thy-1 
antibody for 4 hr shows an increase in 3F4 exposed cells, and a decrease in anti-Thy-1 treated cells. 
*p<0.001. n = 7.

Prp Does Not Modulate Release of Iron From Cells
To determine if the difference in cellular iron levels between cell lines is due to dif-
ferential release into the medium, M17, PrPC, PrPΔ51–89, PrPΔ23–89, and PrP102L cells were 
cultured in the presence of 3H-thymidine overnight to monitor cell proliferation and 
radiolabeled with 59FeCl3 for 4 hr as above. Labeled cells were washed with PBS con-
taining 100 μM DFO to remove surface bound 59Fe, and chased in complete medium 
for 30 min to 16 hr. At the indicated times equal aliquots of medium were retrieved and 
released 59Fe was quantified in a γ-counter. Kinetic analysis shows minimal difference 
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in extra-cellular iron between cell lines after normalizing with 3H-thymidine (Figure 
9A). Estimation of cell-associated 59Fe after 16 hr of chase shows more 59Fe in PrPC 
and PrP102L, and significantly less in PrPΔ51–89 and PrPΔ23–89 compared to M17 lysates as 
observed in Figure 1 above (Figure 9B). However, the fold difference in ferritin iron 
content between M17 and other cell lines is significantly less after 16 hr of chase, and 
represents steady state levels of iron content in each cell line. Evaluation of possible 
ferroxidase activity of recombinant PrP using plasma as a positive control yielded 
negative results (Figure 9C). Though informative, this result does not rule out possible 
ferroxidase activity of cell-associated PrP, a technically challenging assay that has 
yielded inconclusive results (data not shown).

Figure 9. PrP is not involved in the export of iron from cells. (A) Cells expressing PrPC, PrPΔ51–89, 
PrPΔ23–89, and PrP102L were radiolabeled with 59FeCl3, washed with PBS supplemented with DFO, and 
chased in complete medium for 30, 60, 90, 120 min, and 16 hr. At the indicated time points equal 
aliquots of medium samples were quantified in a γ-counter. Estimation of released 59Fe does not 
show a significant difference between the indicated cell lines at any time point. n = 6 experiments in 
triplicate. (B) Cell associated 59Fe after 16 hr of chase reflects the ferritin iron content of each cell line 
noted in Figure 1 above, though the difference between cell lines is significantly less. (C) Possible 
ferroxidase activity of recombinant PrP was measured using the established colorimetric method [44] 
with modifications. Negative controls included water and albumin supplemented with copper, and 
positive controls included plasma in the absence or presence of copper. Recombinant PrP does not 
show detectable ferroxidase activity either in the absence or presence of copper, whereas plasma 
shows a robust reaction under similar conditions.
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DISCUSSION 

The results presented in this report demonstrate an unprecedented role of PrP in facili-
tating iron uptake by cells and its transport to cellular ferritin. Using a combination 
of neuroblastoma cell lines expressing normal and mutant PrP forms, we demonstrate 
that over-expression of PrPC increases intracellular LIP and the amount of iron depos-
ited in ferritin. Pathogenic and non-pathogenic mutations of PrP over-expressed to the 
same extent as PrPC alter cellular LIP and ferritin iron content differentially, specific to 
the mutation. Certain cell lines, especially cells expressing anchorless PrP231stop, dem-
onstrate increased LIP in the presence of decreased ferritin iron, while PrP102L-cells 
display low LIP in the presence of adequate ferritin iron. Furthermore, stimulation of 
endocytosis by PrP specific antibody increases ferritin iron, while cross-linking at the 
plasma membrane increases LIP but has minimal effect on ferritin iron, indicating that 
alteration of PrP function or cellular localization disturbs the homeostasis between 
ferritin iron and cellular LIP. The differential incorporation of iron by mutant cell lines 
is maintained in the presence of excess extra-cellular iron, demonstrating a dominant 
role of PrPC in iron uptake and transport. The positive effect of PrPC on cellular iron is 
mainly due to enhanced uptake since the amount released into the culture medium is 
not altered in any of the cell lines tested. Together, these observations suggest a role for 
PrPC in mediating iron uptake and transport to ferritin directly, or by interacting with 
other iron modulating proteins. Below we discuss these data with reference to possible 
functions of PrPC in cellular iron metabolism, and the implications thereof in inducing 
imbalance in iron homeostasis observed in prion disease affected brains [15, 16, 45].

It is surprising that a GPI-linked protein such as PrPC is involved in iron trans-
port to ferritin since PrPC is a membrane protein that undergoes vesicular transport 
while ferritin is cytosolic [29]. Normally, cellular iron uptake is mediated by the Tf/
TfR dependent and independent pathways, the former being most prominent and well 
characterized especially in neuroblastoma cells. In the Tf/TfR dependent pathway, 
ferric iron captured by Tf is taken up by the cells through TfR-mediated uptake via 
clathrin coated pits. Tf-bound ferric iron is released in the acidic environment of the 
endosomes, reduced to ferrous iron by an endosomal ferric reductase Steap3, and 
transported across the endosomal membrane by DMT1 to cytosolic ferritin where it is 
oxidized to the fairly inert ferric form by ferritin H-chain and stored [18, 19, 29]. In the 
Tf-independent pathway, iron is taken up by an unknown transport mechanism, possi-
bly non-specifi cally by fl uid phase of endocytosis, and stored in ferritin. Ferritin regu-
lates the biologically available LIP in the cell, and is itself regulated by iron regulatory 
proteins (IRPs) 1 and 2 [18, 19, 30, 31]. In neuroblastoma cells, the LIP is a function 
of total cellular iron, and an increase in cellular iron is accompanied by increased fer-
ritin content to maintain the LIP within safe limits [32, 33]. Where might PrP intersect 
with this tightly orchestrated mechanism of iron uptake, transport, and storage? Three 
potential mechanisms are plausible: (1) modulation of uptake at the plasma membrane 
independently or by interacting with the Tf/TfR dependent pathway, (2) facilitation 
of iron transport to cytosolic ferritin across the endosomal membrane by promoting 
ferric iron release from Tf and/or its reduction for transfer through DMT1 [19], or 
(3) assistance in deposition into ferritin by oxidizing ferrous iron to the ferric form. 
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It is unlikely that PrP facilitates export of iron from neuroblastoma cells based on our 
observations.

At the plasma membrane, PrPC could take up iron directly from the extra-cellular 
milieu and deliver to an endosomal compartment as suggested for copper [34]. How-
ever, this seems unlikely for three reasons; (1) 59Fe-labeled PrPC could not be detected 
in radiolabeled cells although labeled recombinant PrP is easily detected using the 
same procedure [17], (2) 59Fe-labeled recombinant PrP loses its label to Tf when added 
to cells, indicating lower affi nity for iron relative to Tf (unpublished observations), 
and (3) intracellular LIP is high in cells expressing anchorless PrP231stop despite low fer-
ritin iron content, indicating effi cient uptake of iron in the absence of cell surface PrPC. 
It remains plausible, though, that PrPC modulates iron uptake by the Tf/TfR pathway 
at the plasma membrane or in an endosomal compartment [35].

It is also possible that extra-cellular iron induces the movement of PrPC from deter-
gent insoluble membrane domains where it normally resides to the proximity of TfR in 
a similar manner as in the presence of copper [34]. Here, it may enhance the binding 
of iron loaded Tf to its receptor, or stimulate the endocytosis of Tf/TfR complex by a 
direct or an indirect interaction. In this context, it is interesting to note that PrPC under-
goes endocytosis through clathrin coated pits after associating with a transmembrane 
protein through its N-terminal domain [36], suggesting that the reported co-localiza-
tion of PrPC with Tf and TfR within endosomes may refl ect a functional association 
rather than co-residence due to a common mode of endocytosis [37]. Assuming this 
scenario, the increase in TfR levels by stimulation of PrP endocytosis by 3F4 and the 
differential effect of mutant PrP forms on ferritin iron content may be explained by 
a change in the rate of endocytosis, or altered interaction of normal and mutant PrP 
forms with Tf or TfR due to misfolding [35-37]. We have previously reported in-
creased endocytosis and defective recycling of mutant PrP102L in neuroblastoma cells 
[38], a fact that may account for increased ferritin iron in these cells. Though attrac-
tive, this model fails to explain decreased ferritin iron in the presence of signifi cantly 
high LIP in cells expressing anchorless PrP231stop and by cross-linking PrP at the plasma 
membrane, indicating a role downstream from the plasma membrane. The up-regula-
tion of PrPC at the transcriptional and translational level when cells are exposed to ex-
cess extra-cellular iron (supporting information) perhaps refl ects its function as an iron 
regulatory protein, though a protective response to oxidative stress cannot be ruled out 
under these experimental conditions [39]. However, since all cell lines display similar 
differences in 59Fe-ferritin content when labeled with 59FeCl3 or purifi ed 59Fe-Tf (un-
published observations), it is likely that PrPC functions downstream of the iron uptake 
pathways specifi c for free and Tf bound iron, perhaps in an endosomal compartment.

Keeping the above facts in mind, it is plausible that PrPC functions as a ferric 
reductase along with Steap3 to facilitate the transport of ferric iron released from Tf 
across the endosomal membrane to cytosolic ferritin. This assumption is supported 
by the fact that PrPC functions as a copper transport protein by reducing copper (II) 
prior to transfer to copper (I) specifi c traffi cking proteins within cells [34]. Such a 
function would explain the low ferritin iron content in cells expressing mutant PrP 
lacking the octapeptide region responsible for reducing copper (II) [34], the observed 



72 Recent Advances in Microbiology

up-regulation of PrPC in response to exogenous iron, increase in ferritin iron by in-
creased expression of PrPC and stimulation of PrP endocytosis, and co-localization of 
PrPC and ferritin in cells exposed to excess iron [17]. However, decreased ferritin iron 
despite high LIP levels in cells expressing anchor-less PrP and the opposite scenario 
in PrP102L-cells suggests an additional role in iron transport between the LIP and cel-
lular ferritin, a function that is hard to explain merely by the altered reductase activity 
of mutant proteins. Although, we could not detect measurable ferroxidase activity of 
recombinant PrP, such a function of cell associated PrPC would explain the facilitative 
effect of PrPC on iron incorporation into ferritin. Further studies are required to resolve 
this question.

Despite obvious shortcomings in our data in explaining the mechanistic details of 
cellular iron modulation by PrP, this report clearly shows the effect of PrP and its mu-
tants on iron uptake and transport. We demonstrate a state of mild iron overload medi-
ated by PrPC, and mild iron defi ciency or imbalance by pathogenic and non-pathogenic 
mutations of PrP. The positive role of PrPC on cellular iron levels is further support-
ed by a recent study where transgenic mice lacking PrPC expression (PrP−/−) recover 
slowly from experimentally induced hemolytic anemia [40], indicating a functional 
role for PrPC in iron uptake by hematopoietic cells. These fi ndings take on a greater 
signifi cance since prion disease affected human and animal brains show signs of iron 
imbalance [45], a potentially neurotoxic state due to the highly redox-active nature of 
iron. It is conceivable that dysfunction of PrP due to aggregation combined with the 
formation of redox-active PrPSc aggregates [17] induces brain iron imbalance, contrib-
uting to prion disease associated neurotoxicity. Future studies are required to defi ne 
the precise biochemical pathway of iron modulation by PrP, and develop therapeutic 
strategies to prevent iron induced neuronal death in prion disorders.

MATERIALS AND METHODS 

Antibodies and Chemicals
Monoclonal anti-PrP antibodies 3F4 and 8H4 were obtained from Signet (Dedham, 
MA) and Drs. Man-Sun Sy (Case Western Reserve University) and Pierluigi Gambetti 
(National Prion Surveillance Center, Case Western Reserve University) respectively. 
Antibody against human ferritin was purchased from Sigma (St. Louis, MO), anti-
transferrin from GeneTex (San Antonio, TX), anti transferrin receptor from Zymed 
Laboratories Inc (Carlsbad, CA), and anti-Thy 1.1 from eBioscience (SanDiego, CA). 
Secondary antibodies tagged with HRP or fluorophores FITC and TRITC were ob-
tained from Amersham Biosciences (England) and Southern Biotechnology Associ-
ates (Birmingham, AL) respectively. Ferrous ammonium sulfate, Ferene S, and all 
other chemicals were purchased from Sigma. All cell culture supplies were obtained 
from Invitrogen. The 59FeCl3 was from Perkin-Elmer.

Cell Lines and Culture Conditions
Human neuroblastoma cells (M17) were obtained from J. Biedler (Memorial Sloan-
Kattering Cancer Center, New York) and purchased from ATCC. The M17 cells ex-
pressing PrPC, PrP231stop, PrPΔ51–89, PrPΔ23–89, and PrP102L were generated and cultured 
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as described in previous reports [41, 42]. For this study M17 cells from two different 
sources were transfected at least three separate times and bulk transfected cells were 
used to avoid cloning artifacts. Similarly transfected cells from two different inves-
tigators and cells cultured in DMEM supplemented with 10% FBS and Opti-MEM 
supplemented with different lots of FCS were also tried to avoid errors due to culture 
conditions.

Radiolabeling with 59FeCl3

The M17, PrPC, and mutant PrPΔ51–89, PrPΔ23–89, PrP102L, and PrP231stop cells cultured 
overnight to 80% confluency were serum starved for 1 hr and incubated with 59FeCl3-
citrate complex (1 mM sodium citrate and 20–25 μCi of 59FeCl3 in serum free Opti-
MEM; molar ratio of citrate to iron was maintained at 100:1) for 4 hr at 37°C in the 
incubator. At the end of the incubation cells were washed 3 times with ice cold PBS 
and lysed with native lysis buffer (0.14 M NaCl, 0.1 M HEPES, pH 7.4, 1.5% Triton 
X-100 and 1 mM PMSF). Aliquots of lysates were mixed with glycerol (to a final 
concentration of 5%) and traces of bromophenol blue, and equal amount of protein 
from each sample was resolved on 3–9% native gradient gel. For fractionation on 
SDS-PAGE, the same samples were mixed with 4× SDS-sample buffer, boiled for 10 
min and resolved on SDS-PAGE followed by immunoblotting.

Native Gradient Gel Electrophoresis, Autoradiography, Immunoblotting, and 
Electroelution
Electrophoresis of lysates was performed using a Hoefer SE 600 vertical apparatus 
with a cooling system. Linear 3–20% (Figure 1) or 3–9% (Figure 3) gradient poly-
acrylamide gels were prepared as described by Vyoral et al. [21] with modifications. 
The gel mixture contained 0.375 M Tris, pH 6.8, 1.5% Triton X-100, and 1.18 mM 
ammonium persulfate. N,N,N′,N′-Tetramethylethylenediamine (TEMED) was added 
to a final concentration of 5.38 mM. Radiolabeled lysates mixed with glycerol were 
subjected to electrophoresis using electrode/running buffer (25 mM Tris, 192 mM 
glycine pH 8.3, and 1.5% Triton X-100) under constant current (100 mA) for 4 hr at 
4°C. Gels were either electroblotted or vacuum dried (BioRad) and exposed to X-ray 
film (Kodak BioMax XAR) fitted with intensifying screens. For Western Blotting, 
gels were washed thoroughly with electrode buffer without Triton X-100 for 2 hr (each 
wash of 200 ml, 10 min) on a slowly rocking platform to remove Triton. The gel was 
electroblotted to a PVDF membrane using BioRad semi-dry electroblotting system 
with anode buffer (25 mM Tris, pH 10.4) and cathode buffer (25 mM Tris, 39 mM 
glycine, pH 9.2) at 25 V for 90 min. Membranes were further processed for immu-
nodetection as described below. To confirm the identity of iron labeled proteins, iron 
bands were excised from native gels and proteins were electro-eluted using Biorad 
electro-eluter at 60 mA for 4 hr. Eluted proteins were concentrated by methanol pre-
cipitation and analyzed by SDS-PAGE.

SDS-PAGE and Western Blotting
Cells cultured under different conditions were fractionated by SDS-PAGE and im-
munoblotted as described previously [41, 42]. The following antibody dilutions were 
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used: 8H4 (1:3000), 3F4 (1:5000), ferritin (1:1000), Tf (1:6000), TfR (1:3000), actin 
(1:7500), secondary antibodies conjugated with horseradish peroxidase (1:6000). Im-
munoreactive bands were visualized by ECL (Amersham Biosciences Inc.).

Measurement of Intracellular Calcein-chelatable Iron
Cellular LIP was assayed as described by Tenopoulou et al. [43] using the iron sensi-
tive fluorescent dye calcein. When incubated with cells as a lipophilic calcein-AM-
ester (molecular probes), it enters the cells and is cleaved by cellular esterases to re-
lease calcein that binds iron and is quenched by this reaction. Upon addition of the cell 
permeable iron chelator SIH, iron is released from calcein that regains its fluorescence 
(recorded at λex 488 nm and λem 518 nm). Briefly, 5 × 105 M17 cells or cell lines ex-
pressing PrPC and mutant PrP forms plated in 35 mm Petri dishes were washed with 
PBS containing 1 mg/ml BSA and 20 mM Hepes, pH 7.3 and incubated with 0.25 
μM calcein-AM for 20 min at 37°C in same buffer. After calcein loading, cells were 
trypsinized, washed and re-suspended in 1.0 ml of the above buffer without calcein-
AM and placed in a 24 well micro-plate in a thermostatically controlled (37°C) fluo-
rescence plate reader (Microtek). The fluorescence was monitored at λex 488 nm and 
λem 518 nm. Iron-induced quenching of calcein was reduced by the addition of 20 μM 
SIH. Cell number and viability was checked by Trypan Blue dye exclusion and results 
were expressed as ΔF/106 cells.

Detection of Iron with Ferene S
Cell lines cultured overnight in complete medium or in the presence of 0.1 mM FAC 
were washed with PBS supplemented with EDTA to chelate surface bound iron and 
pelleted. The pellet was dissolved in 50 μl of acetic acid and equal amount of protein 
(50 μg) was spotted on a PVDF membrane and immersed in a freshly prepared solu-
tion of Ferene S (0.75 mM 3-(2-pyridyl)-5, 6-bis(2-(-furyl sulfonic acid)-2, 4-triazine, 
2% (v/v) acetic acid, 0.1% thioglycolic acid) (24) for 30 minutes at 37°C. Ferene 
reacts with iron in the presence of acetic acid and thioglycolic acid to form a dark blue 
complex. Stained membranes were de-stained with 2% acetic acid and scanned.

Stimulation of Endocytosis with 3F4 Antibody
The M17 and PrPC cells were cultured in DMEM supplemented with 5% FBS and 
1% PSF at 37°C in a humidified atmosphere in absence or presence of 1 μg/ml of 3F4 
for 5 days [26], [27]. Medium containing 3F4 was replaced every second day and care 
was taken to make sure that the cells did not achieve confluency. On the fifth day, cells 
were washed and incubated with serum free DMEM for 1 hr, followed by radiolabel-
ing with 59FeCl3-citrate complex in DMEM for 4 hr as above. In a separate experimen-
tal paradigm, N2a, M17, and PrPC cells were radiolabeled as above in the presence of 
12 μg/ml of 3F4 or Thy-1 4 hr. After labeling, cells were washed, lysed in native lysis 
buffer, and analyzed as above.

Immunostaining and Fluorescence Microscopy
Cell lines subjected to different experimental conditions were processed for immunos-
taining as described in a previous report [41].
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Estimation of Iron Export from Cells
Cell lines expressing different PrP forms were radiolabeled with 59FeCl3-citrate com-
plex as above. Cell surface bound iron was chelated with three washes of PBS supple-
mented with DFO (100 μM) and the cells were chased in complete medium for dif-
ferent time periods. A 50 μl aliquot of the medium was retrieved at each time point 
and counted in a γ-counter. After 16 hr, cells were lysed and cell associated iron was 
measured in a gamma counter.

Estimation of Ferroxidase Activity of Recombinant PrP
Ferroxidase activity of PrP was measured by the published colorimetric method us-
ing 3-(2-pyridyl)-5,6-bis(2-(5furylsulfonic acid))-1,2,4-triazine that forms a colored 
Fe2+ complex with ferrous iron (44) with the following modifications: Reagent A: 
0,45 mol/l sodium acetate, pH 5.8, reagent B:130 mmol/l thiourea, 367 μM/l Fe(NH4)
(SO4)2×6H2O, reagent C (chromogen): 18 mmol/l 3-(2-pyridyl)-5,6-bis(2-(5-furylsul-
fonic acid))-1,2,4-triazine in 0.01 M Tris pH 7.0. Each sample contained either 1 μl 
of water or 1 μl of 300 μM CuSO4, 6 μL of the sample (undiluted human plasma, hu-
man serum albumin 70 g/l (Sigma A1653-5G) in PBS or recombinant prion protein 
(0.6 μg/ml) and 820 μl of reagent A. Multichannel pipette (Finnpipette) was used 
for therapid addition of the reagent B (substrate) to minimize the time difference in 
sample processing. Sample quadruplicates were incubated at 37°C for 4 min. Unoxi-
dized Fe2+ was reacted with 60 μl of chromogen solution (reagent C) and absorbance 
was measured at 600 nm with Smart Spec Plus (BioRad) spectrophotometer. Copper 
was added to provide two copper ions per PrP molecule, and was also added to human 
albumin and plasma samples. The amount of PrP protein in PrP-containing samples 
(3.6 μg/sample) roughly corresponds to a known amount of ceruloplasmin in 6 μl of 
undiluted human plasma. As a control, purified 99% human serum albumin was used 
(70 g/l in PBS) to mimic the total protein concentration in plasma. As a blank samples 
were supplemented with 6 μl of de-ionized water instead of albumin solution, plasma 
or recombinant PrP solution.

RNA Isolation and Northern Blotting
The M17 and WT cells cultured in the absence or presence of 0.1 mM FAC for 24 
hr were washed with cold PBS, trypsinized, and collected in 1.5 ml eppendorf tubes. 
Total RNA was isolated by using SV total RNA isolation kit (Promega, Madison, WI) 
and quantified. 15 μg of total RNA was fractionated on 0.8% formaldehyde agarose 
gel followed by blotting to positively charged Nylon membranes (Roche diagnostics). 
Membranes were hybridized with DIG-labeled PrP or β-actin probes and binding was 
detected by the CSPD reagent.

STATISTICAL ANALYSIS

Data are presented as the mean ± SEM values. Statistical evaluation of the data was 
performed by using Students t-test (unpaired).
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Chapter 6

Activity and Interactions of Liposomal Antibiotics in 
Presence of Polyanions and Sputum of Patients with 
Cystic Fibrosis
Misagh Alipour, Zacharias E. Suntres, Majed Halwani, Ali O. Azghani, 
and Abdelwahab Omri

INTRODUCTION

To compare the effectiveness of liposomal tobramycin or polymyxin B against 
Pseudomonas aeruginosa in the cystic fibrosis (CF) sputum and its inhibition by com-
mon polyanionic components such as DNA, F-actin, lipopolysaccharides (LPS), and 
lipoteichoic acid (LTA).

Liposomal formulations were prepared from a mixture of 1,2-dimyristoyl-sn-
glycero-3-phosphocholine (DMPC) or 1,2-dipalmitoyl-sn-glycero-3-phosphocholine 
(DPPC), and cholesterol (Chol), respectively. Stability of the formulations in different 
biological milieus and antibacterial activities compared to conventional forms in the 
presence of the aforementioned inhibitory factors or CF sputum were evaluated.

The formulations were stable in all conditions tested with no signifi cant differ-
ences compared to the controls. Inhibition of antibiotic formulations by DNA/F-actin 
and LPS/LTA was concentration dependent. The DNA/F-actin (1251,000 mg/l) and 
LPS/LTA (1 to 1,000 mg/l) inhibited conventional tobramycin bioactivity, whereas, 
liposome-entrapped tobramycin was inhibited at higher concentrationsDNA/F-actin 
(5001,000 mg/l) and LPS/LTA (1001,000 mg/l). Neither polymyxin B formulation was 
inactivated by DNA/F-actin, but LPS/LTA (11,000 mg/l) inhibited the drug in conven-
tional form completely and higher concentrations of the inhibitors (1001,000 mg/l) 
was required to inhibit the liposome-entrapped polymyxin B. Co-incubation with in-
hibitory factors (1,000 mg/l) increased conventional (16-fold) and liposomal (4-fold) 
tobramycin minimum bactericidal concentrations (MBCs), while both polymyxin B 
formulations were inhibited 64-fold.

Liposome-entrapment reduced antibiotic inhibition up to 100-fold and the CFU of 
endogenous P. aeruginosa in sputum by 4-fold compared to the conventional antibi-
otic, suggesting their potential applications in CF lung infections.

Chronic bronchial infections caused by opportunistic pathogens in the lower re-
spiratory tract are a major cause of health decline in the CF population [1]. These 
recurrent infections are mainly due to gram-negative bacteria, with P. aeruginosa be-
ing the most common species isolated [2-4]. Bacterial infections lead to biofi lm for-
mation and host infl ammatory responses and the ultimate resistance to antibacterial 
therapies results in increased morbidity and mortality [5-10]. Presently, prophylactic 
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anti-infl ammatory and antibacterial chemotherapy have dramatically improved the life 
span of the CF population, albeit pathogenic resistance to commonly used antibiotics 
has raised the demand for the development of novel therapeutic modalities [11-13].

Antibiotics like aminoglycosides and polymyxins have been used for the treatment 
of acute or chronic exacerbations in response to multi-drug resistant (MDR) bacteria, 
particularly Gram-negative bacilli such as P. aeruginosa [14-17]. Aminoglycosides 
including tobramycin contain broad antibacterial and post-antibiotic effect, but due to 
their hydrophilic nature, they are not absorbed and have adverse effects (i.e., nephro-
toxicity, ototoxicity) when parenterally administered [17-19]. Presently, intravenous 
administration of aminoglycosides is widely used by CF clinicians and limiting the 
dose to daily administration seems to reduce adverse effects [20, 21]. Polymyxins 
are cationic polypeptides that bind to lipopolysaccharide of the Gram-negative bacte-
ria and increase their membrane permeability and cell death. Cytotoxicity issues and 
adaptive resistance by bacterial cell surface alterations have limited their application 
to cases where other antibiotics have failed [22-24].

Clinical studies have shown the success of antibiotics used in inhalation therapy, 
alone or in synergism, to combat MDR P. aeruginosa [25-31]. However, loss of innate 
immune response, the emergence of resistant mucoidal strains, and increase in biofi lm 
production, and the buildup of thick polyanionic sputum have hampered complete 
eradication of these infections [7,32-35]. Although an antibiotic may display activ-
ity against planktonic bacteria in vitro, the harsh environment of sputum containing 
factors produced by host and the microbes reduce their potential interactions with the 
targeted pathogens [36, 37]. Clinical experiments have shown that in the presence of 
sputum, antibiotic potency is reduced mainly because of binding to sputum and its 
inhibitory components like glycoproteins [e.g., mucin (8–47 mg/ml)] [38], neutrophil 
derived DNA (0.6–6.6 mg/ml) [38], and actin fi laments (0.1–5 mg/ml) [39], and bacte-
rial endotoxins such as LPS and LTA [40-47].

Liposomes are biodegradable delivery vesicles made up of single or multiple phos-
pholipids in the range of several nanometers to micrometers [48, 49]. It is clear that 
entrapment of the majority of antibacterial agents in liposomes tends to enhance bio-
activity, bioavailability, and lower drug toxicity [50-52]. Liposomes may protect the 
entrapped agent from aggregation and inactivation with polyanionic components of 
the CF sputum, hence increasing its activity at the site, although the sputum may act 
as a barrier to larger liposomes [53-55]The present study was carried out to answer the 
following questions: (i) Are liposome-entrapped antibiotics stable in the environment 
of the sputum? (ii) Will the entrapment within liposomes reduce antibiotic interac-
tion with the inhibitory factors present in the sputum? (iii) Will liposome-entrapped 
antibiotics reduce the number of live bacteria in sputum more effectively than the free 
antibiotics?

Our data demonstrate that liposomes are stable in presence of sputum and inhibi-
tory factors. This data is encouraging as it displays the ability of lipid vesicles to 
protect the antibiotics from inactivation. The study shows that free tobramycin and 
polymyxin B, incubated with negatively charged inhibitory factors, is greatly inhibited 
compared to liposome-entrapped forms at higher concentrations. Liposome-entrapped 
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antibiotics display higher reduction in CFU of endogenous P. aeruginosa in sputum 
compared to the free antibiotic suggesting its potency in CF lung infections.

MATERIALS AND METHODS 

F-actin and Other Chemicals
Human placental DNA, G-actin, Escherichia coli (O111:B4) lipopolysaccharide 
(LPS), and Staphylococcus aureus LTA were purchased from Sigma Chemicals Co 
(St. Louis, MO, USA). Monomeric G-actin was prepared from an acetone powder of 
rabbit skeletal muscle in a non-polymerizing buffer (10 mM TRIS, pH 7.4, 0.2 mM 
CaCl2, 0.2 mM ATP, 1 mM Dithiothreitol). The G-actin was then polymerized to F-
actin with the addition of 2 mM MgCl2 and 150 mM KCl and gently shaken for 1 hr at 
room temperature. Depending on the experiment, DNA, LPS, and LTA were dissolved 
in double distilled H2O or in cation-adjusted MuellerHinton (CAMH) broth. Synthet-
ic DMPC, Chol, and DPPC were obtained from Northern Lipids Inc (Burnaby, BC, 
Canada). Polymyxin B (Alexis Biochemicals, Burlington, NC, USA), and tobramycin 
(Sandoz Laboratories, Boucherville, QC, Canada), were diluted in Phosphate Buffered 
Saline solution (PBS: 160 mM NaCl, 10 mM KH2PO4, pH 7.4).

Organisms
Reference strains P. aeruginosa (ATCC 27853) were purchased from PML Microbio-
logicals (Mississauga, ON, Canada). Clinical isolate strains PA-48912-1, PA-48912-2, 
and PA-48913 were kindly obtained from the Clinical Microbiology Laboratory of 
Memorial Hospital (Sudbury, ON, Canada) and grown to form biofilm as described 
elsewhere [56]. The strains were inoculated onto CAMH agar plates and incubated 
for 18 hr at 37°C before any experiments. For any bactericidal experiment involving 
ATCC 27853, single colonies were suspended to a concentration of 1×106 cfu/ml in 
CAMH broth before addition to 96-well plates.

Preparation and Characterization of Liposomal Antibiotics
Liposome-entrapped tobramycin or polymyxin B was prepared from a lipid mixture 
of either DMPC or DPPC and Chol (molar ratio of 2:1), respectively, by dehydration-
rehydration method as described previously with slight modifications [57, 58]. In 
brief, lipids were dissolved in chloroform and removed under vacuum at 53°C using 
a rotary evaporator (Buchi-Rotavapor R205, Brinkmann, Toronto, ON, Canada). 2 ml 
of an aqueous solution of tobramycin or polymyxin B at a concentration of 10 mg/
ml were added to the thin dry lipid film and hand shaken in a warm water bath for 1 
min. The lipid suspensions were sonicated in a round-bottom Erlenmeyer flask for 
5 min (Sonic Dismembrator Model 500, Fischer Scientific, USA) while submerged 
in an ice-bath. The sonicator was not in direct contact with the liposome suspension 
at any time. The suspension was freeze-dried overnight for preservation and higher 
entrapment (Labconco model 77540, USA). At the time of experiment, dehydrated 
liposomes were rehydrated in PBS above the phase transition temperature of lipids 
(DMPC Tc = 23°C; DPPC Tc = 41°C), for 2 hr and unentrapped drug was washed off 
twice by ultracentrifugation at 62,000 g. This step ensures that the unentrapped drug 
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(in the supernatant) is separated from the liposomal pellet and is aspirated from the 
formulation. The liposomal suspensions were diluted at room temperature and size 
and polydispersity index was automatically determined with the use of a NICOMP 
270/autodilute Submicron Particle Sizer according to manufacturer instructions (Santa 
Barbara, CA, USA). The content of antibiotic entrapped in liposomes (after disruption 
with 0.2% Triton X-100) was measured by an established method as described previ-
ously for tobramycin and polymyxin B [51, 58]. Encapsulation efficiency (EE) was 
calculated as follows:

EE(%) = (concentration of antibiotic released) / (concentration of initial antibiotic) × 100%

Stability of Liposomes Loaded with Antibiotics
The stability of antibiotics in the formulations was examined according to Mugabe et al. 
[59] at 37°C for 18 hr in the presence of PBS, CAMH broth, supernatant of biofilm 
forming P. aeruginosa (PA-48912-1, PA-48912-2, and PA-48913), a combination of 
DNA, F-actin, LPS, and LTA at a concentration of 1,000 mg/l, and intact or autoclaved 
sputum. In experiments involving sputum, pooled CF sputum was either kept intact 
and diluted 1:10 (w/v), or autoclaved for 10 min before mixing with CAMH broth. 
After incubation, aliquots of the mixtures were removed and centrifuged. Antibiotic 
presence in the pellet was assayed by the microbiological assay as described above, 
and the amount of antibiotic released from the liposomes was expressed as a percent-
age of the total antibiotic concentration at 0 hr.

Bacterial Killing Assays in Presence of Polyanions
Antibacterial activity of the formulations was measured in the presence or absence of 
polyanions found in the CF lung. P. aeruginosa (ATCC 27853) was grown on CAMH 
agar overnight at 37°C. Single colonies were diluted and suspended in CAMH broth 
alone or with 2-fold dilutions of LPS, LTA, DNA, and F-actin (125 to 1,000 mg/l); 
2-fold dilutions of DNA and F-actin (125 to 1,000 mg/l); and 10-fold dilutions of LPS 
and LTA (1 to 1,000 mg/l). Equal volumes of 100 μl were added to a 96-well plate to 
a final concentration of 1×106 cfu/ml. To each well, 100 μl of the free or liposome-
entrapped antibiotic (0.125–256 mg/l; final concentration) was added and the plates 
were incubated for 3 hr at 37°C. The incubation period and concentration chosen were 
adequate to allow liposome or free antibiotic-bacteria interaction and eradication. Af-
ter incubation, the suspensions were kept cool on ice and bacterial suspensions were 
diluted 10–10,000 folds in PBS. Wells treated in the absence of polyanions were plated 
as is, that is without any dilutions. Aliquots (100 μl) of each dilution were plated on 
CAMH agar and incubated overnight at 37°C. The cfu/ml values were then determined 
for each of the three independent experiments.

To determine the ability of liposomes to retain their antibiotic activity, the MBC 
of the antibiotic formulations were determined in an 18 hr period by a standard mi-
crobroth dilution assay in CAMH broth alone or with a mixture of LPS, LTA, DNA, 
and F-actin at a fi xed concentration of 1,000 mg/l. The MBC assay was performed as 
mentioned above with addition of 2-fold dilutions of the free or liposomal antibiotic 
formulations added to the 96-well plates. The fi nal volume in each well was 200 μl, 



and PBS or CAMH alone were used as positive (no antibiotic) and negative (no bac-
teria) controls, respectively. Following incubation for 18 hr, aliquots (100 μl) were 
aspirated from each well and subcultured on CAMH agar plates overnight. The MBC 
was defi ned as the lowest concentration of the antibiotic that resulted in less than 30 
cfu live bacteria/Petri dish.

Expectorated Sputum
The sputum samples were collected by spontaneous expectoration from nine CF pa-
tients following informed consent and a protocol approved by the Research Ethics 
Committee (Sudbury Regional Hospital, Sudbury, Ontario, Canada). Patients’ age, 
name, treatments, and exacerbation records were kept confidential. Sputum samples 
colonized with moderate to heavy growth of P. aeruginosa were pooled and frozen at 
−80°C in aliquots. To measure the effects of the formulations on endogenous P. 
aeruginosa, aliquots of sputum samples were also stored at 4°C and used within 24 
hr of collection. At the time of the experiment, the sputum samples were diluted 1:10 
(w/v) in CAMH broth and mixed with the antibiotic formulations to achieve concen-
trations ranged 1 to 512 mg/l. The mixtures were then incubated for 18 hr at 37°C and 
the cfu/ml of live bacteria was determined according to the aforementioned protocol. 
The dilution of the samples should have affected the viscoelastic properties of the 
sputum, and this dilution was only done for easier handling and measurement of the 
sputum samples.

Data Analysis
All results were expressed as mean ± SEM obtained from three trials. Comparisons be-
tween free and liposomal formulations were made by ANOVA one-way post t-test, and 
P-values were considered significant when (*) p<0.05, (**) p<0.01, (***) p<0.001.

DISCUSSION 

Polycationic antibacterial agents, like aminoglycosides and polymyxins, require self-
promoted uptake pathways for entry and eradication of gram-negative bacteria [60]. 
The cationic antibiotics increase bacterial outer membrane permeability by displacing 
magnesium ions and binding to LPS [41, 60]. In the highly ionic CF sputum, however, 
the high affinity of excreted polyanionic bacterial endotoxins and glycoproteins from 
lysed white blood cells towards cationic antibiotics decreases their overall interaction 
with the bacteria in the lungs [46, 62]. Liposomes may create a protective environment 
for antibacterial agents to minimize such interactions and subsequently maintain a 
steady drug concentration in the lungs. Our data on the stability of the liposomal for-
mulations displays that tobramycin leakage was at equilibrium after 3 hr, while poly-
myxin B leakage continued up to half its concentration over 18 hr. This suggests that 
these nanoparticles are effective in protecting the antibiotics in the CF sputum in vitro. 
The stability will ensure a continuous presence of the antibiotic at the site of infection, 
and improves antibiotic bioavailability and biodistribution in vivo [63].

Polyanions like DNA and F-actin have strong affi nity for their multivalent coun-
terions and tend to aggregate (form bundles) in the presence of cationic antibiotics 
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which block their bioactivity [40, 46, 64, 65]. Our results demonstrate the capability 
of liposomes to reduce the antibiotics’ contact with polyanionic factors in the sputum 
and enhance bacteria-antibiotic(s) interactions. The liposomal formulation protected 
tobramycin from the inhibitory actions of DNA/F-actin at low concentrations while 
neither polymyxin B formulations were inactivated. Our fi ndings are in agreement 
with those reported by Hunt et al. [36] who found a reduction in tobramycin activity 
in the presence of DNA (within a 2 hr exposure) even when it was pretreated with 
recombinant human DNase (rhDNase). Weiner et al. [43] on the other hand, reported 
DNA and F-actin aggregation (within a 5 hr exposure) with increasing concentrations 
of tobramycin, yet bioactivity in a microbroth dilution assay (within an 18 hr expo-
sure) was not hindered by the presence of either DNA or F-actin. The inconsistencies 
among the results of the different studies may be attributed to factors such as incuba-
tion time, co-incubation of DNA and F-actin, and that DNA/F-actin concentrations 
were increased as tobramycin concentration was kept constant. The protective effect 
of the liposomes at the lower DNA/F-actin concentrations may be attributed to the 
neutral nature of the phospholipids comprising the liposomes which would not fa-
vor electrostatic interactions between phospholipids with DNA or F-actin. The lack 
of effectiveness of tobramycin encapsulated within liposomes in the presence of the 
higher concentrations of polyanionic factors cannot be explained from the results of 
this study but it may be possible that a build up of F-actin/DNA aggregates leads to an 
increase in viscoelasticity, which ultimately hinders liposome-bacteria interaction [64, 
65]. Reports from other studies have shown that DNA greatly hampers nanosphere 
diffusion through sputum and that the rhDNase improves its diffusion [53, 55, 56].

With regards to polymyxin B, reports from studies have shown G-actin polymer-
ization in the presence of polymyxin B [37] and DNA and polymyxin B precipitation 
in vitro [67]. In our studies, there was no loss of bioactivity when DNA, F-actin, or 
both were incubated with polymyxin B (data not shown). The observation of consis-
tent bacterial killing by polymyxin B can be attributed to the ability of the antibiotic 
to resist bundle formation, and having a higher affi nity for polyanionic LPS of the 
bacterial outer wall than DNA or F-actin. Weiner et al. [43] reported no aggregation or 
reduction of bioactivity between colymycin, an anionic colistin form, and DNA or F-
actin. However, the absence of aggregation may be due to the similar negative charges 
of the antibiotic and DNA or F-actin.

The binding of free bacterial surface components (e.g., LPS and LTA) to polyca-
tionic antibiotics like polymyxin B may be benefi cial to the host in terms of suppress-
ing infl ammation however it will compromise the antibacterial effect of the antibiotic. 
Tobramycin and polymyxin B tend to interact with the bacterial lipid membranes as 
indicated by the results of this study where the bioactivity of both antibiotics was 
reduced when co-incubated with LPS/LTA. However, the bioactivity of the antibiot-
ics within the liposomes fared better (Figure 3) although inhibited at the higher LPS/
LTA concentrations. The mechanism of inactivation of liposomal antibiotics by the 
higher polyanionic LPS/LTA levels cannot be attributed to the release of antibiotics 
from liposomes and subsequent inactivation because results from the liposomal stabil-
ity studies (Table 1) showed that the lipid bilayers were not lysed. This is consistent 
with results from another study reported by Davies et al. [68] where divalent anions 



entrapped in negative or positive charged liposomes when incubated with LPS were 
not signifi cantly leaked from the liposomes which were not lysed. It is possible then 
that the higher concentrations of LPS/LTA may contribute to the stabilization of the 
liposomes, reduce antibiotic release, and thus prevent the leakage of the antibiotics 
leading to reduction of their interaction with bacteria.

If the lipid bilayers of liposomes can decrease antibiotic interactions with the poly-
anionic components found in CF lungs and reduce bacterial growth within a 3 hr pe-
riod much more strongly than free antibiotics, its long term advantage and presence 
in an 18 hr period would be advantageous (Table 2). Unfortunately, prolonged contact 
between polyanions and the formulations greatly increased the free and liposomal 
polymyxin B bactericidal concentrations, with liposomal tobramycin exhibiting bet-
ter activity than free tobramycin. The dissimilar inhibitory effects on tobramycin and 
polymyxin B may be attributed to differences in their mechanisms of action, as tobra-
mycin, a polar drug can enter the cell while polymyxin B a lipophilic agent interacts 
with LPS on the cellular surface. The interaction of polymyxin B with cell surface 
LPS, in addition to the interaction with the polyanions might leads to competition at 
the LPS binding site of bacteria, ultimately reducing antibiotic binding.

In light of the higher bactericidal activities and lower inactivation of liposomal 
antibiotics in the presence of polyanionic components in vitro, we sought to compare 
the bactericidal activity of these formulations against endogenous P. aeruginosa in 
CF sputa to that of the free drug. As shown in Figure 4, the antibacterial activity of 
liposomal antibiotics was more effective than the free antibiotics by 4-fold, although 
due to a large microbial population in the CF sputum, neither of the formulations fully 
eradicated bacterial growth. While liposomal tobramycin (128 mg/l) reduced growth, 
liposomal polymyxin B (8 mg/l) fell into clinically acceptable levels. The high con-
centrations of antibiotics, tobramycin in particular, required to lower growth, may be 
primarily due to samples containing antibiotic resistant strains, or the sputum and its 
contents impeding antibiotic effects by acting as a physical barrier or inhibitor. Several 
studies have dealt with the inhibitory properties of sputum on antibiotics [34, 42, 69] 
while there have been a limited number of studies focused on liposomal penetration 
and interaction with sputum [53-55, 70]. The majority of these studies have focused on 
gene therapy and their transport across the sputum, but a recent work by Meers et al. 
[54] showed the ability of labeled neutral liposomes to penetrate sputum, and further-
more, aminoglycosidic amikacin-entrapped liposomes were more effi cacious than free 
amikacin in reducing bacterial growth in a rat P. aeruginosa infection model. In our 
study, due to issues of confi dentiality, we did not have access as to the clinical status of 
the patients or their pathology laboratory reports. Nevertheless, delivery of antibiotics 
via a liposomal system enhanced their antibacterial activity in sputum.

Although liposome entrapment of antibiotics and their increased effi cacy is not a 
novel fi nding, neutral liposome-entrapped antibiotics tended to be more bactericidal in 
sputum and in the presence of sputum components when compared to free antibiotics, 
but with reduced effi cacies over a longer period of time in vitro (18 hr exposure). This 
decrease in effi cacy appears to be the result of pro-longed interactions of the liposomes 
with the polyanionic factors found in sputum. As prophylactic and anti-infl ammatory 
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treatments are improving the lung function of CF patients, reduction in neutrophil 
infl ammatory response and bacterial infections may reduce its lysis and the presence 
of charged macromolecules which tend to inactivate cationic antibiotics. As novel ap-
proaches proceed towards a cure for CF, research must also be directed on strategies 
that obstruct the presence and/or action of inhibitory factors associated with the dis-
ease. Future work in our laboratory will tend to focus on disruption of these negatively 
charged factors for increased liposomal penetration.

RESULTS 

Liposome Entrapment and Sizing
The entrapment efficiency of tobramycin in liposomes composed of DMPC/Chol (35 
mg:10 mg) was 2.47 ± 0.19 mg/ml with a mean size of 293.7 ± 41.1 nm, (polydis-
persity index of 0.70 ± 0.12). Liposomes containing polymyxin B in DPPC/Chol (38 
mg:10 mg) had an entrapment efficiency of 0.4 ± 0.02 mg/ml, with a mean size of 
445.1 ± 49.3 nm (polydispersity index of 0.91 ± 0.06).

Stability of Liposome-entrapped Antibiotics
Liposomal stability and antibiotic leakage in different environments including CF spu-
tum at 3 or 18 hr post-exposure are shown in Table 1. The release rate of antibiotics in 
the presence of bacterial supernatant, polyanionic components, autoclaved, or intact 
sputum was comparable to PBS buffer or CAMH broth controls.

Table 1. Liposome-entrapped antibiotic stability assayed by microbiological assay.

Formulations Conditions Retention at 3 h Retention at 18 h

Liposomal tobramycin PBS buffer 72.7:±:3.2% 71.5:±:2.6%

CAMH broth 74.6:±:2.1% 73.3:±:0.5%

Bacterial Supernatant 72.9:±:1.6% 74.1 :±:2.0%

Polyanionic broth 74.3:±:2.2% 73.3:±:1.8%

Sterile Sputum 72.1 :±:3.0% 71.4:±:1.1%

Intact Sputum 73.8:±: 1.9% 71.7:±: 1.4%

Liposomal polymyxin B PBS buffer 67.5:±: 1.3% 54.9:±: 1.8%

CAMH broth 65.2:±: 1.2% 54.7:±: 1.7%

Bacterial Supernatant 67.5:±:2.1% 54.9:±:2.7%

Polyanionic broth 69.4:±:2.7% 51.3:±: 2.4%

Sterile Sputum 67.2:±:2.6% 53.3:±:2.4%

Intact Sputum 65.4:±: 1.5% 53.3:±:2.4%

The stability of the liposomal formulations were examined at 37°( in an 18 h period in the presence of PBS, CAMH 
broth, supernatant of biofi lm forming P. aeruginosa, a combination of DNA, F-actin LPS, and LTA and diluted intact 
or autoclaved s utum.

Effect of DNA, F-Actin, LPS, and LTA on Bactericidal Activity
To determine the inhibitory effects of DNA, F-actin, LPS, or LTA on the activity of 
antibiotics, different concentrations of these inhibitory factors were co-incubated with 



the antibiotic formulations during a 3 hr pre-incubation first. The free and liposomal 
tobramycin at 2 mg/l killed all ATCC 27853 strain within 3 hr, while the liposomal 
and free polymyxin B eradicated bacteria at 1 mg/l and 2 mg/l, respectively. The bac-
tericidal activity for both groups of antibiotics in the presence of DNA, F-actin, LPS, 
and LTA at the concentrations of 125 to 1,000 mg/l is shown in Figure 1. The activities 
of free and liposomal antibiotics were strongly inhibited and liposomal formulations 
tended to display lower antibiotic inhibition.

Figure 1. Bactericidal activity and inhibition of antibiotics by DNA, F-actin, LPS, and LTA. A) 
Bactericidal concentrations of free tobramycin (F-TOB) and liposomal tobramycin (L-TOB) were 
incubated in presence of LPS/LTA (1 to 1,000 mg/l). B) Bactericidal concentrations of free polymyxin 
B (F-PMB) and liposomal polymyxin B (L-PMB) were incubated in presence of DNA/F-actin/LPS/
LTA (125 to 1,000 mg/l). Growth controls are represented at 0 hr, and 3 hr. Comparisons between 
free and liposomal formulations were made by ANOVA one-way post t-test, and P-values were 
considered significant when (**) p<0.01, (***) p<0.001.
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Separately, the inhibition of activity by DNA and F-actin, LPS, and LTA were 
assessed. When DNA and F-actin were co-incubated with the tobramycin for-
mulations (Figure 2), free tobramycin failed to eradicate growth at DNA/F-actin 
concentrations of 125 to 1,000 mg/l. Higher concentrations of these inhibitory 
factors (500 to 1,000 mg/l) however, were required to hinder the liposomal tobra-
mycin activity. On the other hand, bactericidal activity of liposomal polymyxin B 
co-incubated with DNA/F-actin remained the same as antibacterial activity was 
not impaired within 3 hr (data not shown). Under the same conditions discussed 
above, the effects of bacterial surface components LPS and LTA on the activity of 
antibiotics were investigated. Free tobramycin (Figure 3A) activity was increas-
ingly inhibited at LPS/LTA concentrations of 1 to 1,000 mg/l. While the lower con-
centrations (1 to 10 mg/l) did not have any effect, higher concentrations (100 to 
1,000 mg/l) of LPS/LTA were able to inactivate liposomal tobramycin. Polymyxin 
B formulations behaved the same as tobramycin in the presence of LPS/LTA, as 
indicated in Figure 3B.

Figure 2. Bactericidal activity and inhibition of tobramycin by DNA and F-actin. Bactericidal 
concentrations of free tobramycin (F-TOB), and liposomal tobramycin (L-TOB) at 2 mg/l were 
incubated with P. aeruginosa (ATCC 27853), or in presence of DNA/F-actin (125 to 1,000 mg/l). 
Growth controls are represented at 0 hr, and 3 hr. Comparisons between free and liposomal 
tobramycin was made by ANOVA one-way post t-test, and P-values were considered significant 
when (***) p < 0.001.



Figure 3. Bactericidal activity and inhibition of antibiotics by LPS and LTA. A) Bactericidal 
concentrations of free tobramycin (F-TOB) and liposomal tobramycin (L-TOB) were incubated in 
presence of LPS/LTA (1 to 1,000 mg/l). B) Bactericidal concentrations of free polymyxin B (F-PMB) 
and liposomal polymyxin B (L-PMB) were incubated in presence of LPS/LTA (1 to 1,000 mg/l). 
Growth controls are represented at 0 hr (empty bar), and 3 hr (dark bar). Comparisons between 
free and liposomal formulations were made by ANOVA one-way post t-test, and P-values were 
considered significant when (***) p<0.001.

Since negatively charged polyanions hindered bactericidal activity in a short pe-
riod of time (3 hr exposure), their effect on the MBCs in an 18 hr period were also 
investigated (Table 2). MBC levels increased 16-fold for free tobramycin (16 mg/l) 
compared to 4-fold for its liposomal form (8 mg/l). Free (32 mg/l) and liposomal 
polymyxin B (16 mg/) were inhibited equally by the polyanions (64-fold increase in 
MBC).
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Table 2. Minimum Bactericidal Concentrations.

Formulations MBC (mg/L)

CAMH broth Inhibitory factors

Free tobramycin 1 16

Lipo tobramycin 2 8

Free polymyxin B 0.5 32

Lipo polymyxin B 0.25 16

Bactericidal activity of free and liposomal formulations against susceptible P. aeruginosa ATCC 27853 strain was 
carried out inbroth aloneor inpresence of DNNF-actin /LPS/L TA at a fi nal concentration of 1000 m /L.

Antibacterial Activity on CF Sputum
To test the efficacy of entrapped versus free antibiotics in the CF sputa, pooled sputum 
was diluted and incubated with increasing concentrations of tobramycin and poly-
myxin B for 18 hr. As shown in Figure 4, bacterial counts were reduced, but neither 
of the formulations eradicated endogenous bacteria present in the sputum. Liposomal 
tobramycin (128 mg/l; 5.3 ± 0.1 logs) and polymyxin B (8 mg/l; 3.8 ± 0.1 logs) dis-
played higher bactericidal activity than free tobramycin (512 mg/l; 5.4 ± 0.2 logs) and 
polymyxin B (32 mg/l; 3.9 ± 0.1 logs). The sputum itself did not seem to have any 
antibacterial activity against endogenous strains as bacterial counts were increased 
from 0 hr (5.2 ± 0.1 logs) to 18 hr (7.8 ± 0.1 logs).

Figure 4. CF Sputum treatment with various antibiotic formulations. CFU counts were made after 
incubation of diluted CF sputum (1:10 w/v) in PBS with two-fold dilutions of free tobramycin at 512 
mg/l (F-TOB), liposomal tobramycin at 128 mg/l (L-TOB), free polymyxin B at 32 mg/l (F-PMB), and 
liposomal polymyxin B at 8 mg/l (L-PMB). Growth controls are represented at 0 hr (empty bar), and 
18 hr (dark bar).
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Chapter 7

Discovery of Novel Inhibitors of Streptococcus 
pneumoniae
Nan Li, Fei Wang, Siqiang Niu, Ju Cao, Kaifeng Wu, Youqiang Li, 
Nanlin Yin, Xuemei Zhang, Weiliang Zhu, and Yibing Yin

INTRODUCTION

Due to the widespread abusage of antibiotics, antibiotic-resistance in Streptococcus 
pneumoniae (S. pneumoniae) has been increasing quickly in recent years, and it is 
obviously urgent to develop new types of antibiotics. Two-component systems (TCSs) 
are the major signal transduction pathways in bacteria and have emerged as potential 
targets for antibacterial drugs. Among the 13 pairs of TCSs proteins presenting in 
S. pneumoniae, VicR/K is the unique one essential for bacterium growth, and block 
agents to which, if can be found, may be developed as effective antibiotics against S. 
pneumoniae infection.

Using a structure-based virtual screening (SBVS) method, 105 compounds were 
computationally identifi ed as potential inhibitors of the histidine kinase (HK) VicK 
protein from the compound library SPECS. Six of them were then validated in vitro 
to be active in inhibiting the growth of S. pneumoniae without obvious cytotoxicity to 
Vero cell. In mouse sepsis models, these compounds are still able to decrease the mor-
tality of the mice infected by S. pneumoniae and one compound even has signifi cant 
therapeutic effect.

To our knowledge, these compounds are the fi rst reported inhibitors of HK with 
antibacterial activity in vitro and in vivo, and are novel lead structures for developing 
new drugs to combat pneumococcal infection.

Streptococcus pneumoniae is a major risk factor with high morbidity and mortal-
ity world-widely, especially in the elderly and children. It is believed to be one of 
the four major infectious disease killers [1-5]. Meanwhile, an increasing number of 
bacterial strains with resistance are encountered in the clinic nowadays, among which 
antibiotic-resistant S. pneumoniae has caused many deaths due to antibiotics abusage 
in hospitals. Therefore, it is urgent to develop new types of antibiotics.

In prokaryotes, the two-component signaling systems, each pair of which are 
typically composed of HK and response regulator (RR), play important roles in drug-
resistance, pathogenesis and bacterial growth [6-8]. The regulation of TCS on histi-
dine phosphorylation in signal transduction distinct from that on serine/threonine and 
tyrosine phosphorylation in higher eukaryotes [9]. For some TCSs, both the HK and 
RR are essential for bacterial viability in several Gram-positive pathogens, includ-
ing Bacillus subtilis (B. subtilis), Enterococcus faecalis and Staphylococcus aureus 
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(S. aureus) [10-13], and thus received attention as potential targets for antimicrobials 
[9, 14-17]. In S. pneumoniae, although at least 13 TCSs were identifi ed, only TCS02 
(also designated as VicR/K [18], MicA/B [19] or 492 hk/rr [20]) is essential for bac-
teria viability, which can be a potential target for antimicrobial intervention. To be 
detailed, in TCS02, only functional VicR appears to be essential for S. pneumoniae [21], 
without which S. pneumoniae can not grow or act as a pathogen [22]. However, the 
crystal structure of VicR is unsuitable for SBVS because the active site is too shal-
low to dock a small molecule [22, 23]. The reason that VicK does not seem to be es-
sential for S. pneumoniae viability, was supposed to be that some currently unknown 
HKs also participate in the activation of VicR by phosphorylation [24, 25]. However, 
among these HKs, VicK it is best-known one with defi nite action on VicR. More-
over, recent researches showed a high-degree homology in the catalytic domain of 
these HKs [14-17]. Thus theoretically, selective inhibitors to VicK, a representative 
of HKs, can interrupt the phosphorylation of VicR and ultimately reduce the viability 
of S. pneumoniae.

The SBVS, an approach used widely in drug design and discovery, possesses 
many advantages, such as rapidness, economization, effi ciency, and high-through-
put. In the recent years, SBVS has attracted great attention in developing innovative 
antimicrobial agents. A case in point is the discovery of a lead-compound named 
diarylquinoline against Mycobacterium tuberculosis [26]. Our study here was de-
signed to search the compound database for potential inhibitors targeting the VicK 
protein of S. pneumoniae by using in silico and experimental methods, which may 
provide much valuable information to develop new antibiotics against pneumococ-
cal infection.

Sequence Analysis of the VicK TCS in S. pneumoniae
Domain analysis [http://smart.embl.de/smart/show_motifs.pl?ID=Q9S1J9] indicat-
ed that the VicK protein of S. pneumoniae contained one transmembrane segment 
and several domains: PAS, PAC, HisKA, and HATPase_c. Multi-alignment of the 
HATPase_c domain sequences showed that in most bacteria the sequences around the 
ATP binding site of VicK HKs are similar and have four conserved motifs: the N box, 
G1 box, F box, and G2 box [27]. This high homology of ATP binding domain of HKs 
in bacteria makes it reasonable to screen antibacterial agents by using this domain as 
a potential target [16].

Compared with VicK HATPase_c domain in S. pneumoniae (GenBank accession 
number: AAK75332.1), the most homologous sequence in the structural Protein Data 
Bank (PDB) was the similar domain of Thermotoga maritime (PDB entry: 2c2a) [28], 
a TCS molecule, with 33% sequence identity and 57% conservative replacements 
(Figure 1). This domain is the entire cytoplasmic portion of a sensor HK protein. The 
X-ray crystal structure of the domain of Thermotoga maritima was therefore used 
as a template for modeling the 3D structure of the VicK HATPase_c domain of S. 
pneumoniae.
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Figure 1. The sequence alignment of the HATPase_c domain of VicK in S. pneumoniae and 2c2a. 
The symbols below the alignment represent the similarity between two proteins. “*” denotes identical 
residues between two sequences, “means similar residues, ”. means a bit different and blank means 
completely different. Schematic alignment diagram was made by the program ClustalX.

A 3D Model of the VicK HATPase_c Domain of S. pneumoniae
Based on the X-ray diffraction crystal structure of the homologous domain of the 
Thermotoga maritima, a 3D model for the VicK HATPase_c domain of S. pneumoniae 
was constructed. Figure 2A shows the final structure of this model that was checked 
and validated using structure analysis programs Prosa and Profile-3D [29]. This model 
of 3D structure contains five stranded β-sheets and four α-helices, which form a two-
layered α/β sandwich structure. Figure 2B indicates that the model superposed well 
with the homologous domain of Thermotoga maritima, with a root-mean-square de-
viation (RMSD) of the Cα atoms being about 1.34 Ǻ. The surface shape and general 
electrostatic feature of the HATPase_c domain of VicK were shown in Figure 2C. 
The ATP binding site consists of a relatively hydrophobic inner cavity and a larger 
hydrophilic outer cavity. Both cavities are connected by a gorge-like channel, and are 
consisted of highly conserved residues which can bind and fix the substrate. The inner 
part lack of polar amino acid residues can accommodate the adenosine, while the outer 
one rich in charged residues can bind the triphosphate.

Figure 2. The modeled structure of the VicK HATPase_c domain of S. pneumoniae. (A) The solid ribbon 
representation of the structure model of the VicK HATPase_c domain. (B) Structure superposition of 
sketch of modeled VicK structure with the template. (C) Shape and surface features of the ATP-
binding pocket of the VicK HATPase_c domain. The color denotes electrostatic potential of the 
protein surface. The red and blue color show negative and positive charged potential respectively, 
and the white surface means neutral potential of non-polar hydrophobic residues. The ATP-binding 
pocket is divided into “inner” and “outer” parts. The loop covered on the pocket is shown as tube for 
the sake of clearly demonstrating the hydrophobic inner part. The outer part of pocket is hydrophilic 
because of many polar residues in the entrance of the pocket, including the polar loop structure. All 
the pictures were generated by PyMol [http://www.pymol.org/].



Discovery of Potential Inhibitors of the S. pneumoniae VicK HK by Virtual 
Screening
The target site for high throughput virtual screening (HTVS) was the ATP-binding 
pocket of the VicK HATPase_c model of S. pneumoniae, which consisted of residues 
within a radius of 4 Ǻ around the ATP site. In the primary screening, the database 
SPECS containing about 200,000 molecules was searched for potential binders using 
the program DOCK4.0 [30, 31]. Subsequently, structures ranked in the first 10,000 
were re-scored by using the Autodock 3.05 program [32]. As a result, about 200 mol-
ecules were filtered out by these highly selective methods. Finally, we manually se-
lected 105 molecules according to their molecular diversity, shape complementarities, 
and the potential to form hydrogen bonds and hydrophobic interactions in the binding 
pocket of the VicK HATPase_c domain.

Inhibition of the VicK’ Protein ATPase Activity In Vitro
In order to confirm the interaction of the potential VicK inhibitors with their puta-
tive target protein, we expressed and purified His-tagged VicK’ protein by using the 
pET28a plasmid in BL21(DE3) as shown in Figure 3A. The kinase activity of VicK’ 
protein was measured by quantifying the amount ATP remained in solution after the 
enzymatic reaction (Figure 3B). These results indicated that the purified VicK’ pro-
tein possessed the ATPase activity, which can hydrolyze ATP in vitro. Using the puri-
fied active VicK, we obtained 23 compounds from the 105 candidate inhibitors which 
could decrease the ATPase activity of VicK’ protein by more than 50%, indicating 
these compounds may also be potential VicK inhibitors in S. pneumoniae.

Figure 3. (A) SDS-PAGE analysis of VicK’ purification (B) Identification of kinase activity of VicK’ 
protein in vitro. Variant amounts of VicK’ proteins were added into reaction systems containing a 
constant ATP concentration (5 μM). Each assay was performed in quadruplicate and repeated three 
times. Luminescent output is inversely correlated with the concentration of the kinase.

Antimicrobial Activities of Potential Vick’ Inhibitor and Cytotoxicity of the 
Antimicrobial Compounds In Vitro
We investigated the bactericidal activity of these 23 compounds against S. pneumoni ae 
using a standard minimal bactericidal concentration assay (MIC) (Table 1). Six 
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compounds (Figure 4), each inhibiting the VicK’ activity by more than 50% (52.8%, 
54.8%, 51.6%, 61.9%, 71.1%, and 68.8%, respectively) (Figure 5), could obviously 
inhibit the growth of S. pneumoniae, with MIC values below 200 μM. Moreover, their 
MIC values were positively correlated with the corresponding IC50 (the concentration 
of inhibiting 50% VicK’ protein autophosphorylation) values (r = 0.93), which indi-
cates that the bactericidal effects of these chemicals were realized by disrupting the 
VicK/R TCS system in S. pneumoniae. Chemical structures of these six compounds 
are shown in Figure 4, which belong to three different classes of chemicals: one im-
idazole analogue, four furan derivatives and one derivative of thiophene (Figure 4).

Figure 4. Chemical structures of the compounds with inhibitive effects on the growth of S. pneumoniae. 
These six inhibitors belong to three different classes of chemical structures: one imidazole analogue 
(compound 6), four furan derivatives (compound 2, 3, 4, and 5) and one derivative of thiophene 
(compound 1).



Figure 5. Inhibition ratio of VicK’ protein autophosphorylation by six lead compounds with 
antibacterial effects (from the 23 compounds). The inhibitory activities of the compounds for the 
ATPase activity of the VicK’ protein was measured using the Kinase-Glo™ Luminescent Kinase Assay. 
Briefly, purified VicK’ protein(6 μg/50 μl) was pre-incubated with compounds(final concentration, 
200 μM) in a reaction buffer containing 40 mM Tris-HCl (pH 7.5), 20 mM MgCl2 and 0.1 mg/ml BSA, 
at room temperature for 10 min. Then ATP (5 μM) was added for another incubation of 10 min at 
room temperature, and detected the rest amount of ATP.

Table 1. Biological effects of six potential inhibitors of the VicK histidine kinase.

Chemical inhibitor MIC (μM) MBC (μM) CC50 (μM) on 
Vero cell

IC50 (μM) for VicK'
protein

Compound 1 100 >200 213 542.25

Compound 2 50 200 321 .33 562.41

Compound 3 100 >200 274.22 502.63

Compound 4 200 >200 360 >1000

Compound 5 100 >200 516.17 598.11

Compound 6 0.28 25 392 32.60

Compound 7 0.02 2.0 undone undone

A 3-(4, 5-dimethylthiazol-2-yl)-2, 5-diphenyl tetrazolium bromide (MTT) assay 
was carried out on Vero cell line to determine the CC50 (concentration that induces a 
50% cytotoxicity effect) values of these compounds. As shown in Table 1, the CC50 
values of all these six compounds were larger than 200 μM and than their respective 
MIC values, indicating low cytotoxicity effects on Vero cell. Collectively, these com-
pounds inhibited bacterial growth with low toxic effects.
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Time- and Concentration-dependent Growth Curve
While several compounds identified in our study could be used as excellent drug leads 
in vitro, the best and most valuable ways would be in vivo validation. The follow-
ing results of the time- and concentration-dependent effects of the lead inhibitors on 
the growth of S. pneumoniae further illustrated their antibacterial characteristics, and 
would be an important guide for in vivo administration. As shown in Figure 6, the sim-
ilar curves of compounds 1, 2, 3, and 5 indicated that these compounds have signifi-
cant activity against S. pneumoniae at concentration of about 200 μM, and this activity 
could last at least 8 hr. The most efficient inhibitor identified was compound 6, which 
had bactericidal effect against S. pneumoniae even at concentration of as low as 0.2 
μM. However, even at concentration of 400 μM, compound 4 was not likely to have 
bactericidal effect, but it seemed to have delayed the multiplication of S. pneumoniae.

Figure 6. Time and concentration-dependent effects of the candidate compounds on the growth of 
S. pneumoniae in vitro.



Therapeutic Effects of the Lead Compounds in Mouse S. pneumoniae 
Infections
Mouse sepsis models by S. pneumoniae (ATCC7466) were successfully established by 
intraperitoneal injection of 100 μl S. pneumoniae (5 × 103 CFU/ml). Generally, these 
mice began to die within 24 hr and could not survive more than 48 hr unless they got 
appropriate therapeutic treatments. For facilitation of comparisons between the effects 
of these compounds and positive control (penicillin), the concentration of penicillin 
used in this study almost equaled to that of the lead compounds. To rule out the di-
rect antibacterial effects that may compromise with the efficiency of this model, the 
lead compounds and penicillin were administrated through caudal vein. As shown in 
Figure 7, these compounds were able to decrease, though slightly, the mortality of the 
infected mice in the first 24 hr as compared to negative control (normal sodium, NS) 
(p < 0.01). Significant treatment effects were found among the groups (p < 0.01) by 
an overall comparison. Pairwise comparisons revealed that compounds 1–6 prolonged 
survival time in mouse sepsis models as compared to negative control (p < 0.01). 
However, compound 1, 2, 3, and 6 were less effective than positive control PNC (p < 
0.05 or p < 0.1). Although, these compounds could not reverse the fatal pneumococcal 
infection with concentration used in this study, in vivo antibacterial activity of these 
six compounds suggested that it would be promising to develop lead-compound-based 
drugs against pneumococcal infection.

Figure 7. Therapeutic efficacies of each lead compound against infection with S. pneumoniae 
ATCC7466 in mice. Figure shows the cumulative survival (survival probability) of the mouse 
infection models treated differently in the following 8 days (survival time more than 8 days was 
censored). Data were analyzed by using the survival analysis approach (Kaplan-Meier Method). 
Significant treatment effects were found among the groups (P < 0.01) by an overall comparison. 
Pairwise comparisons revealed that compounds 1–6 prolonged survival time in mouse infection 
models as compared to negative control (p < 0.01), and that compound 4 and 5 were almost as 
effective as positive control PNC (P > 0.1), but the other compounds were less effective than it (P < 
0.05 or P < 0.1). *P < 0.01 indicates significant differences as compared to negative control; #P < 
0.05 and $P < 0.1 indicate significant differences as compared to positive control.
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Molecular Modeling of VicK’ Protein and Its Potential Inhibitors
In order to get insight into the mechanism of inhibition, further studies were carried 
out to verify the interaction modes between six compounds and the modeled struc-
ture of VicK' protein. Autodock 3.05 software was used for the docking simulation. 
The binding conformations of these inhibitors in the ATP-binding pocket of the VicK 
HATPase_c domain were shown in Figure 8. Although these structures are diverse, 
the binding models of six potential inhibitors are similar, especially in the inner part 
of the conserved domain. The surface of the binding pocket (Figure 2C) is divided 
into two parts, one is hydrophobic inner part composed of residues ILE146, ILE175, 
LEU180, ILE182, PHE238, and the other is the outer hydrophilic part consisted of 
residues ASN149, LYS152, TYR153, ARG196, ARG199. All six compounds bind in 
the pocket with rigid aromatic ring parts inserting into the inner part. In the large and 
flexible outer part, these compounds adopt different interactions. All of them have hy-
drogen bond acceptors in the binding outer part. They could form hydrogen networks 
with the polar residues to stabilize the substrate interactions. Their binding models 
resemble natural substrate ATP much.

Figure 8. Three-dimensional structural binding modes of six potential inhibitors to VicK’ protein 
derived from the docking simulations. The loop covered on the pocket was shown in tube. Six 
compounds were shown in stick with different colors. Their binding conformations showed similar 
interaction modes in the inner pocket. The binding diversity was restrained by small space and 
hydrophobic characteristic. By contrast, these structures bound in the outer pocket in various ways. 
This image was generated using the PyMol program [http://www.pymol.org/].

DISCUSSION

In bacteria, HKs have fundamental roles in TCS signal transduction pathways. Thus 
they are major targets for antibacterial drug development. High structural and se-
quence homology of this kinase gene family makes the HKs ideal targets for homol-
ogy modeling and structure based virtual screening. The SBVS is an approach based 



on the three-dimensional structures of macromolecular to identify chemical entities 
binding to the targets and to elicit potential biological mechanisms with the advan-
tages of speed, efficiency and high-throughput. The availability of the small molecular 
lead-compound library and the modeled 3D target structure makes it possible to use 
SBVS to screen out a limited number of promising candidates that can interrupt the 
TCS signal transduction by interacting with the HKs substrate of S. pneumoniae.

The HKs, as novel antibacterial targets, have attracted many attentions due to their 
essentiality in the viability of microbes and their defi ciency in animals. The HKs are 
involved in the regulation of bacterial growth and virulence in many bacterial species. 
Previously, a HK named VicK has been used to screen lead compound inhibitors in B. 
subtilis and S. epidermidis. We here for the fi rst time obtained 105 candidate chemi-
cal compounds directly aiming at S. pneumoniae VicK by screening 200,000 possible 
compounds in silico. Compounds that can bind to the purifi ed target protein VicK’ and 
compete with its substrate ATP were further verifi ed by in vitro and in vivo antibacte-
rial assays. Eventually, we obtained six compounds with antibacterial activity that may 
be used as novel drug leads.

Commonly, the response regulator YycF and the histidine kinase YycG are the 
only essential TCS for viability in B. subtilis and S. aureus [10, 12]. In S. pneumoniae, 
the VicR/K TCS regulates the expression of several critical genes, such as those en-
coding surface proteins and virulence factors [21, 33]. However, only the response 
regulator VicR was found to be essential [20, 34]. The signal transduction of VicK 
was possibly bypassed by other TCS HKs [35]. VicK has conserved ATP-dependent 
HATPase_c domains accounting for autophosphorylation. Even non-cognate HKs 
from other bacteria can phosphorylate the purifi ed VicR from S. pneumoniae [18]. In 
a previous study [36], the MIC values of the lead compounds screened out by SBVS 
targeting the YycG of S. epidermidis were almost equal to the corresponding IC50 (for 
YycG) values, with a correlation coeffi cient of 0.959, which suggested that inhibition 
of 50% the YycG protein activity would interfere with the growth of S. epidermidis. 
If this case is true in S. pneumoniae, the result that the MIC values of the lead-com-
pounds were far less than the corresponding IC50 values may be explained as bypass 
effects of these compounds on other HKs. In a word, these lead compounds are most 
likely having a “cross-inhibition” on other HKs in S. pneumoniae, which can enhance 
their antibacterial effects, although they were not verifi ed in this study.

Although, the VicK protein in S. pneumoniae can be homologous to YycG in other 
gram-positive strains, such as S. epidermidis, Enterococcus faecalis and S. aureus, 
different strains generally have different characteristics of the HATPase_c domain 
structure of HKs. These characteristics will determine the binding specifi city of the 
lead compounds screened out by SBVS. Moreover, a different template for homolo-
gous modeling and different parameters for SBVS were used, which can guarantee 
the specifi city of the lead compounds binding to the VicK’ discovered. What is more, 
23 compounds can inhibit the purifi ed VicK’ protein activity by more than 50%, 6 of 
which displayed different degrees of antibacterial effects in vitro and in vivo. Regret-
fully, the in vivo activities of these compounds were not quite consistent with their 
corresponding in vitro activity, and some compounds displayed obvious cytotoxicity, 
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which would challenge our future investigation. Moreover, it seems to be a paradox 
that compound 4 have less bactericidal effects in the time- and concentration-depen-
dent antibacterial assays, but demonstrated signifi cant therapeutic effects in mice in-
fected by S. pneumoniae. However, due to the VicK’ is not essential in S. pneumoniae, 
this chemical may have a possibility to interrupt the invasion and virulence rather than 
cause numerous death of the bacterium, which decreases the selection pressure and 
contributes to the maintenance of species diversity, thus reduces the emergence of 
drug-resistant strains. Anyway, the subtle mechanisms need our future work.

MATERIAL AND METHODS

Bacterial Strains, Media, and Reagents
S. pneumoniae (D39) ATCC7466 was purchased from the American Type Culture col-
lection (ATCC, USA). S. pneumoniae D39 was grown in C + Y medium. Plasmids 
were transformed into Escherichia coli (E. coli) strains that were grown in Luria-
Bertani (LB) broth. For selection of E. coli transformants, kanamycin (50 μg/ml, final 
concentration) was added to the growth medium.

All compounds screened out in our study were purchased from the SPECS Com-
pany in the Netherlands. Stock solutions of the compounds were prepared in Dimethyl 
Sulfoxide (DMSO). Other chemicals were purchased from Sigma.

Bioinformatics Analysis
Domain analysis was performed based on the SMART database. The complete ge-
nome sequences of the S. pneumoniae strain ATCC7466 were accessed from the 
National center for Biotechnology information (NCBI) genome database. For the ho-
mologous sequences with the VicK HATPase_c domain of S. pneumoniae ATCC7466, 
the PDB was searched by using the Blastp program. ClustalX was used to align the 
protein sequences.

3D Structure Modeling of the VicK HATPase_c Domain
The sequence of S. pneumoniae VicK was retrieved from GenBank (accession num-
ber: AAK75332.1). The Align123 module in Insight II was used in the pairwise se-
quence alignment. Using the secondary structure information of Thermotoga maritima 
(PDB entry: 2c2a), the sequence alignment was adjusted manually to obtain a fine 
alignment for 3D structure construction. The 3D model of the VicK HATPase_c do-
main was generated by using the MODELLER module in Insight II. Several structural 
analysis programs such as Prostat and Profile-3D were used to check the structure 
quality. The Prostat module of Insight II was used to analyze the properties of bonds, 
angles, and torsions. The profile-3D program was used to check the structure and se-
quence compatibility.

Structure-based Virtual Screening
The SBVS was performed as described previously [36], with modification. Briefly, the 
binding pocket of the VicK HATPase_c domain was used as a target for screening the 
SPECS database by using the docking approach. A primary screening was conducted 



by using the program DOCK4.0. Residues within a radius of 4 Ǻ around the ATP-
binding pocket of the VicK HATPase_c domain were used for constructing the grids 
for the docking screening. Subsequently, the 10,000 compounds with the highest score 
as obtained by DOCK search were selected for a second round docking by using the 
Autodock 3.05 program, followed by our own filter of drug likeness to eliminate the 
non-drug-able molecules. Finally, we manually selected 105 molecules according to 
their molecular diversity, shape complementarities, and potential to form hydrogen 
bonds in the binding pocket of the VicK HATPase_c domain.

Molecular Modeling of the Interaction between Inhibitors and the Target 
Protein
To determine the binding modes, Autodock 3.05 was used for automated docking 
analysis. The Lamarchian genetic algorithm (LGA) was applied to deal with the pro-
tein-inhibitor interactions. Some important parameters were set as follows: the initial 
number of individuals in population is 50; the elitism value is 1, which automatically 
survives into nest generation. The mutation rate is 0.03, which is a probability that 
a gene would undergo a random change. The crossover rate, the probability of pro-
portional selection, is 0.80. Every compound was set to have 10 separated GA runs 
and finally 10 conformations would be generated. The conformations were clustered 
automatically and the conformation with minimum binding free energy in the cluster 
with minimum RMSD value was selected as the representative conformation of the 
inhibitor.

Cloning, Expression, and Purification of the VicK Protein
The VicK gene fragment containing the cytoplasmic signal domains (the HATPase_c 
and HisKA domain) of VicK (coding 200–449 aa) was amplified by PCR. The 
upstream and the downstream primers were 5'-CGGGATCCGAGCAGGAGA-
AGGAAGAAC-3' and 5'-CGCTCGAGGTCTTCTACTTCATCCTCCCA-3' respec-
tively. Subsequently, the fragment was digested with EcoR I and Xho I (TaKaRA, 
Japan) and ligated into the corresponding sites of pET28a to obtain a recombinant 
plasmid pET28/VicK'. After being transformed into E. coli strain BL21 (DE3), this re-
combinant plasmid was induced to express the protein of VicK' by 0.2 mM isopropyl-
1-thio-β-D-galactopyranoside (IPTG) at 24°C for 20 hr. Cells were harvested and 
sonicated, and then the debris was removed by centrifugation. The fraction containing 
the cytoplasmic domain was isolated from the supernatant solution through a His-
tagged column, with a purity of more than 95%, as assessed by gel electrophoresis and 
Coomassie Blue staining.

Inhibition Assay for the ATPase Activity
The inhibitory activity of the compounds for the ATPase activity of the VicK’ protein 
was measured using the Kinase-Glo™ Luminescent Kinase Assay (Promega, Madi-
son, USA). Briefly, 6 μg purified VicK' protein was pre-incubated with a series of 
dilutions of compounds in a reaction buffer containing 40 mM Tris-HCl (pH 7.5), 20 
mM MgCl2 and 0.1 mg/ml BSA, at room temperature for 10 min. Then 5 μM ATP 
was added for another incubation of 10 min at room temperature, and Kinase-Glo™ 
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Reagent was added to detect the rest amount of ATP, as reflected by luminescence 
intensity (Lu). In parallel, the VicK' protein with no addition of compounds was used 
as control and ATP only was used as blank. The rate of inhibiting protein phosphoryla-
tion (Rp) by the compounds was calculated by the following equation: Rp = (Lucompound 
– Lucontrol)/(Lublank – Lucontrol) × 100%. IC50 (the concentration of inhibiting 50% VicK’ 
protein autophosphorylation) was calculated by using the SPSS 11.0 software.

Minimal Inhibitory Concentration (MIC) and Minimal Bactericidal 
Concentration (MBC) Assays
The MIC assays for the antibacterial activities of the compounds were performed ac-
cording to the broth micro-dilution (in 96-well plate) methods of the Clinical and 
Laboratory Standards Institute (CLSI) of America. The MBC was obtained by sub-
culturing 200 μl from each negative (no visible bacterial growth) well in the MIC 
assay which were then plated onto Columbian blood plates. The plates were incubated 
at 37°C for 24 hr, and the MBC was defined as the lowest concentration of substance 
which produced subcultures growing no more than five colonies on each plate. Each 
assay was repeated at least three times.

Time- and Concentration-dependent Curve
Streptococcus pneumoniae strains ATCC7466 were grown at 37°C in C + Y medium 
till OD550 reaching 0.1. Then 200 μl of the suspending bacteria was extracted into the 
wells of a 96-well plate for incubation at 37°C with the additions of three different di-
lutions of the six compounds. Subsequently, the plate was detected by spectrophotom-
eter per hour for drawing the time- and concentration-dependent curve. All samples 
were assayed in triplicate, and each assay was repeated at least three times.

In Vitro Cytotoxicity
Cytotoxicity of the antibacterial compounds on cultured Vero cell was measured by 
using the Cell Proliferation Kit I (MTT) (Sigma). Briefly, a series of dilution of the 
compounds were added into the medium, containing 1% of DMSO, to culture Vero 
cell. Cytotoxicity of the different concentration of chemicals was determined accord-
ing to the kit protocol. Each assay was performed in quadruplicate and repeated three 
times. The results were converted to percentages of the control (cells only treated with 
1% DMSO) and CC50 (concentrations that produce a 50% cytotoxicity effect on Vero 
cell) was calculated by using the SPSS 11.0 software.

In Vivo Assays
Male and female BALB/c mice, aged 6–8 weeks (approx. 18–20 g), were used to eval-
uate the in vivo effects of the compounds. Briefly, these mice were randomly assigned 
to eight groups (10–12 per group, half in each sex): six compound-treated groups, one 
negative control and one positive control. All the mice were administrated with 100 μl 
suspended S. pneumoniae strain ATCC7466 (5 × 103 CFU/ml in phosphate buffered 
saline) by intraperitoneal injection route. Compounds (1–6) were diluted to the con-
centration of MIC respectively (1.27 mg/kg/d, 0.65 mg/kg/d, 1.13 mg/kg/d, 2.32 mg/
kg/d, 1.27 mg/kg/d, 0.014 mg/kg/d, respectively) with normal sodium and 200 μl was 



administered by vena caudalis route after infection. Two control groups were admin-
istered with 200 μl normal sodium (negative control) and penicillin (0.42 mg/kg/d, 
positive control) respectively by the same injection route. Treatments were continued 
3 times a day for 3 consecutive days, and these levels of chemicals caused few toxic 
influences on normal mice. The results are expressed as cumulative survival rates over 
the following 8-day observation.

CONCLUSION

To summarize, we have successfully found out several promising lead compounds for 
further drug development in this study, which also can be used as inhibitors to explore 
the mechanism of autophosphorylation by VicK as well as other HKs. Important work 
in future would be validation of their antibacterial effects in different strains and struc-
tural modification for more effective derivatives with less in vivo toxicity, and inves-
tigation into whether they can bind to other ATP-dependent kinase is also necessary.
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Archaeosomes Made of Halorubrum 
tebenquichense Total Polar Lipids
Raul O. Gonzalez, Leticia H. Higa, Romina A. Cutrullis, Marcos Bilen, 
Irma Morelli, Diana I. Roncaglia, Ricardo S. Corral, Maria Jose Morilla, 
Patricia B. Petray, and Eder L. Romero

INTRODUCTION

Archaeosomes (ARC), vesicles prepared from total polar lipids (TPL) extracted from 
selected genera and species from the Archaea domain, elicit both antibody and cell-
mediated immunity to the entrapped antigen, as well as efficient cross priming of 
exogenous antigens, evoking a profound memory response. Screening for unexplored 
Archaea genus as new sources of adjuvancy, here we report the presence of two new 
Halorubrum tebenquichense strains isolated from gray crystals (GCs) and black mud 
(BM) strata from a littoral Argentinean Patagonia salt flat. Cytotoxicity, intracellular 
transit, and immune response induced by two subcutaneous (sc) administrations (days 
0 and 21) with bovine serum albumin (BSA) entrapped in ARC made of TPL either 
form BM (ARC-BM) and from GC (ARC-GC) at 2% w/w (BSA/lipids), to C3H/HeN 
mice (25 μg BSA, 1.3 mg of archaeal lipids per mouse) and boosted on day 180 with 
25 μg of bare BSA, were determined.

The DNA G + C content (59.5 and 61.7% M BM and GC, respectively), 16S rDNA 
sequentiation, DNA–DNA hybridization, arbitrarily primed fi ngerprint assay, and bio-
chemical data confi rmed that BM and GC isolates were two non-previously described 
strains of H. tebenquichense. Both multilamellar ARC mean size were 564 ± 22 nm, 
with –50 mV zeta-potential, and were not cytotoxic on Vero cells up to 1 mg/ml and up 
to 0.1 mg/ml of lipids on J-774 macrophages (XTT method). The ARC inner aqueous 
content remained inside the phago-lysosomal system of J-774 cells beyond the fi rst 
incubation hour at 37°C, as revealed by pyranine loaded in ARC. Upon sc immuniza-
tion of C3H/HeN mice, BSA entrapped in ARC-BM or ARC-GC elicited a strong and 
sustained primary antibody response, as well as improved specifi c humoral immunity 
after boosting with the bare antigen. Both IgG1 and IgG2a enhanced antibody titers 
could be demonstrated in long-term (200 days) recall suggesting induction of a mixed 
Th1/Th2 response.

We herein report the fi nding of new H. tebenquichense non alkaliphilic strains in 
Argentinean Patagonia together with the adjuvant properties of ARC after sc admin-
istration in mice. Our results indicate that ARC prepared with TPL from these two 
strains could be successfully used as vaccine delivery vehicles.

In 1997, the pioneering work of Sprott showed that parenteral administration of 
nano-sized vesicles (ARC) prepared with TPL extracted from microorganisms of the 
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Archaea domain of life [1], produced a strong humoral response in mice [2]. Archaeal 
lipids exhibit radically different hydrocarbon backbones and polar head groups, as 
compared to polar lipids synthesized by organisms from Eukarya and Bacteria do-
mains. Archaeal lipid backbones possess ether linkages and isoprenoid chains, mainly 
phytanyl and bysphythanediyl––archaeols and caldarchaeols––in sn-2,3 enantiomeric 
confi guration, in contrast to the ester linkages, straight fatty acyl chains and sn-1,2 
confi guration of the glycerophospholipids from Eukarya and Bacteria domains [3]. 
Ether links are more resistant to acid hydrolysis than esters and the backbone/head 
group cross section of archaeal lipids is almost two folds higher than that of glycero-
phospholipids from Eukarya and Bacteria domains [4, 5]. The same as liposomes, 
ARC can be prepared by self association of archaeal lipids upon a small input of en-
ergy in aqueous media (thin fi lm hydration). However, beyond those apparent similari-
ties, there are remarkable structural differences: the ARC surface is highly entropic, 
possessing half the surface tension than that of liposomes [5, 6] and its permeability to 
protons and sodium cation is nearly one-third of that determined for liposomes; the in-
clusion of macrocyclic archaeols and caldarchaeols further impairs ARC permeability 
to water and small solutes [7, 8].

Those structural features make the ARC capable of establishing unique interac-
tions with the biological environment, specifi cally eliciting adjuvancy to foreign pro-
teins upon sc administration in preclinical models by strongly stimulating both the 
humoral as well as the cellular response, together with a sharp memory recall. Addi-
tionally, lipopolysaccharides are absent in Archaea [9] and, opposite to conventional 
immunomodulators that usually must be included into the liposomal structure [10, 
11], no toxicity has been found after parenteral administration of ARC, even at high or 
multiple dosage [12, 13].

For strategic development of Third World countries, it is of crucial importance 
to count on vaccines of unproblematic storage-conservation, with high resistance to 
hydrolysis, oxidation and mechanical destruction, or easily reconstitutable upon ly-
ophilization [14]. Adjuvants should preferably be biodegradable, non toxic, abundant, 
cheap, and available from sustainable sources. Because ARCs are suitable candidates 
to fulfi ll those requirements, it is relevant to survey the adjuvant properties of ARC 
made of TPL extracted from unexplored archaeal genera and species. In such context, 
we determined the cytotoxicity, intracellular transit, and adjuvant activity of ARC pre-
pared with TPLs of two H. tebenquichense strains isolated from Argentine Patagonia, 
upon two sc BSA doses followed by a single boosting inoculation in C3H/HeN mice.

Strain Isolation, Growth, and Characterization
Halophilic archaea isolated from the upper GC and the deeper BM strata grown in 
enriched medium were characterized as disc-shaped (0.2 × 0.8 mm), motile Gram-
negative microorganisms. Differentially, GC and BM colonies exhibited orange–red 
and reddish pigmentation, respectively. However, when grown in basal medium, a 
mixture of pleomorphic rods and disc-shaped motile archaebacteria displaying unde-
fined gram staining was observed.
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The colonies grew in 10–20% NaCl-containing media, without Mg+2 requirements, 
but optimum growth occurred at 20% NaCl, 40°C and pH 7.3–7.5. Remarkably, GC 
was able to grow at increased temperature (50°C). Both colonies were non alkaliphi-
lic, aerobic, oxidase, and catalase positive. Only GC produced acid from a fructose 
source. Fructose, pyruvate, trehalose, and galactose, but not starch, were used as sole 
carbon and energy sources by both colonies (Table 1). Both GC and BM organisms 
were chloramphenicol resistant and experienced no lysis even in the total absence of 
sodium salt.

Table 1. Phenotypic characteristics of the two colonies isolated from Argentinean Patagonia and the 
Halorubrum tebenquichense strain ALT6-92 isolated from Atacama saltern.

Characteristics BM GC ALT6-92a

Growth salt concentration (% w/v)

10 + + -

15 + + +

20 + + nr

Growth at 50ºc - + +

Growth at pH I 0 - - +

Cabalase + + +

Oxidase + + +

Acid from

Xylose - - -

Fructuose - + -

Glucosa - - -

Utilization of

Fructose + + +

Piruvate + + +

Starch - - +

Trehalose + + +

Galactose + + +

Hydrolysis of starch - - -

G+C content (%) 59.5 61.7 63.2

% DNA-DNA similarity b 88.4 (94.0) 94.4 (91.9)
aData obtained from Lizama et al., 2002
bHybridization against H. tebenquichense. Values in parentheses are results of measurements in duplicate Symbols: + 
positive result; - negative result; +/- slight mark; nr not reported.

For each isolate, a nearly complete 16S rDNA gene region (1,300 bp) was se-
quenced (GenBank accession numbers GQ182977 and GQ182978) and compared 
with the same segment from other halophilic archaea. Phylogenetic analyses showed 
that both isolates belong to the Archaea domain and are related to the Halorubrum 
cluster, with the highest similarity to Halorubrum tebenquichense (98%). The G + C 
contents of the two isolates and the reference strain ALT-92T [15] were determined. 



The BM and GC had a G + C content of 59.5 and 61.7 M%, respectively (Table 1), 
whereas ALT-92T presented 63.2 M%. On the basis of the ad hoc committee recom-
mendations [16, 17] of a threshold value of 70% DNA–DNA similarity for the defi ni-
tion of bacterial species, the two strains formed an homogeneous cluster with a high 
degree of internal similarity (DNA–DNA similarity > 90.5%) and should be consid-
ered as members of the same H. tebenquichense species.

The random amplifi ed polymorphic DNA (RAPD) or arbitrarily primed poly-
merase chain reaction (AP-PCR) DNA fi ngerprinting technique provides one of the 
most sensitive and effi cient of current methods for distinguishing different strains of 
a species [18]. In order to corroborate such differences between the two isolates, AP-
PCR fi ngerprint analysis was performed (Figure 1). The band pattern showed vis-
ible differences between BM and GC fi ngerprint (absence or presence of 2, 4, 6 and 
7 bands), in concordance with biochemical tests and 16S rDNA sequence data. In 
sum, differences in fructose metabolism, utilization of starch and optimum growth 
conditions (Table 1), together with those revealed by the AP-PCR, suggested that BM 
and GC isolates were different not only from those described for H. tebenquichense 
ALT-92 T [15], but also between each other and could be classifi ed as new H. 
tebenquichense strains.

Figure 1. The AP-PCR finger print DNA analysis. Lane 1: Ladder 100 pb -PB-L, Lane 2: negative 
control, Lane 3: H. tebenquichense, Lane 4: BM, Lane 5: GC, Lane 6: E. coli.

Lipid Extraction and Characterization
The TPL, defined as the acetone insoluble portion of the total lipids, extracted from fro-
zen cells obtained from a batch of 8 l, ranged between 90 and 120 mg for each isolate.

A high content of phosphate groups is reported in the literature for the Halorubrum 
genus. Hence, for TPL quantifi cation two colorimetric methods were applied: one, 
for detecting total phosphate (Bötcher) and the other for detecting organic phosphate 
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(Stewart). Two calibration curves were prepared employing dry mass of TPL as stan-
dards that resulted linear between 10–40 μg for Bötcher and 20–400 μg for Stewart, 
with correlation coeffi cients exceeding 0.997, for each source of TPL.

On the other hand, calibration curves using inorganic phosphate (NaH2PO4) as 
standard were prepared with the aim of determining the phosphate percentage of ar-
chaeal lipids by the Bötcher method. A linear plot of dry mass of TPL versus μg inor-
ganic phosphate was determined and the relative amount of phosphate in the extracted 
TPL was similar for both isolates, in the order of 6.25% w/w.

ESI-MS Polar Lipids Profile
The Electrospray ionization-mass spectrometry (ESI-MS) spectrum (negative ions) 
analyses of the TPL of H. tebenquichense, BM, and GC showed three main peaks at 
m/z 805, 899, and 1055.9 (Figure 2). In addition, GC displayed intense ion peak at 
m/z 1,521 that was less intense for H. tebenquichense and BM extracts. The peaks 

Figure 2. Electrospray ionization-mass spectrometry (ESI-MS) analysis of polar lipids from (A) H. 
tebenquichense, (B) BM, and (C) GC extract.



at m/z 731.5 (diagnostic of PA) and 886 (PGS) that were reported for Halorubrum 
sp. [19] could not be detected in any of our samples. Negative ion ESI-MS (Figure 
2A, B, and C) identified major signals corresponding to PG m/z 805.7, PGP-Me m/z 
899.5 (as monocharged peak), 449 (as bicharged peak) and S-DGD m/z 1055.7 (as 
monocharged peak). The diagnostic peak of archaeal cardiolipin (BPG) at m/z 760 (as 
bicharged peak) and 1,521 (monocharged peak) was detected only as a small signal in 
the three TPL extracts.

ARC Characterization
As revealed by transmission electron microscopy, the two ARC preparations were 
multilamellar, with a mean size of 564 ± 22 nm and zeta-potential near to –50 mV. The 
BSA incorporation did not modify size or zeta-potential, the protein/lipid ratio was 20 
μg/mg and the encapsulation efficiency around 3–4%.

ARC Uptake by Cells and Cellular Toxicity
None of the ARC or HSPC:cholesterol liposomes significantly reduced the viability of 
non phagocytic cells (Vero cell line) upon 24 hr incubation (Figure 3A). On the other 
hand, 10 μg/ml ARC-GC was non cytotoxic but the higher concentrations reduced 
cell viability by 25%, while increased concentrations (up to 100 μg/ml) of ARC-BM 
and HSPC:cholesterol liposomes did not affect cultured macrophages (J-774 cell line) 
(Figure 3B).

Figure 3. Viability of Vero (A) and J-774 cells (B) upon 24 hr incubation with ARC-GC, ARC-BM or 
HSPC:cholesterol liposomes, as function of concentration. Values represent the average of triplicates 
± S.D. ANOVA, * p < 0.05.
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As shown in Figure 4A, and independently of the TPL source, a minimal time 
period of 30 min was required for ARC uptake by phagocytic cells, as judged by the 
detection of intracellular fl uorescence after incubation with both ARC-HPTS/DPX. In 
addition, J-774 macrophages incubated 45 min with both ARC-HPTS/DPX showed 
punctual fl uorescence (as shown by arrows in Figure 4A) that resulted from the con-
fi nement of the HPTS/DPX into vesicular compartments in the cytoplasm. In case 
membrane fusion between ARC and the phagosome occurred, the ARC inner content 
should be released to the cytoplasm. Consequently, the HPTS would be dequenched 
from DPX and an homogeneous brightness fi lling the cytoplasm should be observed 
[20, 21]. However, the punctual emission upon excitation at 440 nm, indicating con-
fi nement of the pair HPTS/DPX in acidic compartments, remained unchanged. Hence, 
the ARC did not fuse/disrupt, staying inside the phagosomes for at least 60 min 
(Figure 4B).

Figure 4. (A) Fluorescence microscopy images of J-774 cells upon 30 min incubation with ARC-
BM-HPS/DPX. (B) Intracellular distribution of HPTS in green vesicles persistent 60 min after uptake.

Antibody Response
To evaluate the adjuvant activity of both ARC formulations, we tested the antigen-spe-
cific humoral immune response after immunization of mice with BSA-loaded ARC. 
Following sc inoculations at 0 and 21 days, mice responded by day 28 with similar 
anti-BSA antibody (total IgG) titers for both ARC-BM/GC-BSA (Figure 5A), and pre-
sented a strong enhancement (~2 log, p < 0.01) of antibody titers over those of BSA 



and BSA-Al groups. Immunization with either empty ARC-BM/GC failed to evoke 
any anti-BSA IgG response, whereas only one out of four mice receiving adjuvant-
free BSA displayed detectable specific antibodies. Mean titers in ARC-BM/GC-BSA 
groups were sustained until at least day 60 and declined by day 135. In all cases, very 
little anti-BSA IgM reactivity was detected throughout the study (data not shown).

Figure 5. Humoral response to ARC-entrapped BSA. (A) Primary antibody response. Mice were 
immunized sc on days 0 and 21 with 25 μg of BSA alone, BSA adsorbed on Al2O3, BSA entrapped 
in TEB-BM and TEB-GC or empty TEB. Serum samples were collected on days 28 and 60, and ELISA 
assayed for anti-BSA antibody titers. (B) Long-term memory response to ARC-entrapped BSA. Mice 
were immunized sc on days 0 and 21 with 25 μg of BSA alone, BSA adsorbed on Al2O3 or BSA 
entrapped in ARC, and boosted on day 180 with 25 μg of BSA (without adjuvant). Serum samples 
were collected 3 weeks later and assayed for anti-BSA antibody titers. Values represent mean titers ± 
SEM. ANOVA, * p < 0.05, **p < 0.01.
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To investigate the ability of ARC to generate long-term memory immunity, a 
boost-dose with BSA alone was injected on day 180. Three weeks later, a signifi cantly 
higher serum antibody response (>1 log, p < 0.05) was detected in ARC-BM/GC-BSA 
compared with the BSA group (Figure 5B).

We further examined the IgG isotype distribution in the sera of immunized mice 
on day 200. Both IgG1 and IgG2a increased antibody titers could be demonstrated in 
long-term responses from ARC-BM/GC-BSA groups (Figure 6).

Figure 6. Anti-BSA antibody isotypes induced after ARC-based immunization. Mice were immunized 
as indicated in Figure 5. Serum samples were collected three weeks after boosting and ELISA analyzed 
for IgG subclasses (IgG1 and IgG2a). Values represent mean titers ± SEM.

DISCUSSION

The extreme halophilic archaea genus Halorubrum is worldwide distributed [22-28] 
either at high altitude as well as under the sea level [15, 25, 29]. The only Halorubrum 
species so far described in South America is the Halorubrum tebenquichense ALT6-92 
strain isolated from the water of Lake Tebenquiche at the unique environment of the 
Atacama saltern, located in northern Chile at 2,300 m above sea level [15]. Here we 
report the finding of new H. tebenquichense non alkaliphilic strains in a salt flat from 
the littoral of the Argentinean Patagonia, the Salina Chica in Península de Valdés (42° 
32’ S, 63° 59’ W), at the province of Chubut. Remarkably, the Salina Chica is sepa-
rated from Lake Tebenquiche by the highest (nearly 7,000 m) and younger (70 million 
years) mountains in America, the Cordillera de los Andes, distant 2,500 km south–east 
away and placed 40 m below sea level in a zone of temperate weather.

The membranes of extremely halophilic archaea such as H. tebenquichense have 
several unique characteristics that vary little within specifi c genera [30]. Phospholip-
ids with ethanolamine, inositol, and serine head groups are generally absent and specifi c 



phosphatidylglycerol (PG) phospholipids, sometimes including several sulfated gly-
colipids, predominate. Extreme halophiles contain 50–80% archaetidylglycerol meth-
ylphosphate (PGP-Me), an archaeal analogue of PG methylphosphate [31] that con-
tributes to membrane stability in hypersaline environments [32], archaetidylglycerol 
(PG), and also some strains have minor amounts of sulfated PG [33].

Analysis of ESI-MS spectra of polar lipid isolates from H. tebenquichense, BM, 
and GC, through comparison with the reference data [34, 35] suggested the main phos-
pholipids present in the extracts were PG, phosphatidylglycerophosphate methyl ester 
(PGP-Me), and sulfated diglycosyl diphytanylglycerol diether (S-DGD). The promi-
nent peak at 1055.9 corresponded to S-DGD and is representative of the Halorubrum 
genus [36]. The archaeal cardiolipin, bisphosphatidyl glycerol (BPG) was only found 
as traces in the three samples. While the complete lipid quantitation from each sample 
as well as the RMN identifi cation of the S-DGD sulfonolipid will be accomplished in 
ongoing research.

Up to now, only ARC made of TPL extracted from Methanobrevibacter smithii, 
a methanogen archaea, are known to enhance the recruitment and activation of anti-
gen presenting cells [37, 38], induce co-stimulatory molecules expression [38], elicit 
CD8+ cytotoxic responses even in the absence of CD4+ helper T-lymphocytes [39], 
and to evoke a profound memory response, those all important stimuli that other ve-
sicular systems such as liposomes, niosomes, and ISCOMS are unable to trigger [40]. 
Additionally, although infl ammation in innate responses can enable further adaptive 
responses [41], ARC made of TPL from M. smithii evoke immunologic memory in the 
lack of visible infl ammation, activating dendritic cells in the absence of IL-12-depen-
dent initial infl ammatory response [42].

As regard to the extreme halophiles, ARC made of TPL extracted from Halobacterium 
salinarum was reported to induce a robust initial CTL and antibody response in mice 
[43]. Such titers, however, were not increased after boost administration and failed 
to induce a signifi cant memory response. Only ARC made of TPL extracted from the 
hyperthermophile Thermoplasma acidophilum produced the most intense antibody 
memory responses to antigen challenge, together with a parallel induction of intense 
cell cycling in CD4+ T cells suggesting effi cient maintenance of T-cell memory [43]. 
A further study showed that among ARC from nine archaeal strains tested, all trig-
gered remarkable primary CTL responses but only M. smithii and T. acidophilum, both 
rich in caldarchaeols, evoked a strong recall at >50 weeks [44].

This is the fi rst report of adjuvancy after parenteral administration of ARC-BM/
GC-BSA. Both ARC elicited a strong and lasting primary antibody response, and re-
markably in the absence of caldarchaeols in their lipid compositions, an enhanced 
memory humoral response after boosting with the bare antigen in C3H/HeN mice 
upon sc immunization. The ARC-BM/GC-BSA initially triggered higher antibody ti-
ters than BSA formulated in alum adjuvant. Additionally, IgG isotype analysis of im-
munized mice revealed that both BSA-specifi c IgG1 and IgG2a antibodies were raised 
by both ARC-BM/GC-BSA, suggesting induction of a mixed Th1/Th2 response, in 
agreement with a previous report [39]. Our preliminary fi nding of humoral immune 
memory response elicited by ARC from extreme halophiles, together with established 
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data on primary CTL and memory responses from ARC made of TPL from methano-
gens and hyperthermophiles, suggests that the headgroups are of crucial importance 
in the induction of immune responses, as recently determined by employing synthetic 
glycoarchaeols [45, 46].

To sum up, even though our results for IgG isotyping in a single strain of mice 
(C3H/HeN) may not be extrapolated to the response in humans, it is promising to note 
that, in preclinical evaluation in animal model, ARC-BM/GC-BSA would appear as 
an effi cient adjuvant delivery system to promote both humoral and, probably, cell-
mediated immunity to the entrapped antigen.

MATERIALS AND METHODS

Sodium 3'-[1-(phenylamino-carbonyl)-3,4-tetrazolium]-bis-(4-methoxy-6-nitro) ben-
zene sulfonic acid hydrate (XTT), BSA, antifoam 204 and cholesterol were provided 
by Sigma-Aldrich (Argentina). Hydrogenated phosphatidylcholine from soybean 
(HSPC) was obtained from Northern Lipids (Vancouver, Canada). The RPMI 1640 
culture medium was purchased from Invitrogen Corporation. Endotoxin-free fetal bo-
vine serum (FBS) was bought from Hyclone. The L-Glutamine, Trypsin, EDTA and 
penicillin/streptomycin were provided by PAA Laboratories GmbH (Austria). The flu-
orophore 8-hydroxypyrene-1,3,6-trisulfonic acid (HPTS) and the quencher p-xylene-
bis-pyridinium bromide (DPX) were purchased from Molecular Probes (Eugene, OR, 
USA). Halorubrum tebenquichense strain ALT6-92 was purchased from Deutsche 
Sammlung von Mikroorganismen and Zellkulturen (DSMZ). Tris buffer and all the 
other analytical grade reagents were from Anedra (Argentina).

Culture Growth and Characterization
Soil samples were collected from Salina Chica, Península de Valdés, Chubut, Argen-
tina. Samples were classified according to their strata source as upper GCs and deeper 
BM. Isolation of microorganisms from each strata was done by seeding an aliquot on 
basal growth medium [48] with 1.6% agar (solid basal medium) at 37°C. The resulting 
colonies were grown on liquid medium at 40°C, at 160 rpm with chloramphenicol (30 
mg/l) and then seeded on solid basal medium or brain-heart broth supplemented with 
yeast extract, glucose or blood (enriched medium).

Optimal NaCl concentration, pH, temperature and Mg+2 requirements for growth 
were determined as described by Oren [49]. Gram staining as described by Dussault 
[50], cell shape and pigmentation examined by optical microscopy, were performed on 
colonies grown in basal medium and also in medium supplemented with blood or with 
brain-heart broth. Standard biochemical test methods were assessed for each colony.

Salt requirement for maintaining stability of the cell envelope was determined as 
described by Oren [49] by measuring the loss of turbidity of cell suspensions in me-
dium of decreasing concentrations of NaCl (8, 6, 4, 2, and 0% w/v).

Biomass was generated in 8 l batch cultures in basal medium supplemented with 
yeast extract, glucose, and antifoam (20 μl/l). Cultures were monitored by absorbance 
at 660 nm and harvested in late stationary phase for storage as frozen cell pastes.



DNA Isolation, G + C Content
The DNA was isolated using a French pressure cell (Thermo Spectronic, Rochester, 
NY) and was purified by chromatography on hydroxyapatite as described [51]. The G 
+ C content (M%) of the DNA was determined by the midpoint value of the thermal 
denaturation profile (Tm) with a Perkin Elmer spectrophotometer at 260 nm, pro-
grammed for temperature increases of 1.0°C/min [52]. Tm was determined by the 
graphic method described by Ferragut and Leclerc [53] and the G + C content was 
calculated using Owen and Hill’s equation (1979).

PCR Amplification of the 16S rDNA Gene Coding Sequence and Sequencing
Purified genomic DNA was used for PCR amplification of the16S rDNA gene. The 
following two sets of primers were used on the basis of the highly conserved regions 
of halobacterial 16S rDNA sequences as described by Ihara [48]: f1 (5' ATTCCGGTT-
GATCCTGC 3'), r1 (5' TTTAAGTTTCATCCTTG 3'), and f2 (5' AACCGGATTAG-
ATACCC 3'), r2 (5' GTGATCCAGCCGCAGATTCC 3'). The PCR was performed 
with 35 cycles of 30 s at 94°C, 30 s at 37°C and 90 s at 72°C. The PCR products were 
analyzed by 1.5% agarose gel electrophoresis. The products were purified from the 
gel using S.N.A.P.™ Gel Purification Kit (Invitrogen) and sequenced directly by the 
dideoxy chain termination method [54].

Phylogenetic Analysis
The obtained sequences were compared with previously described 16S rDNA se-
quences of halophilic archaeas from the NCBI database. The sequences were aligned 
by using CLUSTAL X 1.83 [55, 56] and phylogenetic trees were constructed by the 
neighbor-joining method with Kimura two-parameter calculation in MEGA 3.1 soft-
ware. The confidence levels for branching orders were evaluated by the bootstrap 
method [57].

DNA–DNA Hybridization
The DNA–DNA hybridization studies were performed as described by De Ley [58] 
under consideration of the modifications described by Huss [59] using a Cary® 100 
Bio UV/VIS-spectrophotometer equipped with a Peltier-thermostatted 6 × 6 multicell 
changer and a temperature controller with in-situ temperature probe (Varian, Inc.).

DNA Fingerprint
The DNA from the isolates was used for AP-PCR fingerprint assay. Three small prim-
ers were used: T3GC (5' CCCAKTCGTGAWTCATGCT 3'), T3R, (5' TCCTCAYT-
TAATNAMCATGCT 3'), and Rsh (5' ATCAAAAT 3'). The PCR was performed for 
35 cycles, starting with 10 s of denaturation at 92°C followed by 60 s of annealing at 
30°C and 90 s of elongation at 72°C. The reaction mixture contained 10 ng of genomic 
DNA, 3 mM MgCl2, 1 μM of each primer, 0.2 μM of dNTPs, and 2 U of Taq Poly-
merase (Invitrogen) in a final volume of 20 μl. The PCR results were visualized in a 
1.5% agarose gel electrophoresis and analyzed by Image Kodak Software.
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Lipid Isolation
Lipids were extracted by the method of Bligh and Dyer as modified for extreme halo-
philes [60], from frozen and thawed biomass of each colony with Cl3CH:CH3OH:H2O 
(1:2:0.9; v:v), and the TPL fraction was collected by precipitation from cold acetone. 
Phospholipids of the TPL were quantified by Bötcher [61] and Stewart [62] methods.

ESI-MS Analysis
The ESI-MS analysis was performed using a Thermo Finnigan LCQ Ion Max mass 
spectrometer (Thermo Finnigan MAT, San Jose, CA, USA) equipped with a electro-
spray ionization source. Analyses were carried out in the loop injection mode with 
dried lipid extracts dissolved in chloroform-methanol (1:1 vol/vol). Samples (5 μl) 
injected via a 10 μl loop were transferred to an MS electrospray interface (ESI) at flow 
rate of 10 μl/min. Interface conditions were as follows: nebulizer gas (air) 12 l/min, 
curtain gas (nitrogen), 1.2 l/min needle voltage –5.0 kV (negative ions), mass range 
50–2,000 amu.

ARC Preparation and Physicochemical Characterization
Two different types of ARC were prepared from TPL isolated from each colony: ARC-
GC and ARC-BM. Briefly, 20 mg of TPL from CHCl3: CH3OH (9:1, v/v) solution was 
rotary evaporated at 40°C in round bottom flask until organic solvent elimination. 
The thin lipid film was flushed with N2 and hydrated at 40°C with 1 ml of 10 mM 
Tris-HCl buffer plus 0.9% w/v NaCl, pH 7.4 (Tris buffer) (empty ARC) or with 1 ml 
of 10 mg/ml BSA solution in Tris buffer (ARC-CG/BM-BSA). The resultant suspen-
sions were sonicated (20 min in a bath type sonicator 80 W, 40 KHz) and submitted 
to five cycles of freeze/thaw between –80 and 37°C. Free BSA was removed by cen-
trifugation and washing with Tris buffer (10,000 × g for 20 min). Liposomes made of 
HSPC:cholesterol (1:1 M:M) were prepared in the same way.

The BSA/phospholipid weight ratio from each preparation was determined by 
phospholipid and protein quantitation. Phospholipids were quantifi ed by Bötcher [61] 
whereas BSA content was measured by Bradford [63].

Mean ARC size was determined by dynamic light scattering with a 90 Plus Par-
ticle size analyzer (Brookhaven Instruments) and zeta-potential was determined with 
a Zetasizer 4 (Malvern). Electron microscopy images of ARC upon phosphotungstic 
acid negative staining were obtained with a TEM Jeon 1210, 120 Kv, equipped with 
EDS analyzer LINK QX 2000.

CYTOTOXICITY

Upon incubation with ARC, cell viability was measured as mitochondrial dehydroge-
nase activity employing a tetrazolium salt (XTT) on Vero cells and the murine macro-
phage-like cell line J-774 [64].

Cells maintained at 37°C with 5% CO2, in RPMI 1640 medium supplemented 
with 10% heat-inactivated FBS, 2 mM glutamine, 100 UI/ml penicillin and 100 μg/
ml streptomycin, were seeded at a density of 5 × 104 cells/well in 96-well fl at bottom 
microplates. Culture medium of nearly confl uent cell layers was replaced by 100 μl 



of medium containing 10, 100, 500, or 1,000 μg/ml of lipids. Upon 24 hr at 37°C, the 
cells were washed with 0.1 M phosphate buffered saline (PBS) pH 7.2, and incubated 
with 200 μg/ml of XTT for 4 hr. The XTT solution was removed and the extent of 
reduction of XTT to formazan within the cells was quantifi ed by measuring the absor-
bance at 450 nm using an ELISA reader. Liposomes made of HSPC:cholesterol (1:1, 
M:M) were used as control.

Cell Uptake
Cell uptake and intracellular fate of ARC loaded with the fluorophore/quencher pair 
HPTS/DPX was followed upon incubation with J-774 macrophages by fluorescence 
microscopy. The ARC loaded with HPTS/DPX was prepared as stated before, except 
that the lipid films were hydrated with a solution of 35 mM HPTS and 50 mM DPX 
in Tris buffer. The J-774 cells grown to near confluence on rounded coverslips in 24-
well plate were incubated with 10 μg/ml μg of ARC-GC/BM-HPTS/DPX at 37°C for 
10, 20, 30, 45, and 60 min. After incubation, suspensions were removed, cells were 
washed, and coverslips were mounted on a fluorescence microscope. Cell-associated 
HPTS fluorescence was monitored using a Nikon Alphaphot 2 YS2 instrument.

Similarly, the intracellular fate of both fl uorescent ARC upon 45 min-incubation 
with J-774 cells was followed by monitoring the HPTS fl uorescent signal along 1 hr.

Immunization
Female 6–8-week-old C3H/HeN mice were obtained from University of Buenos Ai-
res, Argentina, and maintained under standard conditions. The study was conducted 
following the Institutional Experimental Guidelines for Animal Studies. Groups of 
five animals were immunized sc on days 0 and 21 with 25 μg of BSA; 25 μg of 
BSA with added 100 μg of Al2O3 (BSA-Al, Alhydrogel®, Superfos Biosector, Ved-
baek, Denmark) or 25 μg of BSA entrapped in any type of ARC (ARC-GC-BSA or 
ARC-BM-BSA; 1.3 mg of archaeal lipids each ARC). Control mice were injected with 
equivalent amount of empty TEB. All groups were boosted with 25 μg of adjuvant-
free BSA on day 180.

Evaluation of Antibody Response
Blood was collected from the tail vein at various time-points after immunization, as 
specified in the figure legends, and sera were analyzed by ELISA for the presence 
of anti-BSA antibodies. Briefly, microtiter plates (Nunc, Roskilde, Denmark) were 
coated overnight at 4°C with 45 μg/ml BSA diluted in 0.1 M carbonate-bicarbonate 
buffer (pH 9.6) and then blocked for 1 hr at 37°C with PBS containing 0.2% Tween 
20 (0.2% PBST) after washing with 0.05% PBST. Another wash as above described 
was followed by the addition of 100 μl of 3-fold dilutions of individual sera in 0.05% 
PBST. After 2 hr at 37°C and further washing, the plates were incubated for 1 hr at 
37°C with horseradish peroxidase-conjugated goat anti-mouse IgG (Pierce, Rockford, 
IL) diluted 1:2000 in 0.025% PBST. For antibody isotyping, horseradish peroxidase-
conjugated rat anti-mouse IgG1 or IgG2a revealing antisera (PharMingen, San Diego, 
CA), diluted 1:1,000, were used. The plates were further washed and the reactions 
were developed by adding the ABTS substrate (2, 2'-azino-bis (3-ethylbenzthiazoline-
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6-sulphonic acid), Sigma Chemical Co., St. Louis, MO). Color was allowed to de-
velop for approximately 10 min at room temperature in the dark. The optical density 
was measured at 405 nm using an ELISA reader (Multiskan Ex, Thermo Labsystems, 
Finland). Antibody titers are represented as end-point dilutions exhibiting an optical 
density of 0.3 units above background.

Statistical Analysis
Statistical analyses were carried out with the Prisma 4.0 Software (GraphPad, San 
Diego, CA, USA). Group means were evaluated by ANOVA with Tukey’s analysis to 
compare individual groups. Values of p < 0.05 were considered significant.

CONCLUSION

Two sc immunizations with either ARC-BM/GC-BSA, plus a boost with BSA alone 
rendered a long-term humoral response stronger than that achieved with BSA formu-
lated in alum.

Remarkably, our results were elicited in C3H/HeN mice, less prone to render po-
tent humoral responses than BALB/c and C57BL/6 backgrounds [43]. Such prelimi-
nary results merit deeper insights on the search of CD8+ CTL activity and the induction 
of this type of long-term memory upon sc immunization with ARC. As judged by 
the phagosomal traffi c followed by the pair HPTS/DPX loaded in ARC, our results 
indicated that there was neither fusion nor ARC content delivery to the cytoplasm, 
for at least 60 min post ARC uptake. Hence, cytoplasmic delivery of hydrosoluble 
material loaded in ARC-BM/GC should not happen, could either take longer than 60 
min (considering that ARC-BM/GC were multilamellar, with negative zeta-potential 
at physiological pH, both factors that impair or delay intermembrane fusion) or could 
occur through mechanisms other than the fusion mechanism recently reported 
for Methanobrevibacter smithii archaeosomes [47]. Finally, in spite of their TPL in-
variance, extreme halophilic archaea are source of glycolipid fractions that probably 
markedly infl uence the induction of primary responses and memory recall [30]. In 
view of that, the complete composition of ARC TPL and the mechanisms of recruit-
ment, uptake, and intracytoplasmic traffi c of this antigen-delivery system are currently 
being analyzed in parallel with the ARC ability to induce expression of co-stimulatory 
molecules on professional APC.

KEYWORDS

 • Archaeal lipids

 • Archaeosomes

 • Black mud

 • Electrospray ionization-mass spectrometry

 • Gray crystals

 • Halorubrum tebenquichense

 • Methanobrevibacter smithii



AUTHORS’ CONTRIBUTIONS

Raul O. Gonzalez performed the preparation and structural characterization of ARC 
(size and Z potential, electronic microscopy), as well as cytotoxicity, cell transit, and 
immunization schemes. Leticia H. Higa grew the archaea strains, isolated the TPL, 
and grew the J-774 and Vero cells. Also contributed to the cytotoxicity, cell transit, 
and immunization schemes together with Raul O. Gonzalez. Marcos Bilen performed 
the DNA sequencing, C + G content, and finger print analysis. Irma Morelli per-
formed the biochemical tests. Romina A. Cutrullis performed ELISA measurements. 
Diana I. Roncaglia performed the ESI-MS spectra and analysis. Patricia B. Petray and 
Ricardo S. Corral designed and developed the immunization protocols, participated to 
the discussion of the results and manuscript preparation, and provided minor financial 
support. Maria Jose Morilla coordinated the performance experiments and analysis of 
experimental results. Eder L. Romero coordinated the experiments, wrote the manu-
script, and provided main financial support. All authors read and approved the final 
manuscript.

ACKNOWLEDGMENTS

This work was financially supported by Secretaria de Investigaciones, Universidad 
Nacional de Quilmes and the Consejo Nacional de Investigaciones Científicas y 
Técnicas (CONICET, Argentina). Maria Jose Morilla, Patricia B. Petray, Ricardo S. 
Corral, and Eder L. Romero are members of the Researcher Career Programme from 
CONICET. Leticia H. Higa and Romina A. Cutrullis are fellows from CONICET.

Archaeosomes Made of Halorubrum tebenquichense Total Polar Lipids 119



Chapter 9

Soil Microbe Dechloromonas aromatica Str. RCB 
Metabolic Analysis
Kennan Kellaris Salinero, Keith Keller, William S. Feil, Helene Feil, 
Stephan Trong, Genevieve Di Bartolo, and Alla Lapidus

INTRODUCTION

Initial interest in Dechloromonas aromatica strain RCB arose from its ability to 
anaerobically degrade benzene. It is also able to reduce perchlorate and oxidize chlo-
robenzoate, toluene, and xylene, creating interest in using this organism for bioreme-
diation. Little physiological data has been published for this microbe. It is considered 
to be a free-living organism.

The a priori prediction that the D. aromatica genome would contain previously 
characterized “central” enzymes to support anaerobic aromatic degradation of ben-
zene proved to be false, suggesting the presence of novel anaerobic aromatic deg-
radation pathways in this species. These missing pathways include the benzylsucci-
nate synthase (BssABC) genes (responsible for fumarate addition to toluene) and the 
central benzoyl-CoA pathway for monoaromatics. In depth analyses using existing 
TIGRfam, clusters of orthologs gene (COG), and InterPro models, and the creation of 
de novo hidden Markov models (HMM) models, indicate a highly complex lifestyle 
with a large number of environmental sensors and signaling pathways, including a 
relatively large number of GGDEF domain signal receptors and multiple quorum sen-
sors. A number of proteins indicate interactions with an as yet unknown host, as indi-
cated by the presence of predicted cell host remodeling enzymes, effector enzymes, 
hemolysin-like proteins, adhesins, nitrous oxide (NO) reductase, and both type III and 
type VI secretory complexes. Evidence of biofi lm formation including a proposed 
exopolysaccharide complex and exosortase (epsH) are also present. Annotation de-
scribed in this chapter also reveals evidence for several metabolic pathways that have 
yet to be observed experimentally, including a sulfur oxidation (soxFCDYZAXB) gene 
cluster, Calvin cycle enzymes, and proteins involved in nitrogen fi xation in other spe-
cies (including RubisCo, ribulose-phosphate 3-epimerase, and nif gene families, re-
spectively).

Analysis of the D. aromatica genome indicates there is much to be learned regard-
ing the metabolic capabilities, and life-style, for this microbial species. Examples of 
recent gene duplication events in signaling as well as dioxygenase clusters are present, 
indicating selective gene family expansion as a relatively recent event in D. aromati-
ca’s evolutionary history. Gene families that constitute metabolic cycles presumed to 
create D. aromatica’s environmental “foot-print” indicate a high level of diversifi ca-
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tion between its predicted capabilities and those of its close relatives, A. aromaticum 
str EbN1 and Azoarcus BH72.

Dechloromonas aromatica strain RCB is a gram negative Betaproteobacterium 
found in soil environments [1]. Other members of the Betaproteobacteria class are 
found in environmental samples (such as soil and sludge) or are pathogens (such as 
Ralstonia solanacearum in plants and Neisseria meningitidis in humans) and in gen-
eral the genus Dechloromonas has been found to be ubiquitous in the environment.

A facultative anaerobe, D. aromatica was initially isolated from Potomac River 
sludge contaminated with benzene, toluene, ethylbenzene, and xylene compounds 
(BTEX) based on its ability to anaerobically degrade chlorobenzoate [1]. This mi-
crobe is capable of aromatic hydrocarbon degradation and perchlorate reduction, and 
can oxidize Fe(II) and H2S [2]. Although several members of the Rhodocyclales group 
of Betaproteobacteria are of interest to the scientifi c community due to their ability to 
anaerobically degrade derivatives of benzene, D. aromatica is the fi rst pure culture 
capable of anaerobic degradation of the stable underivitized benzene molecule to be 
isolated. This, along with its ability to reduce perchlorate (a teratogenic contaminant 
introduced into the environment by man) and inquiry into its use in biocells [3] has led 
to interest in using this organism for bioremediation and energy production. Since the 
isolation of D. aromatica, other species of Azoarcus have been found to possess the 
ability to anaerobically degrade benzene, but have not been genomically sequenced 
[4].

The pathway for anaerobic benzene degradation has been partially deduced [5], 
but the enzymes responsible for this process have yet to be identifi ed, and remain elu-
sive even after the intensive annotation efforts described here-in. Conversely, central 
anaerobic pathways for aromatic compounds described in various other species were 
not found to be present in this genome [6].

MATERIALS AND METHODS

Sequencing
Three libraries (3, 8, and 30 kb) were generated by controlled shearing (Hydroshear, 
Genomic Solutions, Ann Arbor, MI) of spooled genomic DNA isolated from D. ar-
omatica strain RCB and inserted into pUC18, pCUGIblu21, and pcc1Fos vectors, 
respectively. Clonal DNA was amplified using rolling circular amplification [http://
www.jgi.doe.gov/webcite] and sequenced on ABI 3700 capillary DNA sequenc-
ers (Applied Biosystems, Foster City, CA) using BigDye technology (Perkin Elmer 
Corporation, Waltham, MA). Paired end-reads [7] were used to aid in assembly, and 
proved particularly useful in areas of repeats.

The Phrap algorithm [8, 9] was used for initial assembly. Finishing and manual 
curation was conducted on CONSED v14 software [10], supplemented with a suite of 
fi nishing analysis tools provided by the Joint Genome Institute. In silico cross-over er-
rors were corrected by manual creation of fake reads to guide the assembly by forcing 
the consensus to follow the correct path.

Gaps were closed through a combination of primer walks on the gap-spanning 
clones from the 3 and 8 kb libraries (identifi ed by paired-end analysis in the CONSED 
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software) as well as sequencing of mapped, unique polymerase chain reaction (PCR) 
products from freshly prepared genomic DNA.

The fi nal step required to create a fi nished single chromosomal sequence was to 
determine the number of tandem repeats for a 672 base DNA sequence of unknown 
length. This was done by creating the full tandem repeat insert from unique upstream 
and downstream primers using long-range PCR. We then determined the size of prod-
uct (amplifi ed DNA) between the unique sequences.

Protein Sequence Predictions/Open Reading Frames (ORFs)
Annotation done at Oak Ridge National Laboratory consisted of gene calls using 
CRITICA [11], glimmer [12], and Generation [http://compbio.ornl.gov/webcite]. An-
notation at the Virtual Institute for Microbial Stress and Survival (VIMSS) [http://
www.microbesonline.org/webcite] used bidirectional best hits as well as recruitment 
to TIGRfam HMMs, as described in Alm et al. [13]. Briefly, protein coding predic-
tions derived from NCBI, or identified using CRITICA, with supplemental input from 
Glimmer, were analyzed for domain identities using the models deposited in the Inter-
Pro, UniProt, PRODOM, Pfam, PRINTS, SMART, PIR SuperFamily, SUPERFAMI-
LY, and TIGRfam databases [13]. Orthologs were identified using bidirectional unique 
best hits with greater than 75% coverage. The RPS-BLAST against the NCBI COGs 
in the CDD database were used to assign proteins to COG models when the best hit 
E-value was <1e-5 and coverage was >60%.

Manual Curation
Each and every predicted protein in the VIMSS database [http://www.microbesonline.
org/webcite] [13] was assessed to compare insights obtained from recruitment to mod-
els from several databases (TIGRfams, COGs, EC, and InterPro). Assignments that of-
fered the most definitive functional assignment were captured in an excel spreadsheet 
with data entries for all proteins predicted in the VIMSS database. Extensive manual 
curation of the predicted protein set was carried out using a combination of tools in-
cluding the VIMSS analysis tools, creation, and assessment of HMMs, and phyloge-
nomic analysis, as described. Changes in gene functional predictions and naming were 
captured in the excel spreadsheet, and predictions with strong phylogenetic evidence 
of function posted using the interactive VIMSS web-based annotation interface.

Phylogenomic Analysis: Flower Power, SCI-PHY, and HMM Scoring
The HMMs were generated for a large subset of proteins of interest, as detailed, to pre-
dict functional classification with the highest confidence measures currently available. 
The HMMs allowed recruitment of proteins to phylogenetic tree alignments that most 
closely reflect evolutionary relatedness across species. The proteins were assembled 
within clades of proteins that are aligned along their full length (no missing functional 
domains), and that allow high confidence of shared function in each species.

Gene Family Expansion
A clustered set of paralogs was used to search for recent gene duplication events. 
After an initial assessment of the VIMSS gene information/homolog data, candidate 



proteins were used as seed sequences for Flower Power and internal tree-viewing tools 
or SCI-PHY analyses. These two approaches employed neighbor-joining trees using 
the Scoredist correction setting in the Belvu alignment editor, or the SCI-PHY util-
ity and tree viewer. In either case resulting phylogenomic tree builds were reviewed, 
and contiguous protein alignments of two or more proteins from D. aromatica were 
considered to be candidates for a gene duplication event, either in the D. aromatica 
genome or in a predecessor species.

Resequencing to Verify Absence of Plasmid Structure
After finishing the D. aromatica genome, analysis of the annotated gene set revealed 
the notable absence of several anaerobic aromatic degradation pathways that were 
expected to be present, due to their presence in A. aromaticum EbN1 (an evolutionary 
near-neighbor, as determined by 16sRNA phylogeny). Because many catabolic path-
ways are encoded on plasmid DNA, we felt it was important to preclude this possibil-
ity. We re-isolated DNA from a clonal preparation of D. aromatica that experimentally 
supported anaerobic benzene degradation, using three different plasmid purification 
protocols, each based on different physical parameters. All three generated a single 
band of DNA. The protocol that generated the highest yield of DNA was used to cre-
ate a complete, new library of 2 kb inserts, and the library was submitted to sequence 
analysis using the protocols previously cited.

DISCUSSION

Discussion of results and analyses concerning aromatic degradation, various predicted 
metabolic cycles, secretion, signaling, quorum-sensing, and gene family expansion are 
included in the relevant sections.

RESULTS

Overview of Gene and Protein Features
The finished sequence for D. aromatica reveals a single circular, closed chromosome 
of 4,501,104 nucleotides created from 130,636 screened reads, with an average G + C 
content of 60% and an extremely high level of sequence coverage (average depth of 24 
reads/base ). Specific probing for plasmids confirmed no plasmid structure was pres-
ent in the clonal species sequenced, which supports anaerobic benzene degradation. 
It is noted however that the presence of two Tra clusters (putative conjugal transfer 
genes; VIMSS582582-582597 and VIMSS582865-582880), as well as plasmid par-
titioning proteins, indicates this microbial species is likely to be transformationally 
competent and thus likely to be able to support plasmid DNA structures.

The VIMSS, [http://www.microbesonline.org] and the Joint Genome Institute 
[http://genome.jgi-psf.org/fi nished_microbes/decar/decar.home.html] report 4,170 
and 4,204 protein coding genes, respectively. Cross-database comparisons were done 
to assure the highest probability of capturing candidate orfs for analysis. The majority 
of proteins are shared between data sets. Variations in N-termini start sites were noted, 
both between JGI and VIMSS datasets and between initial and later annotation runs 
(approximately 200 N-termini differences between four runs of orf predictions were 
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noted for the initial two annotation runs, Joint Genome Institute’s, done at Oak Ridge 
National Laboratories––ORNL, and VIMSS).

The most defi nitive functional classifi cation, TIGRfams, initially defi ned approxi-
mately 10% of the proteins in this genome; as of this writing, 33% of predicted proteins 
in the D. aromatica genome are covered by TIGRfams, leaving 2,802 genes with no 
TIGRfam classifi cation. Many proteins in the current and initial non-covered sets were 
investigated further using K. Sjölander’s HMM building protocols (many of which 
are available at [http://phylogenomics.berkeley.edu]), to supplement TIGRfams. The 
COG assignments were used for classifi cation in the families of signaling proteins, 
but specifi c function predictions for these proteins also required further analyses. The 
metabolic and signaling pathways are discussed below, and the identity of orthologs 
within these pathways are based on analysis of phylogenomic profi les of clusters ob-
tained by HMM analysis, with comparison to proteins having experimentally defi ned 
function.

Anaerobic Aromatic Degradation––Absence of Known Enzymes Indicates 
Novel Pathways
One of the more striking findings is the absence of known key enzymes for monoaro-
matic degradation under anaerobic conditions. One of the primary metabolic capabili-
ties of interest for this microbe is anaerobic degradation of benzene. Fumarate addi-
tion to toluene via BssABCD is recognized as the common mechanism for anaerobic 
degradation by a phylogenomically diverse population of microbes [14-16] and has 
been called “the paradigm of anaerobic hydrocarbon oxidation” [17]. Benzoyl-CoA 
is likewise considered a central intermediate in anaerobic degradation, and is further 
catabolized via benzoyl-CoA reductase (BcrAB) [17]. Populated KEGG maps in the 
IMG and VIMSS databases, based on BLAST analyses, indicate the presence of some 
of the enzymes previously characterized as belonging to the Bss pathway in D. aro-
matica, yet more careful analysis shows the candidate enzymes to be members of a 
general family, rather than true orthologs of the enzymes in question. The majority of 
catabolic enzymes of interest for D. aromatica are not covered by TIGRfams or COGs 
families. For this reason Flower Power clustering, SCI-PHY subfamily clade analysis, 
and HMM scoring were used to ascertain the presence or absence of proteins of inter-
est. The most reliable prediction-of-function approaches for genomically sequenced 
protein orfs are obtained using the more computationally intensive HMM modeling 
and scoring utilities. This allows the protein in question to be assessed by phylogenetic 
alignment to protein families or sub-families with experimentally known function, 
providing much more accurate predictions [18, 19].

To explore the apparent lack of anaerobic aromatic degradation pathways expected 
to be present in this genome, all characterized anaerobic aromatic degradation path-
ways from A. aromaticum EbN1 [20] were defi ned by HMMs to establish presence or 
absence of proteins in both the D. aromatica and Azoarcus BH72 genomes (these three 
genomes comprise nearest-neighbor species in currently sequenced species. In A. 
aromaticum EbN1, 10 major catabolic pathways have been found for anaerobic aromatic 
degradation, and nine of the 10 converge on benzoyl-CoA [21]. A key catalytic enzyme 
or subunit for each enzymatic step was used as a seed sequence to recruit proteins from a 



non-redundant set of Genbank proteins for phylogenetic analysis. The BssABC, pres-
ent in A. aromaticum EbN1 [20, 22] as well as Thauera aromatica [6], and Geobacter 
metallireducens [23], is not present in either the D. aromatica or Azoarcus BH72 ge-
nomes (see Table 1). The BcrAB and BssABC, previously denoted as “central” to an-
aerobic catabolism of aromatics, are likewise absent. The set of recruited proteins for 
both BssABC and BcrAB indicate they are not as universally present as has been sug-
gested. Dechloromonas aromatica does encode a protein in the pyruvate formate lyase 
family, but further analysis shows that it is more closely related to the E. coli homolog 
of this protein (which is not involved in aromatic catabolism) than to BssA. Anaerobic 
reduction of ethylbenzene is carried out by ethylbenzene dehydrogenase (EbdABCD1, 
2) in A. aromaticum. This complex belongs to the membrane-bound nitrate reductase 
(NarDKGHJI) family. In D. aromatica, this complex of proteins is only present as 
the enzymatically characterized perchlorate reductase (PcrABCD; [24]) which utilizes 
perchlorate, rather than nitrate, as the electron acceptor. The EbdABCD proteins in A. 
aromaticum (VIMSS814904-814907 and VIMSS816928-816931) occur in operons 
that include (S)-1-phenylethanol dehydrogenases (Ped; VIMSS814903 and 816927) 
[25], both of which are absent from D. aromatica, as is the acetophenone carboxylase 
that catalyzes ATP-dependent carboxylation of acetophonenone produced by Ped.

Table 1. Anaerobic aromatic degradation enzymes in near-neighbor Aromatoleum aromaticum EbN1.

Proteins involved in the 
anaerobic aromatic pathways 
in Aromatoleum aromaticum 
str. EbN I

A. aromaticum EbN I - repre-
sentative protein used for HMM 
models

Azoarcus 
BH72 

ortholog

D. aromatica RCB 
ortholog

I) phenylalanine

Pat VIMSS813888:pat
(COG 1448; EC 2.6. 1.57)

- -

Pdc VIMSS817385:pdc (COG3961) - -

Pdh VIMSS816687:pdh (COG I 0 12) - -

lorAB VIMSS813644:iorA (COG4321) - +

2) phenylacetate

Pad BCD VIMSS816693:padB - -

PadEFGHI VIMSS816700:padl - -

Padj VIMSS81670 I :padj - -

3) benzyl alcohol/benzaldehyde

Adh VIMSS815388:adh (COG I 062) - -

Ald VIMSS816847:ald
(COG 1012; ECI .2.1.28)

+ -

4) p-eresol

PehCF VIMSS813733:pchC (EC: 
1.17.99. 1)

- -

PehA VIMSS815385:pchC - -

VIMSS813734:pchF (EC1.1.3.38) - -

VIMSS815387:pchF - -
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Proteins involved in the 
anaerobic aromatic pathways 
in Aromatoleum aromaticum 
str. EbN I

A. aromaticum EbN I - repre-
sentative protein used for HMM 
models

Azoarcus 
BH72 

ortholog

D. aromatica RCB 
ortholog

VIMSS815384:pchA (COG I 
0 12)

- -

5) phenol

PpsABC VIMSS816923:ppsA phenylphos-
phate synthase

- -

PpeABCD VIMSS815367:ppcA - -

6) 4-hydroxybenzoate

PcaK VIMSS816471 :peaK (COG2271) - -

HbcL VIMSS816681 :hbeLI 4-
hydroxybenzoate CoA ligase

-

HcrCBA VIMSS815644:hcrB - -

VIMSS815645:hcrA - -

7) toluene

BssDCABEFGH VIMSS814633:bssA - -

BbsABCDEFGH(IJ) VIMSS814644:bbsH - -

VIMSS814645:bbsG - -

VIMSS814647:bbsF - -

VIMSS814649:bbsD - -

VIMSS814651 :bbsB - -

8) ethylbenzene

EbdABC VIMSS814907:cbdA - + (PerA)

Ped VIMSS814906:ebdB - + (PerB)

VIMSS814905:ebdC - +(PerC)

VIMSS814904:ebdD - + (PerD)

VIMSS814903:ped - -

9) benzoate

BenK VIMSS816652:benK - -

BelA VIMSS8151 52: belA + -

BerCBAD VIMSS813961 :bcrB - -

Deh Had Oah VIMSS813959:berA - -

For all pathways except the ubiquitous phenylacetic acid catabolic cluster, which 
is involved in the aerobic degradation of phenylalanine, and the PpcAB phenylphos-
phate carboxylase enzymes involved in phenol degradation via 4-hydroxybenzoate, all 
key anaerobic aromatic degradation proteins present in A. aromaticum EbN1 are miss-
ing from the D. aromatica genome (Table 1), and the majority are also not present in 
Azoarcus BH72. The lack of overlap for genes encoding anaerobic aromatic enzymes 
between these two species was completely unexpected, as both A. aromaticum EbN1 
and D. aromatica are metabolically diverse degraders of aromatic compounds. In 
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general Azoarcus BH72 appears to share many families of proteins with D. aromatica 
that are not present in A. aromaticum EbN1 (e.g., signaling proteins, noted below).

Anaerobic degradation of benzene occurs at relatively sluggish reaction rates, in-
dicating that the pathways incumbent in D. aromatica for aromatic degradation under 
anaerobic conditions might serve in a detoxifi cation role. Another intriguing possibil-
ity is that oxidation is dependent on intracellularly produced oxygen, which is likely 
to be a rate-limiting step. Alicycliphilus denitrifi cans strain BC couples benzene deg-
radation under anoxic conditions with chlorate reduction, utilizing the oxygen pro-
duced by chlorite dismutase in conjunction with a monooxygenase and subsequent 
catechol degradation for benzene catabolism [26]. A similar mechanism may account 
for anaerobic benzene oxidation coupled to perchlorate and chlorate reduction in D. 
aromatica. However, anaerobic benzene degradation coupled with nitrate reduction is 
also utilized by this organism, and remains enigmatic [5].

The extremely high divergence of encoded protein families in this functional 
grouping differs from the general population of central metabolic and housekeeping 
genes: Azoarcus BH72, Azoarcus aromaticum EbN1 and D. aromatica are evolution-
arily near-neighbors within currently sequenced genomes, as defi ned both by the high 
level of protein similarity within housekeeping genes (defi ned by the COG J family of 
proteins), and 16sRNA sequence. Azoarcus BH72 and A. aromaticum EbN1 display 
the highest percent similarity between housekeeping proteins within this triad, with 
138 of the 156 COG J proteins in A. aromaticum EbN1 displaying highest similarity 
to their BH72 counterparts. On average these two genomes display 83.5% amino acid 
identity across shared COG J proteins. Dechloromonas aromatica is an outlier in the 
triad, with higher similarity to Azoarcus BH72 than A. aromaticum EbN1 (43 of D. 
aromatica’s 169 COG J proteins are most homologous to A. aromaticum EbN1 ortho-
logs with an average 71% identity, and 67 are most homologous to Azoarcus BH72 
with an average 72% identity).

Comparative genomics have previously established that large amounts of DNA 
present in one species can be absent even from a different strain within the same spe-
cies [27]. In addition, the underestimation of the diversity of aromatic catabolic path-
ways (both aerobic and anaerobic) has been noted previously [28], and a high level of 
enzymatic diversity has been seen for pathways that have the same starting and end 
products, including anaerobic benzoate oxidation [29].

Aerobic Aromatic Degradation
Dechloromonas aromatica encodes several aerobic pathways for aromatic degrada-
tion, including six groups of oxygenase clusters that each share a high degree of se-
quence similarity to the phenylpropionate and phenol degradation (HPP and Mhp) 
pathways in Comamonas species [30, 31]. The mhp genes of E. coli and Comamonas 
are involved in catechol and protocatechuate pathways for aromatic degradation via 
hydroxylation, oxidation, and subsequent ring cleavage of the dioxygenated species. 
Only one of the clusters in D. aromatica encodes an mhpA-like gene; it begins with 
VIMSS584143 MhpC, and is composed of orthologs of MhpABCDEF&R, and is in 
the same overall order and orientation as the Comamonas cluster as well as the E. coli 
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mhp gene families [32] (see Figure 1, cluster 3). These pathways are also phylogenom-
ically related to the biphenyl/polychlorinated biphenyl (Bhp) degradation pathways 
in Pseudomonad species [32]. For Comamonas testosteroni, this pathway is thought 
to be associated with lignin degradation [31]. Hydroxyphenyl propionate (HPP), an 
alkanoic acid of phenol, is the substrate for Mhp, and is also produced by animals in 

Figure 1. Aerobic degradation of aromatic compounds: multiple Mhp-like dioxygenase clusters. Each 
of the six mhp-like gene clusters in the D. aromatica genome is depicted. Recent gene duplications 
between individual proteins are shown by a purple connector between duplicates. Naming 
convention was chosen for simplicity and consistency, and names all proteins paralogous to a given 
Mhp protein with the Mhp name (MhpABCDEF or R), but does not imply enzymatic specificity for 
the substrates listed here-in, though the general enzymatic reaction is highly likely to be conserved. 
The Mhp: meta cleavage of HPP, (hydroxyphenyl)propionate. The MhpA, 3HPP hydroxylase; MhpB, 
DHPP 1,2-dioxygenase; MhpC, 2-hydroxy-6-ketonona-2,4-dienedioate hydrolase; MhpD, 2, deto-4-
pentenoate hydratase; MhpE, 4-hydroxy-2-ketovalerate aldolas; MhpF, acetaldehyde dehydrogenase.



the digestive breakdown of polyphenols found in seed components [33]. Each gene 
cluster appears to represent a multi-component pathway, and is made up of five or 
more of various combinations of dioxygenase, hydroxylase, aldolase, dehydrogenase, 
hydratase, decarboxylase, and thioesterase enzymes.

The single predicted MhpA protein in D. aromatica (VIMSS584155), which is 
predicted to support an initial hydroxylation of a substituted phenol substrate, shares 
64.4% identity to Rhodococcus OhpB 3-(2-hydroxyphenyl) propionate monooxygen-
ase (GI:8926385) versus 26.4% for Comamonas testosteroni (GI:5689247), yet the 
remainder of the ohp genes in the Rodococcus ohp clade do not share synteny with the 
D. aromatica mhp gene cluster.

Other Aromatic Oxygenases
Two chromosomally adjacent monooxygenase clusters, syntenic to genes found in 
Burkholderia and Ralstonia sp., indicate that D. aromatica might have broad substrate 
hydroxylases that support the degradation of toluene, vinyl chlorides, and TCE (Figure 
2 and Table 2), and are thus candidates for benzene-activating enzymes in the presence 
of oxygen.

One monooxygenase gene cluster, composed of VIMSS581514 to 581519 (“tbc2 
homologs”, Figure 2), is orthologs to the tbuA1UBVA2C/tmoAECDBF/touABCDEF/
phlKLMNOP and tbc2ABCDEF gene families (from P. stutzeri, R. pickettii, and Bur-
kholderia JS150). This gene cluster includes a transport protein that is orthologs to 
TbuX/TodX/XylN (VIMSS581520). Specifi city for the initial monooxygenase is not 
established, but phylogenetic analysis places VIMSS581514 monooxygenase with 
near-neighbors TbhA [34], reported as a toluene and aliphatic carbohydrate mono-
oxygenase (76.5% sequence identity), and BmoA [35], a benzene monooxygenase of 
low regiospecifi city (79.6% sequence identity). The high level of similarity to the D. 
aromatica protein is notable. The region is also highly syntenic with, and homologous 
to, the tmoAECDBF (AY552601) gene cluster responsible for P. mendocina’s ability 
to utilize toluene as a sole carbon and energy source [36].

Just downstream on the chromosome is a phc/dmp/phh/phe/aph-like cluster of 
genes, composed of the genes VIMSS812947 and VIMSS581535 to 581540 (“tbc1 
homologs”, Figure 2). Overall, chromosomal organization is somewhat different for 
D. aromatica as compared to Ralstonia and Burkholderia. Dechloromonas aromatica 
has a 14 gene insert that encodes members of the mhp-like family of aromatic oxy-
genases between the tandem tbc 1 and 2-like oxygenase clusters (see Table 2), with 
an inversion of the second region compared to R. eutropha and Burkholderia. Clade 
analysis indicates a broad substrate phenol degradation pathway in this cluster, with 
high sequence identity to the TOM gene cluster of Bradyrhizobium, which has the abil-
ity to oxidize dichloroethylene, vinyl chlorides, and TCE [37, 38]. The VIMSS581522 
response regulator gene that occurs between the two identifi ed monooxygenase gene 
clusters shares 50.3% identity to the Thaurea aromatica tutB gene and 48.2% to the 
Pseudomonas sp. Y2 styrene response regulator (occupying the same clade in phy-
logenetic analysis). The VIMSS581522 is likely to be involved in the chemotactic 
response in conjunction with VIMSS581521 (histidine kinase) and VIMSS581523 
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(methyl accepting chemotaxis protein), which would confer the ability to display a 
chemotactic response to aromatic compounds.

Figure 2. Catabolic oxygenases of aromatic compounds: Synteny between D. aromatica, P. 
mendocina, Burkholderia, and R. eutropha. Orthologs gene clusters for P. mendocina, R. eutropha 
JMP134, Burkholderia JS150, and D. aromatica are shown. Dechloromonas aromatica possesses two 
oxygenase gene clusters that are syntenic to the tbc1 and 2 catabolic gene clusters of Burkholderia 
JS150, but with an inversion and insertion in the chromosome. Also shown are the tmo (toluene 
mono-oxygenase) toluene degradative cluster of P. mendocina and the tbc1 and tbc2-like (tcb: 
toluene, chlorobenzene, and benzene utilization) gene cluster of R. eutropha (VIMSS896207-896222, 
Burkholderia protein names were used for consistency). The first seven orfs (encoding a tbc1-
like cluster) of R. eutropha JMP134 are orthologs to the PoxABCDEFG (phenol hydroxylase) and 
P0123456 genes of Ralstonia sp. E2 and R. eutropha H16, respectively. Orthologs can be identified 
as having the same size and color scheme.



Table 2. Aromatic degradation in D. aromatica: mono- and di-oxygenases.

VIMSS id Orthologs Putative function Size aas

581514 TbuA I /TmoA/TouA/PhiK/Tbc2A methane/phenol/toluene hydroxylase 501

581515 TbuU/T moE/T ouB/PhiL/Tbc2B toluene-4-monooxygenase 88

581516 TbuB/T moC/T ouC/PhiM/Tbc2C ferredoxin subunit of ring-
hydroxylating dioxygenase

111

581517 TbuV/TmoD/TouD/PhiN/Tbc2C monooxygenase 146

581518 TbuA2/T moB/T ouE/PhiO/Tbc2E hydroxylase 328

581519 TbuC/TmoF/TouF/PhiP/Tbc2F fl avodoxin reductase 338

581520 TbuX/TodX/XyiN membrane protein; transport 464

581521 histidine kinase signal transduction 963

581522 Narl cheY like protein 208

581523 methyl-accepting chemotaxis protein chemotaxis sensory transducer, membrane bound 532

581524 4-oxalocrotonate tautomerase tautomerase 144

581525 oxidoreductase oxidoreductase/dehydrogenase 254

581526 MhpE 4-hydroxy-2-oxovalerate aldolase 354

581527 MhpF EC 1.2.1.1 0 Acetaldehyde dehydrogenase (acety-
lating)

305

581528 2-hydroxymuconic semialdehyde 
dehydrogenase

NAD+-dependent dehydrogenase (EC 1.2.1.60) 489

581529 ring-cleaving extradiol dioxygenase catechol 2,3 dioxygenase ( 1.13.1 1.2) 311

581530 aldolase 4-hydroxyphenylacetic acid catabolism pathway 266

581531 S box domain signal transduction 143

584293 orf unknown 63

581532 orf unknown 80

584294 EAL domain containing protein (ob-
solete in current YIMSS database)

diguanylate phosphodiesterase; signaling 65

581533 transcriptional regulator LysR-type 300

581534 response regulator, tbuT family activator of aromatic catabolism 558

812947 PhcK/DmpK/PhhK/PheA I /Tcb IA/
AphK

monooxygenase 89

581535 PhcL/DmpL/PhhL/PheA2/Tcb I B/
Aphl

hydroxylase 329

581536 PhcM/DmpM/PhhM/PheA3/T cb I 
C/AphM

monooxygenase 89

581537 PhcN/DmpN/PhhN/PheA4/T cb I D aromatic hydroxylase 517

581538 PhcO/DmpO/Phh0/PheA5/T cb I E/ 
AphO

aromatic hydroxylase 118

581539 PhcP/Dmp/PhhP/PheA6/Tcb I F/
AphQ

hydroxylase reductase 353

581540 ferredoxin 2Fe-2S ferredoxin, iron-sulfur binding site 112

581541 transcriptional regulator IPR000524: Bacterial regulatory protein GntR, 
HTH

235

581542 ring-cleaving extradiol dioxygenase catechol 2,3 dioxygenase (EC 1. 13.1 1.2) 308

581543 orf unknown 142

581544 2-hydroxymuconic semialdehyde 
dehydrogenase

NAD+-dependent dehydrogenase (EC 1.2.1.60) 484
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VIMSS id Orthologs Putative function Size aas

581545 MhpC 2-hydroxy-6-ketonona-2,4-dienedioic acid 
hydrolase

274

581546/
3337834

MhpD 2-keto-4-pentenoate hydratase 260

581547 oxidoreductase 3-oxoacyl-[acyl-carrier-protein] reductase (EC 1.1. 
1.1 00)

264

581548 MhpF acetaldehyde dehydrogenase (acetylating; EC 1.2. 
1.1 0)

304

581549 MhpE 4-hydroxy-2-oxovalerate aldolase 343

581550 hydratase/decarboxylase 4-oxalocrotonate decarboxylase 262

581551 tautomerase 4-oxalocrotonate tautomerase 63

Overall, several mono- and di-oxygenases were found in the genome, indicating 
D. aromatica has diverse abilities in the aerobic oxidation of heterocyclic compounds.

There are several gene clusters indicative of benzoate transport and catabolism. All 
recognized pathways are aerobic. The benzoate dioxygenase cluster BenABCDR is 
encoded in VIMSS582483-582487, and is very similar to (and clades with) the xylene 
degradation (xy/XYZ) cluster of Pseudomonas.

There is also an hcaA oxygenase gene cluster, embedded in one of the mhp clus-
ters (see cluster 5, Figure 1). Specifi city of the large subunit of the dioxygenase 
(VIMSS582049) appears to be most likely for a bicyclic aromatic compound, as it 
shows highest identity to dibenzothiophene and naphthalene dioxygenases.

Dechloromonas Aromatica’s Sensitivity to the Environment
Cell Signaling
Dechloromonas aromatica has a large number of genes involved in signaling path-
ways, with 314 predicted signaling proteins categorized in COG T (signal transduction 
mechanisms) and a total of 395 proteins (nearly 10% of the genome) either recruited 
to COG T or possessing annotated signal transduction domains. Signaling appears to 
be an area that has undergone recent gene expansion, as nine recent gene duplication 
events in this functional group are predicted by phylogenetic analysis, as described in 
a later section (shown in Table 3).

Complex lifestyles are implicated in large genomes with diverse signaling capa-
bility, and in general genomes with a very large number of annotated orfs have high 
numbers of predicted signal transducing proteins, as shown in Figure 3, though some 
species, such as Rhodococcus RHA1 and Psychrofl exus torques are notable excep-
tions to this trend. However, assessment of COG T population size relative to other 
genomes with a similar number of predicted orfs (Figure 3) indicates that D. aromatica 
is one of a handful of species that have a large relative number of signaling proteins 
versus similarly sized genomes. Other organisms displaying this characteristic include 
Magnetospirillum magnetotacticum MS-1, Stigmatella aurantiaca, Myxococcus Xan-
thus DK1622, Magnetospirillum magneticum AMB-1, Oceanospirillum sp. MED92, 
and Desulfuromonas acetoxidans. Within the Betaproteobacteria, Chromobacterium 
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violaceum, and Thiobacillus denitrifi cans have a relatively large number of signaling 
cascade genes, but still have far fewer than found in D. aromatica, with 262 predicted 
COG T proteins (6% of the genome) and 137 COG T proteins (4.8% of the genome), 
respectively. Histidine kinase encoding proteins are particularly well-represented, 
with only Stigmatella aurantiaca DW4/3-1, Magnetococcus sp. MC-1, Myxococcus 
xanthus DK1622, and Nostoc punctiforme reported as having more. The 68 anno-
tated histidine kinases include a large number of nitrate/nitrogen responsive elements. 
Furthermore, the presence of 47 putative histidine kinases predicted to contain two 
transmembrane (TM) domains, likely to encode membrane-bound sensors (see Figure 
4), suggests that D. aromatica is likely to be highly sensitive to environmental signals. 
Nearly half (48%) of the predicted histidine kinases are contiguous to a putative re-
sponse regulator on the chromosomal DNA, indicating they likely constitute function-
ally expressed kinase/response regulator pairs. This is atypically high for contiguous 
placement on the chromosome [39].

Table 3. Candidates for gene expansion in the D. aromatica genome.

Protein/protein family function Number of duplicates Number of triplicates

Transport (membrane) 12

Signal transduction or regulatory- includes: 9

FlhD homolog (1)

FlhC homolog (1)

Nitrogen regulatory protein Pll homolog (1)

Hydrolase/transhydrogenase or hydratase 4 1

Cytochromes 3 2

Mhp family 2 2

Phospholipase/phosphohydrolase 2 1

Phasin 1

Dioxygenase 1

NapH homolog 1

NosZ homolog 1

Unknown function 7

A relatively high level of diguanylate cyclase (GGDEF domain [40-42]) signal-
ing capability is implied in D. aromatica by the presence of 57 proteins encoding a 
GGDEF domain (Interpro IPR000160) and an additional 10 with a GGDEF response 
regulator (COG1639) [40]. The E. coli, for comparison, encodes 19. This gene family 
also appears to have undergone recent expansion in this microbe’s evolutionary his-
tory. Microbes having a large number of proteins or even a diverse array of COG T 
elements do not a priori encode a large number of GGDEF elements, as Stigmatella 
aurantiaca, Myxococcus, Xanthus DK1622, and Burkholderia pseudomallei, by con-
trast, have very large genomes with extensive COG T populations, yet each have 20 or 
fewer proteins identifi ed as having GGDEF domains, and Prochloroccus spp. appear 
to have none. Conversely, Oceanospirillum has a relatively small genome, yet has 112 
proteins identifi ed as likely GGDEF domain/IPR000160 proteins. The GGDEF/EAL 
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domain response regulators have been implicated in root colonization in Pseudomonas 
putida (Matilla et al., 2007); in E. coli the GGDEF domain-containing YddV protein 
upregulates the transcription of a number of cell wall modifi cation enzymes [42], and 
in point of fact, D. aromatica’s VIMSS581804, a GGDEF domain containing homolog 
of the YddV E. coli protein, occurs upstream of a cluster of 16 cell wall division pro-
teins (encoded by VIMSS581805-581820).

Figure 3. Number of predicted signaling proteins versus total protein count. Microbial genomes, 
displaying total number of predicted open reading frames (orfs, left axis) and total number of 
predicted signaling proteins (defined as COG T, right axis). Microbes displaying a high number 
of signaling orfs relative to total predicted proteins are labeled (above COG T line), as well as two 
large-sized genomes having a relatively low number of annotated COG T proteins (labeled below 
COG T line).

Figure 4. Overview of predicted metabolic cycles, membrane transporters, and signaling proteins 
in D. aromatica. Various metabolic cycles, secretory apparatus, and signaling cascades predicted in 
the annotation process are depicted. TM: transmembrane. Gene names are discussed in the relevant 
sections of this chapter. Areas of the cell depicting nitrogen, hydrogen, carbon, and sulfur cycles are 
indicated by “N”, “H”, “C”, and “S”.



Cellular Interactions with Community/Environment—Secretion
Type I Secretion
Fifteen transport clusters include a TolC-like outer membrane component, and recent 
gene family expansion is noted within several families of ABC transporters for this 
genome. The TolC was originally identified in E. coli as the channel that exports he-
molysin [43], and hemolysin-like proteins are encoded in this genome. Two groups 
of ABC transporters occur as a cluster of five transport genes; these five-component 
transporters have been implicated in the uptake of external macromolecules [44].

The presence of putative lytic factors, lipases, proteases, antimicrobials, invasins, 
hemolysins, RTXs, and colicins near potential type I transport systems indicate that 
these might be effector molecules used by D. aromatica for interactions with host cells 
(e.g., for cell wall remodeling). Iron acquisition is likely to be supported by a putative 
FeoAB protein cluster (VIMSS583997, 583998), as well as several siderophore-like 
receptors and a putative FhuE protein (outer membrane receptor for ferric iron uptake; 
VIMSS583312). Other effector-type proteins, likely to be involved in cell/host interac-
tions (and which in some species have a role in pathogenicity [45]), are present in this 
genome. Adhesins, haemagglutinins, and oxidative stress neutralizers are relatively 
abundant in D. aromatica. A number of transporters occur near the six putative soluble 
lytic murein transglycosylases, indicating possible cell wall remodeling capabilities 
for host colonization in conjunction with the potential effector molecules noted above. 
Homologs of these transporters were shown to support invasin-type functions in other 
microbes [45]. Interaction with a host is further implicated by: VIMSS581582, encod-
ing a potential cell wall-associated hydrolase, VIMSS581622, encoding a predicted 
ATPase, and VIMSS3337824/formerly 581623, encoding a putative membrane-bound 
lytic transglycosylase.

Eleven tandem copies of a 672 nucleotide insert comprise a region of the chromo-
some that challenged the correct assembly of the genome, and fi nishing this region 
was the fi nal step for the sequencing phase of this project (see Materials and Meth-
ods). Unexpectedly, analysis of this region revealed a potential orf encoding a very 
large protein that has been variously predicted at 4,854, 2,519, or 2,491 amino ac-
ids in size during sequential automated protein prediction analyses (VIMSS3337779/
formerly 582095). This putative protein, even in its smallest confi guration, contains 
a hemolysin-type calcium-binding region, a cadherin-like domain, and several RTX 
domains, which have been associated with adhesion and virulence. Internal repeats of 
up to 100 residues with multiple copies have also been found in proteins from Vibrio, 
Colwellia, Bradyrhizobium, and Shewanella spp. (termed “VCBS” proteins as defi ned 
by TIGRfam1965).

Other potential effector proteins include: three hemolysin-like proteins adjacent 
to type I transporters, eight proteins with a predicted hemolysin-related function, 
including VIMSS583067, a hemolysin activation/secretion protein, VIMSS580979, 
hemolysin A, VIMSS583372, phospholipase/hemolysin, VIMSS581868, a ho-
molog of hemolysin III, predicted by TIGRfam1065 to have cytolytic capability, 
VIMSS582079, a transport/hemolysin, and VIMSS581408, a general hemolysin. Five 
predicted proteins have possible LysM/invasin domains, including: VIMSS580547, 
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581221, 581781, 582766, and 583769. One gene, VIMSS583068, encodes a putative 
2,079 amino acid fi lamentous haemagglutinin, as well as a hasA-like domain, making 
it a candidate for hasA-like function (hasA is a hemophore that captures heme for iron 
acquisition [46]).

Type II Secretion
Besides the constitutive Sec and Tat pathways, D. aromatica has several candi-
dates for dedicated export secretons of unknown function, with 3–4 putative or-
thologs of PulDEFG interspersed with a lytic transglycosylase and a hemolysin 
(VIMSS582071-582085). The region from VIMSS581889 to VIMSS581897 includes 
pulDEFG type subunits and an exeA ATPase like protein. It is bracketed by signaling 
components comprised of a histidine kinase, adenylate cyclase, and a protein bearing 
similarity to the nitrogen response regulator glnG (VIMSS581898), which has been 
shown to be involved in NH3 assimilation in other species [47].

In addition, there is a nine-gene cluster that encodes several proteins related to 
toluene resistance (VIMSS581899-581906).

A pilus-like gene cluster (which can also be classifi ed as type IV secretion) occurs 
in VIMSS580547-580553, encoding a putative lytic transglycosylase, ABC permease, 
cation transporter, pilin peptidase, pilin ATPase, and PulF-type protein. This assembly 
resembles other pilin assemblies associated with attachment to a substrate, such as the 
pilus structure responsible for chitin/host colonization in Vibrio cholerae [48].

Another large pilus-like cluster (VIMSS584160-584173) occurs in close proxim-
ity to the mhpCEFDBAR oxygenase genes (see e.g., VIMSS584157, mhpR).

Type III Secretion
Dechloromonas aromatica has been shown to be chemotactic under various circum-
stances. The flagellar proteins (FliAEFGHIJKLMNOPQR, FlaABCDEFGHIJK) 
are followed by an additional cluster of 15 chemotaxis/signal transduction genes 
(VIMSS580462-580476), and homologs of FlhC and D regulatory elements required 
for the expression of flagellar proteins (VIMSS582640 and 582641) [49], identified by 
phylogenetic clustering, are also present. Since D. aromatica has a flagellum and dis-
plays chemotactic behavior, it is likely that the flagellar gene cluster is solely related 
to locomotion, though type III secretion systems can also encode dedicated protein 
translocation machineries that deliver bacterial pathogenicity proteins directly to the 
cytosol of eukaryotic host cells [50].

Type IV Secretion
There are two copies of a 21 gene cluster that includes 10 putative conjugal transfer 
(Tra) sex-pilus type genes in the D. aromatica genome (VIMSS582582-582601 and 
VIMSS582864-582884), indicating a type IV secretion structure that is related to non-
pathogenic cell–cell interactions [51].

Type VI Secretion
A large cluster of transport proteins that is related to the virulence associated genetic 
locus HIS-1 of Pseudomonas aeruginosa and the VAS genes of V. cholerae [52, 53] 



includes homologs of hcp1, IcmF, and clpV (as VIMSS583005, 582995, and 583009, 
respectively, in D. aromatica). This IcmF-associated (IAHP) cluster has been associ-
ated with mediation of host interactions, via export of effector proteins that lack signal 
sequences [53]. Further evidence for type VI secretion is found in the presence of 
three proteins containing a Vgr secretion motif modeled by TIGRfam3361, which is 
found only in genomes having type VI secretory apparatus. Though most bacteria that 
contain IcmF clusters are pathogenic agents that associate with eukaryotic cell hosts 
[54], it has been reported that the host interactions supported by this cluster are not 
restricted to pathogens [55].

The type IV pili systems might be involved in biofi lm development, as interactions 
with biofi lm surfaces are affected by force-generating motility structures, including 
type IV pili and fl agella [56]. Quorum sensing is a deciding input for biofi lm forma-
tion, and the presence of an eps synthetic cluster lends further support for biofi lm 
formation. Further, derivatives of NO, which is an evident substrate for D. aromatica, 
are a key signal for biofi lm formation versus cell dispersion in the microbe P. aerugi-
nosa [57].

Cellular Interactions with Community—Quorum Sensing
Quorum sensing uses specific membrane-bound receptors to detect autoinducers re-
leased into the environment. It is involved in both intra- and inter-species density 
detection [58, 59]. Cell density has been shown to regulate a number of cellular re-
sponses, including bioluminescence, swarming, expression of virulence factors, secre-
tion, and motility (as reviewed in Withers et al., 2001 [60]).

Dechloromonas aromatica encodes six histidine kinase receptor proteins that 
are similar to the quorum sensing protein QseC of E. coli (VIMSS580745, 582451, 
582897, 583274, 3337577, (formerly 583538), and 583893), fi ve of which co-occur 
on the chromosome with homologs of the CheY like QseB regulator, and two of which 
appear to be the product of a recent duplication event (VIMSS583893 and 3337577). 
Of the six QseC homologs, phylogenetic analysis indicates VIMSS582451 is most 
similar to QseC from E. coli, where the QseBC complex regulates motility via the Fl-
hCD master fl agellar regulators (VIMSS582640 and 582641). The presence of several 
qseC/B gene pairs indicates the possibility of specifi c responses that are dependent on 
different sensing strategies. In other species, expression of ABC exporters is regulated 
by quorum sensing systems [46]; gene family expansion is indicated in the ABC ex-
port gene pool as well as the qseC/B sensors in D. aromatica.

N-acyl-homoserine lactone is the autoinducer typical for gram negative bacteria 
[61], yet D. aromatica lacks any recognizable AHL synthesis genes. Ralstonia Beta-
proteobacteria likewise encode several proteins in the qseC gene family and display 
a diversity of candidate cell density signaling compounds other than AHL [62]. The 
utility of having a diverse array of quorum sensing proteins remains to be determined, 
but appears likely to be associated with a complex, and possibly symbiotic, lifestyle 
for D. aromatica.
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Cellular Interactions with the Environment––Stress
Carbon Storage
Poly-hydroxyalkanoates (PHAs) store carbon energy, are synthesized from the ca-
tabolism of lipids, and constitute up to almost 90% of the dry weight of the Beta-
proteobacteria species Comamonas testosteroni [63]. These lipid-like carbon/energy 
storage polymers are found in granular inclusions. The PhaR candidate VIMSS583509 
is likely to be a regulatory protein for PHA synthesis, and is found near other pro-
teins associated with PHA granule biosynthesis and utilization in D. aromatica 
(VIMSS583511-583513).

Phasins are relatively small proteins (180–200 aas) that have been shown to associ-
ate with PHA inclusions [64]. There are six copies of phasin-type proteins, with indica-
tions of recent gene duplication for three of the phasin-type proteins (VIMSS581881, 
582264, and 3337571 (formerly 583582)). There are also three homologs of the active 
subunit poly-B-hydroxybutyrate polymerase (PhaC orthologs) and two PHA reductase 
candidates present in a direct repeat, which is also found in Legionella pneumophila. 
Interestingly, one PhaC-like protein, VIMSS583511, is 70% identical to NodG of 
Azospirillum brasilense, a nodulation protein [65]. No PhaA-like ketothiolase ortho-
log is present. The presence of an amplifi ed gene pool for carbon storage granules 
in D. aromatica may confer the ability to survive under low nutrient conditions, and 
poly-3-hydroxybutyrate accumulation has recently been observed in A. aromaticum 
EbN1 cultures displaying reduced growth [66].

Phosphate
Inorganic polyphosphate storage appears likely, as both polyphosphate kinase (Ppk, 
VIMSS582444) and exopolyphosphatase (Ppx, VIMSS583870) are present. These 
genes are similar to those encoded in Pseudomonas aeruginosa, in that they are in 
disparate regions of the chromosome [67]. Polyphosphate has been implicated in 
stress response due to low nutrients in the environment [68], and also in DNA uptake 
[69].

Phosphate transport appears to be encoded in a large cluster of genes 
(VIMSS581746-581752), and response to phosphate starvation is likely supported by 
the PhoH homolog VIMSS583854.

Biofilm Formation
There is a large cluster of eps export associated genes, including a proposed exo-
sortase (epsH, VIMSS582792). Presence of the eps family proteins (VIMSS582786, 
VIMSS582790-582801) indicates capsular eps production, associated with either host 
cell interactions (including root colonization [70]) or biofilm production in soil sedi-
ments [71]. Dechloromonas aromatica is one of a small number of species (19 out 
of 280 genomes assessed by Haft et al. [71]) that also encodes the PEP-CTERM ex-
port system. The PEP-CTERM signal, present in 16 proteins in this genome, is pro-
posed to be exported via a potential exportase, represented in this genome by epsH 
(VIMSS582792). Additionally, the presence of proteins encoding this putative expor-
tase is seen only in genomes also encoding the eps genes.



Metabolic Cycles
Nitrogen
Dechloromonas aromatica closely reflects several metabolic pathways of R. capsula-
tus, which is present in the rhizosphere, and its assimilatory nitrate/nitrite reductase 
cluster is highly similar to the R. capsulatus cluster [72]. Encoded nitrate response 
elements also indicate a possible plant association for this microbe, as nitrate can act 
as a terminal electron acceptor in the oxygen-limited rhizosphere. Alternatively, NO 
reduction can indicate the ability to respond to anti-microbial NO production by a host 
(used by the host to mitigate infection [73]). Several gene families are present that 
indicate interactions with a eukaryotic host species, including response elements that 
potentially neutralize host defense molecules, in particular nitric oxide (NO) and other 
nitrogenous species.

Nitrate is imported into the cytosol by NasDEF in Klebsiella pneumoniae [74] 
and expression of nitrate and nitrite reductases is regulated by the nasT protein in 
Azotobacter vinelandii [75]. A homologous set of these genes are encoded by the 
cluster VIMSS580377-580380 (NasDEFT), and a homolog of narK is immediately 
downstream at VIMSS580384, and is likely involved in nitrite extrusion. Upstream, 
a putative nasA/nirBDC cluster (assimilatory nitrate and nitrite reduction) is encoded 
near the narXL-like nitrate response element. The VIMSS580393 encodes a nitrate 
reductase that is homologous to the NasA cytosolic nitrate reductase of Klebsiella 
pneumoniae [76]. Community studies have correlated the presence of NasA-encoding 
bacteria with the ability to use nitrate as the sole source of nitrogen [77]. The large 
and small subunits of nitrite reductase (VIMSS580391 nirB and VIMSS580390 nirD) 
are immediately adjacent to a transporter with a putative nitrite transport function 
(VIMSS580389 NirC-like protein). The NirB orf is also highly homologous to both 
NasB (nitrite reductase) and NasC (NADH reductase which passes electrons to NasA) 
of Klebsiella pneumoniae. The HMMs created from alignments seeded by the NasB 
and NasC genes scored at 3.2e-193 and 4.0e-159, respectively, to the VIMSS580391 NirB 
protein. Dechloromonas aromatica is similar to Methylococcus capsulatus, Ralstonia 
solanacearum, Polaromonas, and Rhodoferax ferrireducens for nasA, nirB, and nirD 
gene clusters. However, the presence of the putative transporter nirC (VIMSS580389) 
shares unique similarity to the E. coli and Salmonella nirBCD clusters.

Putative periplasmic, dissimilatory nitrate reduction, which is a candi-
date for denitrifi cation capability [78], is encoded by the napDABC genes 
(VIMSS3337807/581796-581799). A probable cytochrome c’, implicated in NO bind-
ing as protection against potentially toxic excess NO generated during nitrite reduc-
tion [79], is encoded by VIMSS582015. Although most denitrifi ers are free living, 
plant-associated denitrifi ers do exist [80]. There is no dissimilatory nitrate reductive 
complex narGHIJ, but rather, NarG and NarH-like proteins are found in the evolu-
tionarily-related perchlorate reductase alpha and beta subunits [24]. These proteins 
are present in the pcrABCDcld cluster, VIMSS582649-582652 and VIMSS584327, as 
previously reported for Dechloromonas species [81].

Ammonia incorporation appears to be metabolically feasible via a putative glu-
ammonia ligase (VIMSS581081), an enzyme that incorporates free ammonia into the 
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cell via ligation to a glutamic acid. An ammonium transporter and cognate regulator 
are likely encoded in the Amt and GlnK-like proteins VIMSS581101 and 581102.

Urea catabolism as a further source of nitrogen is suggested by two different urea 
degradation enzyme clusters. The fi rst co-occurs with a urea ABC-transport system, 
just upstream of a putative nickel-dependent urea amidohydrolase (urease) enzyme 
cluster (VIMSS583666, 583671-583674, and VIMSS583677-583683; see Table 4). 
The second pathway is suggested by a cluster of urea carboxylase/allophanate hy-
drolase enzymes (VIMSS581083-581085, described by TIGRfams 1891, 2712, 2713, 
3424, and 3425), which comprise four proteins involved in urea degradation to am-
monia and carbon dioxide (CO2) in other species, as well as an amidohydrolase [82].

Table 4. Putative nitrogen fixation gene cluster in D. aromatica.

VIMSS id Ortholog Size, aas

583652 FldA, fl avodoxin typical for nitrogen fi xation 186

583653 hypothetical protein 86

583654 NafY -I, nitrogenase accessory factor Y 247

583655 NifB, nitrogenase cofactor biosynthesis protein 500

583656 4Fe-4S ferredoxin 92

583657 nitrogenase-associated protein 159

583658 fl avodoxin 423

583659 ferredoxin, nitric oxide synthase 95

583660 2Fe-2S ferredoxin 120

583661 NifQ 190

583662 DraG 326

583663 histidine kinase 1131

583664 Che-Y like receiver 308

583666 UrtA urea transport 420

583667/
3337562

CynS cyanate lyase 147

583668 S-box sensor, similar to oxygen sensor arcB 794

583669 ABC transporter 393

3337561 Protein of unknown function involved in nitrogen fi xation 72

583671 UrtB urea transport 525

583672 UrtC urea transport 371

583673 UrtD urea transport 278

583674 UrtE urea transport 230

583677 UreH urease accessory protein 288

583678 Urea amidohydrolase gamma 100

583679 Urea amidohydrolase beta 101

583680 Urea amidohydrolase alpha/UreC urease accessory protein 569

583681 UreE urease accessory protein 175

583682 UreF urease accessory protein 228

583683 UreG urease accessory protein 201

583685 nitroreductase 558



VIMSS id Ortholog Size, aas

583686 ferredoxin, subunit of nitrite reductase 122

583691 DraT 328

583692 NifH nitrogenase iron protein (EC 1.18.6. 1) 296

583693 NifD nitrogenase molybdenum-iron protein alpha chain (EC 1.18.6.1) 490

583694 NifK nitrogenase molybdenum-iron protein beta chain (EC 1. 18.6.1) 522

583695/
3337559

NifT 80

3337558 ferredoxin 63

583696 NafY -2 nitrogenase accessory factor Y 243

583710/
3337556

NifW nitrogen fi xation protein 113

3337555 NifZ 151

583711/
3337554

NifM 271

Nitric Oxide (NO) Reductase
The chromosomal region around D. aromatica’s two nosZ homologs is notably dif-
ferent from near-neighbors A. aromaticum EbN1 and Ralstonia solanacearum which 
encode a nosRZDFYL cluster. Dechloromonas aromatica’s nosRZDFYL operon lacks 
the nosRFYL genes, and displays other notable differences with most nitrate reduc-
ing microbes. In D. aromatica, two identical nosZ reductase-like genes (annotated as 
nosZ1 and nosZ2, VIMSS583543 and VIMSS583547) are adjacent to two cytochrome 
c553s, a ferredoxin, and a transport accessory protein, and are uniquely embedded 
within a histidine kinase/response regulator cluster and include nosD and a napGH-
like pair that potentially couples quinone oxidation to cytochrome c reduction. This 
indicates the NO response might be involved in cell signaling and as a possible general 
detoxification mechanism for NO.

The Epsilonproteobacteria Wolinella succinogenes is quite similar to D. 
aromatica for NO reductase genes (both have two nosZ genes, a nosD gene and a nap-
GH pair in the same order and orientation [83]), but the W. succinogenes genome 
lacks the embedded signaling protein cluster. Further, NO reductase homologs Nor-
DQEBC (VIMSS582097, 582100-582103), along with the cytochrome c’ protein 
(VIMSS582015), which has been shown to bind NO prior to its reduction [79], are all 
present, and potentially act in detoxifi cation roles. It has been shown that formation 
of anaerobic biofi lms of P. aeruginosa (which cause chronic lung infections in cystic 
fi brosis) require NO reductase when quorum has been reached [84], so a role in signal-
ing and complex cell behavior is possible.

Wolinella succinogenes shares other genome features with D. aromatica. It en-
codes only 2,042 orfs, yet has a large number of signaling proteins, histidine kinases, 
and GGDEF proteins relative to its genome size. It also encodes nif genes, several 
genes similar to virulence factors, and similarity in the NO enzyme cluster noted 
above. Wolinella succinogenes is evolutionarily related to two pathogenic species 

Table 4. (Continued)
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(Helicobacter pylori and Campylobacter jejuni), and displays eukaryotic host interac-
tions, yet is not known to be pathogenic [85]. The distinction between effector mol-
ecules causing a pathogenic interaction and a symbiotic one is unclear.

Nitrogen Fixation
Nitrogen fixation capability in D. aromatica is indicated by a complex of nif-like 
genes (see Table 4), that include putative nitrogenase alpha (NifD, VIMSS583693) 
and beta (NifK, VIMSS583694) subunits of the molybdenum-iron protein, an ATP-
binding iron-sulfur protein (NifH, VIMSS583692), and the regulatory protein NifL 
(VIMSS583623), that share significant sequence similarity and synteny to the free-
living soil microbe Azotobacter vinelandii. Dechloromonas aromatica further en-
codes a complex that is likely to transport electrons to the nitrogenase, by using a 
six subunit rnfABCDGE-like cluster (VIMSS583616-583619, 583621, and 583622) 
that is phylogenomically related to the Rhodobacter capsulatus complex used for 
nitrogen fixation [86]. There is a second rnf-like NADH oxidoreductase complex 
composed of VIMSS583911-583916, of unknown involvement (see Figure 4). 
Aromatoleum aromaticum EbN1 and Azoarcus BH72 each encode two rnf-like clus-
ters as well.

Embedded in the putative nitrogen fi xation cluster are two gene families involved 
in urea metabolism (Table 4). This includes the urea transport proteins (UrtABCDE) 
and urea hydrolase enzyme family (Ure protein family).

Hydrogenases Associated with Nitrogen Fixation
Uptake hydrogenase is involved in the nitrogen fixation cycle in root nodule 
symbionts where it is thought to increase efficiency via oxidation of the co-
produced hydrogen (H2) [87]. Dechloromonas aromatica encodes a cluster of 
13 predicted orfs (Hydrogenase-1 cluster, VIMSS581358-581370; Table 5) that 
includes a hydrogenase cluster syntenic to the hoxKGZMLOQR(T)V genes 
found in Azotobacter vinelandii, which reversibly oxidize H2 in that organism 
[88]. This cluster is followed by a second hydrogenase (Hydrogenase-2 cluster, 
VIMSS581373-581383). The hydrogenase assembly proteins, hypABF and CDE 
are included (VIMSS581368-581370 and 581380-581381, and VIMSS3337851 
(formerly 581382)) as well as proteins related to the hydrogen uptake (hup) genes 
of various rhizobial microbes [87]. The second region, with the hyp and hyd-like 
clusters, lacks overall synteny to any one genome currently sequenced. It does, 
however, display regions of genes that share synteny with Rhodoferax ferrireducens, 
which displays the highest percent identity across the cluster, both in terms of 
synteny and protein identity.

The VIMSS581384 encodes a homolog of the HoxA hydrogenase transcriptional 
regulator, which has been shown to be expressed only during symbiosis in some spe-
cies [89]. Regulation is indicated by homologs of NtrX (VIMSS581123) and NtrY 
(VIMSS581124); the NtrXY pathway comprises a two-component signaling system 
involved in the regulation of nitrogen fi xation in Azorhizobium caulinodans ORS571 
[90].



Table 5. Hydrogenase clusters associated with nitrogen fixation.

VIMSS id Orthologs Putative function Size, aas

581358 HoxK/HyaNHupS hydrogenase- I small subunit 363

581359 HoxG/HyaB/HupL hydrogenase- I, nickel-dependent, large subunit 598

581360 HoxZ/HyaC/HupC Ni/Fe-hydrogenase I b-type cytochrome subunit 234

581361 HoxM/HyaD/HupD hydrogenase expression/formation protein 204

581362 HoxUHypC/HupF hydrogenase assembly chaperone 100

581363 HoxO/HyaE!HupG hydrogenase- I expression 152

581364 HoxQ/HyaF/HupH nickel incorporation into hydrogenase- I proteins 287

581365 HoxR/Hupl rubredoxin-type Fe( Cys )4 protein 66

581366 Hupj/(similar to HoxT) hydrogenase accessory protein 156

581367 HoxV/HupV membrane-bound hydrogenase accessory protein 308

581368 HypA hydrogenase nickel insertion protein 113

581369 HypB hydrogenase accessory factor Ni(2+)-binding GTPase 352

581370 HypF hydrogenase maturation protein 763

581371 ABC protein periplasmic component, ABC transporter 260

581372 GGDEF domain signal transduction, GGDEF 523

581373 HybO hydrogenase-2 small subunit 394

581374 HybA Fe-5-cluster-containing hydrogenase component 351

581375 HybB cytochrome Ni/Fe component of hydrogenase-2 386

581376 HybC/HynA hydrogenase-2 large subunit 570

581377 HybD/HynC Ni, Fe-hydrogenase maturation factor 159

581378 HupF/HypC hydrogenase assembly chaperone 96

581379 HybE/Hupj hydrogenase accessory protein 183

581380 HypC hydrogenase maturation protein 81

581381 HypD hydrogenase maturation protein 374

581382/
3337851

HypE hydrogenase maturation protein 330

581383 HoxX/HypX formation of active hydrogenase 558

581384 HoxA response regulator with CheY domain (signal transduction) 495

581385 HoxB/HupU regulatory [NiFe] Hydrogenase small subunit (sensor) 333

581386 HoxC/HupV regulatory [NiFe] Hydrogenase large subunit (sensor) 472

581397 HupT histidine kinase with PAS domain sensor 448

581398 HoxN/HupN/NixA nickel transporter 269

Carbon Fixation via the Calvin–Benson–Bassham Cycle
The genes indicative of carbon fixation, using the Calvin cycle, are present in the D. 
aromatica genome. This includes Ribulose 1,5-bisphosphate carboxylase (RuBisCo, 
VIMSS581681), phosphoribulokinase (cbbP/PrkB, VIMSS581690), and a fructose 
bisphosphate (fba, VIMSS581693) of the Calvin cycle sub-type. The RuBisCo cbbM 
gene is of the fairly rare type II form. Dechloromonas aromatica cbbM displays a 
surprisingly high 77% amino acid identity to cbbM found in the deep-sea tube worm 
Riftia pachyptila symbiont [91]. In a recent study of aquatic sediments, Rhodoferax 
fermentans, Rhodospirillum fulvum and R. rubrum were also found to possess the 
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cbbM type II isoform of RuBisCo [92]; this sub-type is shared by a only a few micro-
bial species.

Further putative Cbb proteins are encoded by VIMSS581680 and 581688, candi-
dates for CbbR (regulator for the cbb operon) and CbbY (found downstream of RuBisCo 
in R. sphaeroides [93]), respectively.

The presence of the cbbM gene suggests the ability to carry out the energetically 
costly fi xation of CO2, though such functionality has yet to be observed, and CO2 fi xa-
tion capability has been found in only a few members of the microbial community.

There is a potential glycolate salvage pathway indicated by the presence of two 
isoforms of phosphoglycolate phosphatase (gph, VIMSS583850 and 581830). In other 
organisms, phosphoglycolate results from the oxidase activity of RuBisCo in the Calvin 
cycle, when concentrations of CO2 are low relative to oxygen. In Ralstonia (Alcaligenes) 
eutropha and Rhodobacter sphaeroides, the gph gene (cbbZ) is located on an operon 
along with other Calvin cycle enzymes, including RuBisCo. In D. aromatica, the gph 
candidates for this gene (VIMSS583850 and 581830), are removed from the other cbb 
genes on the chromosome in D. aromatica; however VIMSS581830 is adjacent to a 
homolog of Ribulose-phosphate 3-epimerase (VIMSS581829, rpe).

The ccoSNOQP gene cluster codes for a cbb-type cytochrome oxidase that func-
tions as the terminal electron donor to O2 in the aerobic respiration of Rhodobacter 
capsulatus [94]. These genes are present in a cluster as VIMSS580484-580486 and 
VIMSS584273-584274; note that these genes are present in a large number of Beta-
proteobacteria.

Other carbon cycles, such at the reverse TCA cycle and the Wood–Ljungdahl path-
ways, are missing critical enzymes in this genome, and are not present as such.

Sulfur
Sulfate and thiosulfate transport appear to be encoded in the gene cluster composed of 
an OmpA type protein (VIMSS581631) followed by orthologs of a sulfate/thiosulfate 
specific binding protein Sbp (VIMSS581632), a CysU or T sulfate/thiosulfate trans-
port system permease T protein (VIMSS581633), a CysW ABC-type sulfate transport 
system permease component (VIMSS581634), and a CysA ATP-binding component 
of sulfate permease (VIMSS581635).

In addition, candidates for the transcriptional regulator of sulfur assimilation from 
sulfate are present and include: CysB, CysH, and CysI (VIMSS582364, 582360, and 
582362, respectively).

A probable sulfur oxidation enzyme cluster is present and contains homologs of 
SoxFRCDYZAXB [95], with a putative SoxCD sulfur dehydrogenase, SoxF sulfi de de-
hydrogenase, and SoxB sulfate thiohydrolase, which is predicted to support thiosulfate 
oxidation to sulfate (see Figure 5). Functional predictions are taken from Friedrich et 
al. [95]. A syntenic sox gene cluster is also found in Anaeromyxobacter dehalogens 
(although it lacks soxFR) and Ralstonia eutropha, but not in A. aromaticum EbN1. 
Thiosulfate oxidation, however, has not been reported under laboratory conditions 
tested thus far, and experimental support for this physiological capability awaits fur-
ther investigation.



Figure 5. Sulfur oxidation (thiosulfate to sulfate) candidates in R. eutropha, R. palustris, and D. 
aromatica. Proposed model for this periplasmic complex is as follows: SoxXA, oxidatively links 
thiosulfate to SoxY; SoxB, potential sulfate thiohydrolase, interacts with SoxYZ (hydrolyzes sulfate 
from SoxY to regenerate); SoxCD, a sulfur dehydrogenase; oxidizes persulfide on SoxY to cysteine-
S-sulfate and potentially yields six electrons per sulfate; SoxC, sulfite oxidase/dehydrogenase with 
homology to nitrate reductase, induced by thiosulfate; SoxDE, both c-type cytochromes with two 
heme-type binding sites; and SoxF, a FAD flavoprotein with sulfide dehydrogenase activity. Cyt, 
cytochrome.

Conversely, the cytoplasmic SorAB complex [96] is not present in D. aromatica 
nor A. aromaticum EbN1, although it is found in several other Betaproteobacteria, 
including R. metallidurans, R. eutropha, R. solanacearum, C. violaceum, and B. 
japonicum.

Gene Family Expansion
To determine candidates for recent gene duplication events, extensive phylogenomic 
profile analyses were conducted for all sets of paralogs in the genome. Flower Power 
recruitment and clustering against the non-redundant Genbank protein set was done, 
and the resulting alignments were analyzed using the tree-building SCI-PHY or Belvu 
based neighbor-joining utilities. The alignment of two or more D. aromatica protein 
sequences in a clade such that they displayed higher % identity to each other than to 
orthologs present in other species was interpreted as an indication of a probable recent 
duplication event, either in the D. aromatica genome itself or in a progenitor species. 
Results of this analysis are shown in Table 3.
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Potential gene family expansion is indicated in several functional groups, includ-
ing the following: signaling proteins (including cAMP signaling, histidine kinases, 
and others), Mhp-like aromatic oxidation complexes, nitrogen metabolism proteins, 
and transport proteins.

Most duplications indicate that a single gene, rather than sets of genes, were repli-
cated. An exception is the Tra/Type IV transport cluster (VIMSS582581-582601 and 
VIMSS582864-582884) noted previously. In the protein sets for the histidine kinase/
response regulator, duplication of histidine kinase appears to occur without duplica-
tion of the adjacent response regulator. The paralogs created by recent duplication 
events are typically found well-removed from one another on the chromosome, al-
though some tandem repeats of single genes were noted. However, the highest percent 
identity was not found between pairs of genes in tandem repeats.

CONCLUSION

Dechloromonas aromatica strain RCB appears to support a highly complex lifestyle 
which might involve biofilm formation and interaction with a eukaryotic host. It lacks 
predicted enzyme families for anaerobic aromatic catabolism, though it supports deg-
radation of several aromatic species in the absence of oxygen. The enzymes respon-
sible for this metabolic function remain to be identified and characterized. It also en-
codes proteins suggestive of the ability to fix nitrogen and CO2, as well as thiosulfate 
oxidation. Converse to aromatic degradation, these enzymatic functionalities have yet 
to be experimentally demonstrated. In short, this genome was full of surprises.

The utility of TIGRfams and COGs families in these analyses cannot be over-
stated. New releases of TIGRfams during the course of this analysis provided new 
insights and identifi ed new functionality (malonate degradation cluster, PEP-Cterm 
transport and the epsH putative translocon, and urea degradation all were identifi ed 
in the TIGRfam 7.0 additions). The HMM model building and assessment utilized 
as the major annotation approach for this study was employed to cover those protein 
families of interest that are not currently covered by TIGRfams. We utilized K. Sjö-
lander’s modeling and analysis tools, which are highly similar to those used to produce 
TIGRfams models. Overall, the extensive use of HMMs during this analysis allowed 
high confi dence in predicted protein function, as well as certainty that several families 
of previously characterized anaerobic degradation enzymes for aromatic compounds 
are not present (e.g., BssABCD and BcrAB).
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Chapter 10

Genome-scale Reconstruction of the Pseudomonas 
putida KT2440 Metabolic Network
Jacek Puchałka, Matthew A. Oberhardt, Miguel Godinho, 
Agata Bielecka, Daniela Regenhardt, Kenneth N. Timmis, 
Jason A. Papin, and Vítor A. P. Martins dos Santos

INTRODUCTION

A cornerstone of biotechnology is the use of microorganisms for the efficient produc-
tion of chemicals and the elimination of harmful waste. Pseudomonas putida is an ar-
chetype of such microbes due to its metabolic versatility, stress resistance, amenability 
to genetic modifications, and vast potential for environmental and industrial applica-
tions. To address both the elucidation of the metabolic wiring in P. putida and its uses 
in biocatalysis, in particular for the production of non-growth-related biochemicals, 
we developed and present here a genome-scale constraint-based (CB) model of the 
metabolism of P. putida KT2440. Network reconstruction and flux balance analysis 
(FBA) enabled definition of the structure of the metabolic network, identification of 
knowledge gaps, and pin-pointing of essential metabolic functions, facilitating thereby 
the refinement of gene annotations. The FBA and flux variability analysis (FVA) were 
used to analyze the properties, potential, and limits of the model. These analyses al-
lowed identification, under various conditions, of key features of metabolism such as 
growth yield, resource distribution, network robustness, and gene essentiality. The 
model was validated with data from continuous cell cultures, high-throughput pheno-
typing data, 13C-measurement of internal flux distributions, and specifically generated 
knock-out mutants. Auxotrophy was correctly predicted in 75% of the cases. These 
systematic analyses revealed that the metabolic network structure is the main factor 
determining the accuracy of predictions, whereas biomass composition has negligible 
influence. Finally, we drew on the model to devise metabolic engineering strategies 
to improve production of polyhydroxyalkanoates (PHAs), a class of biotechnologi-
cally useful compounds whose synthesis is not coupled to cell survival. The solidly 
validated model yields valuable insights into genotype–phenotype relationships and 
provides a sound framework to explore this versatile bacterium and to capitalize on its 
vast biotechnological potential.

Pseudomonas putida is one of the best studied species of the metabolically versa-
tile and ubiquitous genus of the Pseudomonads [1-3]. As a species, it exhibits a wide 
biotechnological potential, with numerous strains (some of which solvent-tolerant [4, 
5]) able to effi ciently produce a range of bulk and fi ne chemicals. These features, along 
with their renowned stress resistance, amenability for genetic manipulation and suit-
ability as a host for heterologous expression, make Pseudomonas putida particularly 
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attractive for biocatalysis. To date, strains of P. putida have been employed to pro-
duce phenol, cinnamic acid, cis-cis-muconate, p-hydroxybenzoate, p-cuomarate, and 
myxochromide [6-12]. Furthermore, enzymes from P. putida have been employed in 
a variety of other biocatalytic processes, including the resolution of D/L-phenylglyc-
inamide into D-phenylglycinamide and L-phenylglycine, production of non-proteino-
genic L-amino acids, and biochemical oxidation of methylated heteroaromatic com-
pounds for formation of heteroaromatic monocarboxylic acids [13]. However, most 
Pseudomonas-based applications are still in infancy largely due to a lack of knowledge 
of the genotype–phenotype relationships in these bacteria under conditions relevant 
for industrial and environmental endeavors. In an effort towards the generation of 
critical knowledge, the genomes of several members of the Pseudomonads have been 
or are currently being sequenced [http://www.genomesonline.org, http://www.pseudo-
monas.com], and a series of studies are underway to elucidate specifi c aspects of their 
genomic programs, physiology and behavior under various stresses (e.g., http://www.
psysmo.org, http://www.probactys.org, http://www.kluyvercentre.nl).

The sequencing of P. putida strain KT2440, a workhorse of P. putida research 
worldwide and a microorganism Generally Recognized as Safe (GRAS certifi ed) [1, 
14], provided means to investigate the metabolic potential of the P. putida species, 
and opened avenues for the development of new biotechnological applications [2, 14-
16]. Whole genome analysis revealed, among other features, a wealth of genetic de-
terminants that play a role in biocatalysis, such as those for the hyper-production of 
polymers (such as PHAs [17, 18]) and industrially relevant enzymes, the production 
of epoxides, substituted catechols, enantiopure alcohols, and heterocyclic compounds 
[13, 15]. However, despite the clear breakthrough in our understanding of P. putida 
through this sequencing effort, the relationship between the genotype and the pheno-
type cannot be predicted simply from cataloguing and assigning gene functions to the 
genes found in the genome, and considerable work is still needed before the genome 
can be translated into a fully functioning metabolic model of value for predicting cell 
phenotypes [2, 14].

The CB modeling is currently the only approach that enables the modeling of an 
organism’s metabolic and transport network at genome-scale [19]. A genome-wide 
CB model consists of a stoichiometric reconstruction of all reactions known to act in 
the metabolism of the organism, along with an accompanying set of constraints on the 
fl uxes of each reaction in the system [19, 20]. A major advantage of this approach is 
that the model does not require knowledge on the kinetics of the reactions. These mod-
els defi ne the organism’s global metabolic space, network structural properties, and 
fl ux distribution potential, and provide a framework with which to navigate through 
the metabolic wiring of the cell [19-21].

Through various analysis techniques, CB models can help predict cellular phe-
notypes given particular environmental conditions. The FBA is one such technique, 
which relies on the optimization for an objective fl ux while enforcing mass balance in 
all modeled reactions to achieve a set of fl uxes consistent with a maximal output of the 
objective function. When a biomass sink is chosen as the objective in FBA, the output 
can be correlated with growth, and the model fl uxes become predictive of growth phe-
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notypes [22, 23]. The CB analysis techniques, including FBA, have been instrumental 
in elucidating metabolic features in a variety of organisms [20, 24, 25] and, in a few 
cases thus far, they have been used for concrete biotechnology endeavors [26-29].

However, in all previous applications in which a CB approach was used to design 
the production of a biochemical, the studies addressed only the production of com-
pounds that can be directly coupled to the objective function used in the underlying 
FBA problem. The major reason for this is that FBA-based methods predict a zero-
valued fl ux for any reaction not directly contributing to the chosen objective. Since 
the production pathways of most high-added value and bulk compounds operate in 
parallel to growth-related metabolism, straightforward application of FBA to these 
biocatalytic processes fails to be a useful predictor of output. Other CB analysis meth-
ods, such as extreme pathways and elementary modes analysis, are capable of analyz-
ing non-growth-related pathways in metabolism, but, due to combinatorial explosion 
inherent to numerical resolution of these methods, they could not be used so far to 
predict fl uxes or phenotypes at genome-scale for guiding biocatalysis efforts [30].

To address both the elucidation of the metabolic wiring in P. putida and the use of 
P. putida for the production of non-growth-related biochemicals, we developed and 
present here a genome-scale reconstruction of the metabolic network of Pseudomonas 
putida KT2440, the subsequent analysis of its network properties through CB model-
ing and a thorough assessment of the potential and limits of the model. The reconstruc-
tion is based on up-to-date genomic, biochemical, and physiological knowledge of the 
bacterium. The model accounts for the function of 877 reactions that connect 886 me-
tabolites and builds upon a CB modeling framework [19, 20]. Only 6% of the reactions 
in the network are non-gene-associated. The reconstruction process guided the refi ne-
ment of the annotation of several genes. The model was validated with continuous 
culture experiments, substrate utilization assays (BIOLOG) [31], 13C-measurement 
of internal fl uxes [32], and a specifi cally generated set of mutant strains. We evalu-
ated the infl uence of biomass composition and maintenance values on the outcome of 
FBA simulations, and utilized the metabolic reconstruction to predict internal reaction 
fl uxes, to identify different mass-routing possibilities, and to determine necessary gene 
and reaction sets for growth on minimal medium. Finally, by means of a modifi ed Opt-
Knock approach, we utilized the model to generate hypotheses for possible improve-
ments of the production by P. putida of PHAs, a class of compounds whose production 
consumes resources that would be otherwise used for growth. This reconstruction thus 
provides a modeling framework for the exploration of the metabolic capabilities of P. 
putida, which will aid in deciphering the complex genotype–phenotype relationships 
governing its metabolism and will help to broaden the applicability of P. putida strains 
for bioremediation and biotechnology.

Highlights of the Model Reconstruction Process
We reconstructed the metabolism of P. putida at the genome-scale through a process 
summarized in Figure 1. The reconstruction process involved: (1) an initial data col-
lection stage leading to a first pass reconstruction (iJP815pre1); (2) a model building 
stage in which simulations were performed with iJP815pre1 and reactions were added 
until the model was able to grow in silico on glucose minimal medium (iJP815pre2); 



and (3) a model completion stage in which BIOLOG substrate utilization data was 
used to guide model expansion and in silico viability on varied substrates. The final 
reconstruction, named iJP815 following an often used convention [33], consists of 824 
intracellular and 62 extracellular metabolites connected by 877 reactions. Eight hun-
dred twenty-one (94%) reactions have at least one assigned gene as delineated in the 
gene-protein-reaction (GPR) relationships. The GPR relationships are composed of 
Boolean logic statements that link genes to protein complexes and protein complexes 
to reactions via combinations of AND and OR operators. An “AND” operator denotes 
the required presence of two or more genes for a protein to function (as in the case of 
multi-protein complexes), while an “OR” operator denotes a redundant function that 
can be catalyzed by any of several genes (as in the case of isozymes). Only 56 reac-
tions, of which nine are non-enzymatic, lack associated genes. The remaining 47 non-
gene-associated, enzymatic reactions were added in order to close metabolic network 
gaps identified during the successive steps of the reconstruction process.

Figure 1. Schematic diagram of the metabolic reconstruction and analysis processes. Solid lines 
indicate consecutive steps of the reconstruction. Dashed lines represent information transfer. Dotted 
lines specify planned tasks.

Most network gaps (27) were identifi ed during the second round of the reconstruc-
tion and were resolved through detailed literature mining, thereby enabling iJP815 to 
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grow in silico on glucose in minimal medium. The remaining gaps identifi ed in the 
model completion step (Figure 1) were mostly single missing steps in the pathway 
for which there is experimental evidence of operation (e.g., a compound is consumed 
but not produced, and no alternative pathways exist). It should be noted that for some 
gaps, there is more than one combination of reactions with which the gap could be 
closed [34]. In cases where more than one gap closure method was available, the deci-
sion of which to use was made based on similarity queries to related bacteria.

The iJP815 model includes 289 reactions for which non-zero fl ux values cannot 
be obtained under any environmental condition while enforcing the pseudo steady-
state assumption (PSSA). We term these reactions “unconditionally blocked” meaning 
that they are unable to function because not all connections could be made with the 
information available. Three hundred sixty-two metabolites that are only involved in 
these reactions are classifi ed as “unbalanced metabolites”. Another important subset of 
model reactions is the “weakly annotated” set, which means that all the genes assigned 
to these 57 reactions are currently annotated as coding for “putative” or “family” pro-
teins. The relationships between all the subsets are shown in Table 1 and Figures 2 and 3.

Figure 2. Schematic representation of various reaction classes and their interdependency. The areas 
of the squares correspond to the sizes of the subsets.

Figure 3. Assignment of the reactions to the particular pathways.



Table 1. Summary of the main characteristics of the iJP815 metabolic model.

System Parameter Subset Size

P. putida 
KT2440

Genome size 6.18 Mbp

Total ORFs 5446

iJP815 Reactions Total 877

Potentially active 588 (67.0%)

Unconditionally Blocked 289 (33.0%)

Well annotated 764 (87.1%)

Weakly annotated 57 (6.5%)

Non-gene-associated 56 (6.4%)

Transport 70 (8.0%)

Metabolites Total 888

Internal 824 (92.8%)

Balanced 461 (55.9%)

Unbalanced 363 (44.1%)

External 64 (7.2%)

Genes Total 815

Well annotated 701 (86.0%)

Weakly annotated 114 (14.0%)

The fi nal reconstruction accounts for the function of 815 genes, corresponding to 
15% of all genes in the P. putida genome and to 65% (1,253) of those currently as-
signed to the classes “Metabolism” (K01100) and “Membrane Transport” (K01310) 
in the Kyoto Encyclopedia of Genes and Genomes (KEGG) orthology classifi cation 
[35]. These fi gures are consistent with recently published metabolic reconstructions 
for other prokaryotes.

Model Assessment and Extension Through High-throughput Phenotyping 
Assays
A high-throughput BIOLOG phenotypic assay was performed on P. putida to validate 
and extend the model. In this assay, P. putida was tested for its ability to oxidize 95 
carbon substrates in minimal medium. Of these 95 substrates, P. putida oxidized 45. 
We added two other carbon sources to the positive-oxidation group (L-phenylalanine 
and L-threonine) despite a negative BIOLOG result, since these substrates had been 
previously shown to be growth substrates [16] and since we confirmed these results 
experimentally (data not shown), giving altogether 47 compounds utilized in vivo. 
Forty-seven out of the 95 carbon sources tested were accounted for in iJP815pre2, en-
abling a comparison of these BIOLOG data with FBA simulations of iJP815 grown 
on in silico minimal medium with the respective compound as sole carbon source (see 
Table 2).
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Table 2. Summary of the comparison with the BIOLOG substrate utilization assay.

Compounds tested 95

Utilized compounds 47

Reconstruction version iJP815Pre2 iJP815

Tested compounds included in 47 51 the model 47 51

Utilized compounds included in the model 33 37

Compound supply Ext lnt Ext lnt

True positives 14 28 23 33

True negatives 48 (14) 42 (8) 48 (14) 42 (8)

False positives 0 6 0 6

False negatives 33 (19) 20 (6) 24 (14) 14 (4)

Values in brackets indicate onl those compounds that iJP815 accounts for.

The initial working version of the model (iJP815pre2) was able to simulate growth 
with 14 of the 47 BIOLOG-assayed compounds as sole carbon sources. This version 
of the reconstruction contained only a few transport reactions, prompting us to identify 
compounds that could not be utilized in silico simply due to the lack of a transporter. 
This was achieved by allowing the intracellular pool of each compound of interest to 
be exchanged with environment in silico, and by evaluating the production of bio-
mass in each case through FBA simulations. This approach increased the number of 
utilizable substances to 34 but also produced six false positives (i.e., substances that 
support in silico growth, but which gave a negative phenotype in the BIOLOG assay). 
These included three metabolites involved in central metabolic pathways (D-glucose 
1-phosphate, D-glucose 6-phosphate and glycerol-3-phosphate), an intermediate of 
the L-histidine metabolism pathway (urocanate), an intermediate of branched amino 
acids biosynthesis (2-oxobutanoate), and the storage compound glycogen. This analy-
sis suggests that the inability of P. putida to utilize these compounds in vivo is likely 
due to the lack of appropriate transport machinery.

The fi nal P. putida model (iJP815) grew on 39 of the 51 compounds tested in the 
BIOLOG assay and that concurrently were accounted for in the model. Of these, 33 
were true positives (compounds utilized in vivo and allowing for growth in silico). The 
mode of utilization of the remaining 14 in vivo oxidized compounds (i.e., false nega-
tives) could not be elucidated. The remaining 42 compounds posed true negatives, 
eight of which were accounted for in the reconstruction. Ten utilized compounds also 
lack transport reactions, as nothing is known about their translocation into the cell. 
Nevertheless, this comparison of in silico growth predictions with BIOLOG substrate 
utilization data indicates that the core metabolism of P. putida has been properly re-
constructed.

A note of caution when comparing the BIOLOG assays with growth predictions is 
that this assay evaluates whether an organism is able to oxidize the tested compound 
and yield energy from it, which is different from growth. However, as P. putida is able 



to grow on minimal medium supplemented with these compounds, we considered the 
assumption to be justifi ed.

Model-driven Reannotation
The reconstruction process systematizes knowledge about the metabolism of an or-
ganism, allowing the identification of errors in, and discrepancies between, various 
sources of data. A major value of a manual model building effort is the careful revision 
of the current genome annotation, based on literature evidence encountered during the 
model building process, BLAST searches, and gap closures. During the reconstruc-
tion of the P. putida metabolic network, we discovered a number of genes that appear 
to have been improperly annotated in biological databases (Pseudomonas Genome 
Database, KEGG, NCBI). These mis-annotations arose due to a lack of information 
at the time of the original annotation or because knowledge that was available in the 
literature had been overlooked in the original annotation. In a number of other cases, 
the model building process has also generated new hypotheses for gene functions. For 
instance, our reconstruction process identified an unlikely gap in the L-lysine degra-
dation pathway of P. putida. Extensive literature search and careful reannotation has 
provided considerable evidence that the genes PP0382 and PP5257, currently anno-
tated as “carbon-hydrogen hydrolase family protein” and “oxidoreductase, FAD bind-
ing” respectively, most probably code for a “5-aminopentamidase” and “L-pipecolate 
oxidase”, respectively [36]. Another example is the propanoate degradation pathway: 
In the iJP815pre2 version this pathway was complete except for one enzymatic activ-
ity, namely the 2-methylisocitrate dehydratase. Analysis of the enzymes flanking this 
reaction showed that all of the enzymes are encoded by genes immediately adjacent 
to the ORF PP2330. Inspection of this region of the genome revealed that PP2336 
is annotated as “aconitate hydratase, putative,” although the flanking genes are re-
sponsible for degradation of propanoate. Analysis of PP2330 via BLAST revealed a 
homology of more than 99% over the whole length of the protein with the 2-methy-
lisocitrate dehydratase from other bacteria, such as other strains of P. putida (GB-1, 
W619), Burkholderia prymatum STM 815, Burkholderia multivorans ATCC 17616, 
Pseudomonas aeruginosa PA7, and Stenotrophomonas maltophilia R551-3. Conse-
quently the gene was reannotated to code for this function and the gap in propanoate 
degradation pathway was thus closed by addition of the corresponding GPR. In other 
cases, discrepancies exist between various databases, as in the case of PP5029, which 
is annotated in KEGG as “formiminoglutamase” but in NCBI as “N-formylglutamate 
deformylase”. Analysis of network gaps, genomic context, and sequence homology 
provided a strong indication that “N-formylglutamate deformylase” is the correct an-
notation. In many other cases the reannotation meant changing the substrate specific-
ity of the enzyme (which corresponds to changing the last part of the EC number). 
These were mainly identified by BLASTing the protein against protein sequences of 
other microbes and, whenever available, cross-checking the BLAST results against 
primary research publications. The full list of reannotations suggested by the recon-
struction process is shown in Table 3.
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Table 3. List of genes reannotated during the reconstruction process.

Gene Old Annotation New Annotation Reference

PP0213 5uccinate-semialdehyde dehydrogenase;
EC:1.2.1 .16

Glutarate-semialdehyde; dehydrogenase EC 
1.2.1.20

[36]

PP0214 4-Aminobutyrate aminotransferase; 
EC:2.6.1.19, EC:2.6.1.22

5-Aminovalerate transaminase; EC 2.6.1.48 [36]

PP0382 Carbon-nitrogen hydrolase family protein 5-Aminopentanamidase; EC 3.5.1.30 [36]

PP0383 Tryptophan 2-monooxygenase, putative Lysine 2-monooxygenase; EC 1.13.12.2 [36]

PP2336 Aconitate hydratase, putative; EC:4.2.1.3 2-Methylisocitrate dehydratase; EC 4.2.1.99 a

PP2432 Oxygen-insensitive NAD(P)H nitroreduc-
tase; EC:1.-.-.

6,7-Dihydropteridine reductase; EC 1.5.1.34 a

PP3591 Malate dehydrogenase, putative; EC:1.1.1.37 ∆1-Piperideine-2-carboxylate reductase; EC 
1.5.1.21

[36]

PP4066 Enoyi-CoA hydratase, putative; EC:4.2.1.17 Methylglutaconyi-CoA hydratase; EC 
4.2.1.18

[88]

PP4065 3-Methylcrotonyi-CoA carboxylase, beta 
subunit, putative
EC:6.4.1.3

Methylcrotonoyi-CoA carboxylase; EC 
6.4.1.4

[88]

PP4067 AcCoA carboxylase, biotin carboxylase, 
putative; EC:6.4.1 .3

Methylcrotonoyi-CoA carboxylase; EC 
6.4.1.4

[88]

PP4223 Diaminobutyrate-2-oxoglutarate transami-
nase; EC:2.6.1.76

Putrescine aminotransferase; EC 2.6.1.82 a

PP4481 Acetylornithine aminotransferase; 
EC:2.6.1.11

Succinylornithine transaminase; EC 2.6.1.81 a

PP5029 Formiminoglutamase; EC:3.5.3.8 N-Formylglutamate deformylase; EC 3.5.1.68 a

PP5036 Atrazine chlorohydrolase N-Formylglutamate deformylase; EC 3.5.1.68 a

PP5257 Oxidoreductase, FAD-binding L-Pipecolate oxidase; EC 1.5.3.7 [36]

PP5258 Aldehyde dehydrogenase family protein;
EC:1.2.1.3

L-Aminoadipate-semialdehyde dehydroge-
nase; EC 1.2.1.31

[36]

aAnalysis of the sequence homology and genomic context information.

Comparison of the Predicted and Measured Growth Yields and the Role of 
Maintenance
After completing the reconstruction, we assessed whether the model was capable of 
predicting the growth yield of P. putida, a basic property of the modeled organism. In 
silico growth yield on succinate was calculated by FBA and compared with in vivo 
growth yield measured in continuous culture [37]. If the in silico yield were lower than 
the experimental, it would indicate that the network may lack important reactions that 
influence the efficiency of conversion of carbon source into biomass constituents and/
or energy. In fact, the calculated in silico yield (0.61 gDW⋅gC

−1) was higher than the ex-
perimental yield (0.47 gDW⋅gC−1), indicating that some of the processes reconstructed 
in the network might be unrealistically efficient and/or that P. putida may be diverting 
resources into other processes not accounted for in the model. This greater efficiency 
of the in silico model versus in vivo growth data is also consistent with recent studies 
that suggest optimal growth is not necessarily the sole objective (function) of bio-
chemical networks [38, 39].



The in silico growth yield is infl uenced not only by the structure of the metabolic 
network, but also by other factors including biomass composition and the growth-as-
sociated and non-growth-associated energy maintenance factors (GAM and NGAM), 
the values of which represent energy costs to the cell of “living” and “growing”, re-
spectively [22]. Therefore, since both the biomass composition and the GAM/NGAM 
values were taken from the E. coli model [22, 33] due to a lack of organism-specifi c 
experimental information, we evaluated the infl uence of these factors on the predicted 
growth yield.

First, we analyzed the effects of changes in the ratios of biomass components on 
the iJP815 growth yield. These analyses indicated that varying any single biomass 
constituent by 20% up or down has a less than 1% effect on the growth yield of P. 
putida. These results are consistent with results of a previous study on the sensitivity 
of growth yield to biomass composition [40]. Although it is still possible that some 
components of P. putida biomass are not present in E. coli or vice versa, we conclude 
that the use of E. coli biomass composition in the P. putida model is a justifi ed assump-
tion for the purpose of our application and is probably not a great contributor to the 
error in our predictions of growth yield.

Subsequently, the effects of changes in the GAM on the in silico growth yield were 
tested. It was found that if GAM was of the same order of magnitude as the value used 
in the E. coli model (13 mmolATPgDW

−1), its infl uence is negligible, as increasing or 
decreasing it twofold alters the growth yield by merely 5%. A higher GAM value in 
P. putida than in E. coli could contribute to the discrepancy between the experimental 
measurements and in silico predictions, but it could not be the only factor unless the E. 
coli and P. putida values differ more than twofold, which is unlikely.

Finally, we assessed the effects of changes in the value of NGAM on in silico 
growth yield. The NGAM growth dependency is infl uenced by the rate of carbon 
source supply, and thus indirectly by the growth rate. If the carbon intake fl ux is low 
(as in the case of the experiments mentioned above, with a dilution rate of 0.05 h−1), 
the fraction of energy utilized for maintenance purposes is high and therefore so is 
the infl uence of the NGAM value on growth yield. Under such low-carbon intake 
fl ux conditions, a twofold increase of the NGAM value can decrease the growth 
yield by about 30%. This indicates that the main cause for the discrepancy between 
in vivo and in silico growth yields is that the NGAM value is likely to be higher in P. 
putida than in E. coli. Increasing the NGAM value from 7.6 of 12 (mmolATPgDW

−1 h−1) 
would reduce the in silico growth yield and lead to a better match with experimental 
values. Consequently this NGAM value was used in subsequent FBA and FVA [41] 
simulations.

For a high infl ux of carbon source the infl uence of NGAM on the growth yield is 
low and the infl uence of the NGAM and GAM values on growth yield are comparable. 
It should be noted that, while FBA predicts the optimal growth yield, few cellular 
systems operate at full effi ciency. Bacteria tend to “waste” or redirect energy if it is 
abundant [42], leading to a lower-than-optimal in vivo growth yield. It is also worth 
mentioning that maintenance values may depend on the carbon source used [43] and 
on environmental conditions [44-46].
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Additionally, we computed the growth yields of P. putida on sole sources of three 
other important elements—Nitrogen (N), Phosphorous (P), and Sulfur (S)—and com-
pared these with published experimental data from continuous cultivations [37], as 
shown in Table 4. Since biomass composition can play a role in the effi ciency of in 
silico usage of basic elements, this analysis can aid in assessing how well the biomass 
equation, which is equivalent to the E. coli biomass reaction, reproduces the true bio-
mass composition of P. putida. The yield on nitrogen differs only by 10% between in 
silico and in vivo experiments, which suggests that the associated metabolic network 
for nitrogen metabolism is well characterized in the iJP815 reconstruction. The yields 
on phosphorous and sulfur, however, differ by more than a factor of two between the 
in vivo and in silico analyses, suggesting that there may be signifi cant differences 
between the biomass requirements and the metabolic networks of P. putida and E. 
coli for these components. The differences in yields, however, may be also caused by 
the change of the in vivo biomass composition, which decreases the fraction of com-
pounds containing the limited element, when compared to the biomass composition 
while the bacterium is grown under carbon-limitation. Such changes were observed 
experimentally in P. putida for nitrogen and phosphate limitations [47]. Thus, the bio-
mass composition of P. putida needs to be determined precisely in the future. Howev-
er, for the purpose of this work and since the global effect of the biomass composition 
on the outcome of the simulations is negligible (as shown above), we considered the 
use of the original biomass equation to be justifi ed.

Table 4. Comparison of the in silico predicted growth yields (in gDW gElement
−1) with experimental 

continuous culture data.

Limiting Element Yield - Experimental Yield- Model

C 0.47 0.61

N 5.74 6.67

P 84.95 34.92

S 268.75 130.18

Analysis of Blocked Reactions: The Quest for Completeness
As described above, iJP815 contains 289 unconditionally (i.e., not dependent on ex-
ternal sources) blocked reactions (i.e., reactions unable to function because not all 
connections are made), corresponding to 33% of the metabolic network. In previously 
published genome-scale metabolic reconstructions, the fraction of blocked reactions 
varies between 10 and 70%t [48]. Blocked reactions occur in reconstructions mostly 
due to knowledge gaps in the metabolic pathways. Accordingly, the blocked-reactions 
set can be divided into two major groups; (1) reactions with no connection to the set of 
non-blocked reactions, and (2) reactions that are either directly or indirectly connected 
to the operating core of the P. putida model. The first group of reactions includes 
members of incomplete pathways that, with increasing knowledge and further model 
refinement, will gradually become connected to the core. This subset comprises 108 
reactions (35% of blocked-reaction set). The second group of reactions comprises also 
members of incomplete pathways, but many of them belong to pathways that are 



complete but that lack a transport reaction for the initial or final compound. Examples 
of pathways lacking a transporter are the degradation of fatty acids and of propanoate.

In addition, there could exist compounds whose production is required only in 
certain environmental conditions, for example, under solvent stress, and as such are 
not included in generic biomass equation. Pathways synthesizing compounds that are 
not included in the biomass equation but that likely are conditionally required include 
the synthesis of thiamine, various porphyrins and terpenoids. In this case, reactions 
involved exclusively in the production of such compounds would be blocked if no 
alternative outlets exist for those pathways. Allowing a non-zero fl ux through these re-
actions would require inclusion into biomass of the conditional biomass constituents, 
which in turn would require having various biomass equations for various conditions. 
This level of detail, however, is beyond the scope of our initial metabolic reconstruc-
tion and investigation.

The high number of blocked reactions in iJP815 clearly indicates that there are 
still vast knowledge defi cits in the model and, thus, in the underlying biochemical and 
genomic information. Since a genome-scale metabolic model seeks to incorporate all 
current knowledge of an organism’s metabolism, these reactions are integral elements 
of the metabolic reconstruction and of the modeling scaffold, even if they are not able 
to directly participate in steady state fl ux studies. Therefore, the inclusion of these 
reactions in the model provides a framework to pin-point knowledge gaps, to include 
novel information as it becomes available and to subsequently study their embedding 
and function in the metabolic wiring of the cell.

How P. putida Allocates its Resources: Evaluating the Prediction of Internal 
Flux Distributions
The assessment performed as described above by means of high-throughput pheno-
typing assays, growth experiments, and continuous cultivations, has shown that the 
model is coherent and that it captures the major metabolic features of P. putida. We 
subsequently used the model to probe the network and to ascertain the distribution of 
internal fluxes and properties such as network flexibility and redundancy of particular 
reactions. To this end, we predicted the distribution of reaction fluxes throughout the 
central pathways of carbon metabolism by FVA, and compared the simulations to 
internal fluxes computed from experimentally obtained 13C data in P. putida [49, 50].

Optimal FVA
Genome-scale metabolic networks are, in general, algebraically underdetermined 
[41]. As a consequence, the optimal growth rate can often be attained through flux 
distributions different than the single optimal solution predicted by FBA simulations. 
Therefore we used FVA to explore the network, as this method provides the intervals 
inside which the flux can vary without influencing the value of the growth yield (if the 
flux of the reaction cannot vary then the range is limited to a single value) [41]. The 
results of the simulations are given in Figure 4. As isotopic (13C) measurements are 
not able to distinguish which glucose uptake route is being used by P. putida, all the 
fluxes in the 13C experiment and in the FVA simulations were computed assuming that 
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glucose is taken up directly into the cell. For the precise description of the network 
models used in this comparison (i.e., FBA/FVA vs. 13C -Flux analysis).

Figure 4. Comparison of FVA calculations with 13C experimental flux data. The explanation of color 
codes is given in the figure. “0*” means that the reaction is not included in the particular metabolic 
network; double-headed arrows depict reversible reactions, the bigger head shows direction of the 
positive flux.



Figure 4 shows that the predictions (in red) generally agree well with the measure-
ments (in green) throughout the network, as most of the 13C values fall within the FVA 
intervals, where intervals were predicted, or both values are close to each other (in 
absolute values), when a single value was predicted. As P. putida lacks phosphofruc-
tokinase, glucose can be converted to pyruvate (the entry metabolite of TCA cycle) via 
the pentose phosphate (PP) or the Entner-Doudoroff (ED) pathways. The ED pathway 
is energetically more effi cient and the 13C measurements indicate that KT2440 uses it 
preferentially over the PP pathway. Therefore, the FVA yields locally single fl ux val-
ues rather than intervals, which refl ects the relative rigidity of this part of the network. 
In contrast, the energy generating part of the central metabolic network (the TCA cycle 
and its vicinity) exhibits greater fl exibility, as illustrated by the broad fl ux intervals. 
First, the conversion of phosphoenylpyruvate into pyruvate can proceed either directly 
or via oxaloacetate, although the bacterium appears to use the direct route (the 13C 
-model assumes, in fact, only the direct route. Second, the conversion of malate to 
oxaloacetate may also occur directly or via pyruvate. The 13C fl ux measurements in-
dicate that the bacterium uses the indirect route in addition to the direct one although, 
according to the FVA, the indirect route is energetically less effi cient. Interestingly, 
our model suggests also that the glyoxylate shunt could be used interchangeably with 
full TCA-cycle without any penalty on growth yield. However, as the glyoxylate shunt 
is inactivated in many bacterial species via catabolite repression upon glucose growth 
[51], it is possible that this alternative is not used in P. putida.

Discrepancies Between Model Predictions and Measurements
Despite the general agreement between in silico predictions and 13C measurements, 
there still exist a number of discrepancies. For instance, the 13C -experiments suggest 
that the bacterium utilizes the portion of glycolysis between triose-3-phosphate and D-
fructose-6-phosphate in the gluconeogenic direction, which is not energetically opti-
mal and as such is not captured in standard FBA (or FVA) simulations. This illustrates 
one of the possible pitfalls of FBA, which per definition assumes perfect optimality 
despite the fact that microorganisms might not necessarily allocate their resources 
towards the optimization function assumed in analysis, and in some cases may not 
operate optimally at all [52, 53]. Another group of differences concentrates around the 
pentose phosphate pathway (PPP), although these are relatively minor and are likely 
due to differences in the quantities of sugar diverted toward biomass in the 13C model 
versus iJP815. A third group of differences revolves around pyruvate and oxaloacetate, 
whereby the in vivo conversion of malate to oxaloacetate shuttles through a pyruvate 
intermediate rather than directly converting between the two. The last area where dis-
crepancies exist between in silico and 13C data is in the TCA cycle, around which the 
flux is lower in FVA simulations than in the experiment. This suggests that the in 
silico energetic requirements for growth (maintenance values) are still too low when 
compared to in vivo ones, as the main purpose of the TCA cycle is energy production.

Suboptimal FVA
To investigate further these differences, we carried out a suboptimal FVA (Figure 4, 
blue values), allowing the production of biomass to range between 90 and 100% of 
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its maximum value. In this suboptimal FVA experiment, the 13C -derived fluxes fall 
between FVA intervals for every flux value in the 13C network. To filter out artifacts, 
we re-did all FVA computations using the structure of the network used in the 13C 
-experiment and found no major differences. We also assessed the influence of the 
biomass composition on the distribution of internal fluxes and network structure and 
found that this was negligible on both accounts. The results show that, in principle, 
the bacterium can use all the alternatives described above and that the penalty on the 
growth yield is minimal. While this analysis validates the FVA simulation results, the 
wide breadth of the intervals (i.e., the mean ratio of interval width to mean interval 
value exceeds three), suggests that the (mathematical) under-determination of central 
metabolism can be quite high, and indicates that there exist multiple sub-optimal solu-
tions across the network and that is thus difficult to predict exact internal flux and to 
“pin-point” a particular solution. These results reflect the essence of CB modeling and 
FBA, which provide only a space of possible flux distributions and not exact values. 
Therefore, deductions from results of FBA simulations have to be made with great 
care. This underscores the notion that constraint-based modeling should be seen more 
as navigation framework to probe and explore networks rather than as an exact predic-
tive tool of cellular metabolism.

Gauging the Robustness of the Network
Essentiality of Genes and Reactions
To assess the robustness of the metabolic network to genetic perturbations (e.g., 
knock-out mutations), we carried out an in silico analysis of the essentiality of sin-
gle genes and reactions, which enabled us to identify the most fragile nodes of the 
iJP815 network. Reaction essentiality simulations were performed by systematically 
removing each reaction from the network and by assessing the ability of the model 
to produce biomass in silico via FBA in minimal medium with a sole carbon source 
(glucose and acetate). Gene essentiality was assessed by: (i) identifying for each 
gene the operability of the reaction(s) dependent on this gene, (ii) removing from the 
network the reactions rendered inoperative by the deletion of that particular gene, 
and (iii) determining the ability of the model to produce biomass in the same man-
ner as for the reaction essentiality tests. Additionally, we estimated for both carbon 
sources the smallest possible set of reactions able to sustain in silico growth, in or-
der to estimate the number of reactions necessary for biomass synthesis in minimal 
medium (minimal set). This set encompasses both all reactions that are essential 
(including those essential regardless of the medium and those “conditionally essen-
tial”) and the minimal number of non-essential reactions that, together, are able to 
provide in silico growth (see Figure 5). These conditionally essential reactions can 
be used as a reference for identifying sections of metabolism for which alternative 
pathways exist. For both glucose and acetate, the minimal sets encompassed ap-
proximately 315 reactions. This estimate is consistent with values obtained for other 
bacteria [54].



Figure 5. Interdependency between the metabolic network, the minimal set and the set of essential 
reactions. The set sizes are given for glucose growth conditions.

The sets of essential reactions consists of 259 and 274 reactions for glucose and ac-
etate conditions respectively, constituting 82 and 86% of the minimal set. These num-
bers indicate that most of the crucial metabolic routes are not duplicated at the level 
of metabolic network structure. The set of essential reactions under glucose growth is 
a subset of that under acetate, suggesting that the growth on glucose is more resistant 
to perturbations (as the smaller number of reactions mean less fragility points in the 
network). The reactions belonging exclusively to the acetate minimal set are mostly 
members of glyconeogenic pathway, with ATP synthase, the reactions constituting the 
glyoxylate shunt, and acetate transport reactions being the exceptions. The inessen-
tiality of ATP synthase under glucose and essentiality of the glyoxylate shunt under 
acetate conditions are not surprising and similar effects have been reported in E. coli 
[55-57].

The reactions belonging to the non-essential part of the minimal set are mostly 
members of central metabolic pathways (PPP, TCA cycle, and Pyruvate metabolism), 
which emphasizes the importance of these pathways for the operation of the metabo-
lism and is in agreement with observations made in other bacteria [58].

Isoenzymes
The metabolic robustness of an organism may also be provided at the genetic level 
through genes coding for isozymes. Data on gene and reaction essentiality provide 
insights into this phenomenon. We utilized FBA to generate a list of in silico essential 
gene predictions, including 153 and 159 genes under minimal glucose and acetate 
growth respectively, in order to determine how gene/pathway redundancy affects net-
work robustness. These values may seem low when compared to the size of the pre-
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dicted essential reactions sets (259 and 274 reactions for glucose and acetate growth, 
respectively). However, it must first be noted that each essential reaction set contains 
about 25 (26 and 27 for the glucose and acetate essential set, respectively) non-gene-
associated reactions, and that elucidating the genes catalyzing these reactions would 
increase substantially the number of in silico essential genes. Further, approximately 
20% of each minimal set (78 and 84 genes under glucose and acetate conditions, re-
spectively) consists of essential reactions that can be catalyzed by two or more iso-
zymes and thus are essential at the metabolic network level but not at the genetic level. 
In contrast to non-essential reactions in the minimal set, these reactions essential at 
the metabolic network level but not at the genetic level are not clustered in particular 
metabolic pathways but are rather spread throughout the entire metabolic network. Al-
together, these results indicate that for about 40% of the reactions required to produce 
biomass, there are alternative at either the genetic or the metabolic network level.

This analysis highlights the limitations of possible interventions aimed at reshap-
ing the fl ux distributions, because these can be applied only to reactions that are not 
essential (since the inactivation of an essential reaction yields a lethal phenotype). 
Identifi cation of reactions catalyzed by multiple enzymes shows which reactions may 
be best avoided when planning mutational strategies as their inactivation may pose 
additional technical problems, by requiring production of multiple knock-outs.

Flexibility of Flux Distributions
To further investigate these conclusions, we determined the flexibility of fluxes over 
particular reactions as a measure of metabolic network flexibility during biomass pro-
duction. We found that the variability of fluxes is similar under either glucose or ac-
etate growth, but that acetate growth instills a slightly higher rigidity to the metabolic 
network (as observed above). We observed also that the flux of more than a half of 
the reactions can vary to some degree without influencing biomass output. We next 
analyzed the pathway-distribution of reactions exhibiting variable flux, and found that 
biosynthetic pathways are in general more rigid (i.e., the fraction of reactions with 
flexible flux is relatively lower) than other pathways. This rigidity might reflect the 
essentiality of these pathways modules for the survival of the cell. A further measure 
to ascertain network flexibility was the assessment of pairwise couplings between the 
reactions via flux coupling finder. This analysis indicated that for 90% of the reactions 
that are unblocked in a given condition, at least one other reaction exists whose flux 
is proportionally coupled to the flux of the first reaction, and therefore that the great 
majority of reactions can be inactivated through inactivation of some other reaction. 
This analysis is helpful in optimizing mutational strategies as it pin-points alternative 
mutations that exhibit equivalent outcomes.

Prediction of Auxotrophic Mutations and Model Refinement
Assessment of network models through comparison of in silico growth-phenotypes 
with the growth of knock-out strains is a powerful way to validate predictions. This 
has been done in a number of studies for which knock-out mutant libraries were avail-
able [59, 60]. As there is currently no mutant library for P. putida, we tested gene 
knock-out predictions with a set of P. putida auxotrophic mutant strains created in our 



laboratory that are incapable of growth on minimal medium with acetate as the sole 
carbon source. First we compared whether the corresponding in silico mutants fol-
lowed the same behavior (lack of growth on minimal medium with acetate, where zero 
biomass flux during FBA corresponded to a no-growth phenotype). This comparison 
was performed only for strains whose knocked-out gene is included in iJP815. Thirty-
eight out of the 51 strains tested did not grow in silico. Of the remaining 13 false 
positives (i.e., those growing in silico but not in vivo), four (PP1470, PP1471, PP4679, 
and PP4680) are mutated in genes considered non-essential in silico due to “weakly 
annotated” gene putatively encoding redundant isozymes. In the case of PP5185 (cod-
ing for N-acetylglutamate synthase), its essentiality is removed by PP1346 (coding for 
bifunctional ornithine acetyltransferase/N-acetylglutamate synthase protein), which is 
not only an isozyme of PP5185 (the N-acetylglutamate synthase function) but which 
also catalyses a reaction (ornithine acetyltransferase) that produces N-acetyl-L-glu-
tamate (the product of N-acetylglutamate synthase) and thus renders the activity of 
PP5185 redundant. It appears either that this is a mis-annotation or that the enzyme is 
utilized only under different conditions.

In addition, PP0897 (fumC) seems to have two paralogues (PP0944, PP1755) cod-
ing for isoenzymes of fumarate hydratase, but since the mutant in PP0897 does not 
grow auxotrophically, they are either non functional or mis-annotated. The enzyme 
complex that is composed of proteins expressed from the genes knocked-out in the two 
false positives PP4188 and PP4189 catalyzes the decarboxylation of α-ketoglutarate 
to succinyl-CoA in the TCA cycle, concurrently producing succinyl-CoA for anabolic 
purposes. In the model, this functionality is not needed as this part of the TCA cycle 
can be circumvented by the glyoxylate shunt, whereas succinyl-CoA can be produced 
by reverse operation of succinate-CoA ligase. Restricting this reaction to be irrevers-
ible renders both genes essential. This altogether suggests that either the succinate-
CoA ligase is irreversible or the glyoxylate shunt is inactive. The latter solution is, 
however, impossible, due to the essentiality of the glyoxylate shunt upon growth on 
acetate.

The false positive PP4782 is involved in thiamine biosynthesis. This cofactor is not 
included in the biomass, which is why the gene is not in silico essential. This suggests 
thus that the in-silico P. putida biomass reaction should be enriched with this cofactor. 
The remaining false positives (PP1768, PP4909, PP5155) are involved in the serine 
biosynthesis pathway. We found experimentally that mutants in these genes can grow 
on acetate if the medium also contains L-serine. These genes can be rendered in silico 
essential by setting glycine hydroxymethyltransferase to operate only unidirection-
ally from L-serine to glycine. The operation of this enzyme, however, is required for 
growth of the bacterium on glycine, which is possible; though very slow (results not 
shown). One of these genes (PP5155) has also a weakly annotated isozyme (PP2335). 
We found out as well that several of the mutants (PP1612, PP4188-9, PP4191-4) grow 
in silico on glucose, which we confi rmed experimentally (results not shown). Alto-
gether, these experimental results assisted us in improving the accuracy of the model.

Albeit limited to a relatively small mutant set, this analysis shows that while CB 
models are not always able to predict exact fl ux values, they are very useful in the 
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identifi cation of essential reactions and, through the GPRs, the genes responsible for 
their catalysis. This enables identifi cation of vulnerable points in the metabolic 
network.

Model Application—Production of Polyhydroxyalkanoates from 
Nonalkanoates
To illustrate the utility of a genome-scale model for metabolic engineering, we used 
iJP815 to predict possible improvements to an industrially relevant process; namely, 
the production of PHAs from non-alkanoic substrates for biomedical purposes [61-
63]. As the production of PHAs uses resources that would be otherwise funneled to-
wards growth, increasing in silico PHA production would decrease the growth. Con-
sequently, in classic optimization-based approaches (e.g., FBA), no PHA production 
would be predicted while optimizing for growth yield. The aim was thus to increase 
the available pool of the main precursor of PHAs—Acetyl Coenzyme A (AcCoA). 
This approach was based on the observation that inactivation of isocitrate lyase (ICL) 
enhances the production of PHAs in P. putida due to increased availability of AcCoA 
that is not consumed by ICL [64]. We therefore searched for other possible interven-
tion points (mutations) in the metabolic network that could lead to the accumulation of 
AcCoA. This analysis was performed through application of a modified OptKnock ap-
proach [28], which allowed for parallel prediction of mutations and carbon source(s) 
that together provide the highest production of the compound of interest.

Two main methods were employed to model a cellular pooling of AcCoA. The fi rst 
was the maximization of AcCoA production by pyruvate dehydrogenase (PDH). In 
the second, an auxiliary reaction was introduced that consumed AcCoA (concurrently 
producing CoA, to avoid cofactor cycling artifacts) and that would represent the pool-
ing of AcCoA (Figures 6A and B, insets). It is noteworthy that the value of “AcCoA 
production” predicted by the fi rst method includes AcCoA that is then consumed in 
other reactions (some of which will lead towards biomass production for instance), 
whereas the value of “AcCoA pooling” predicted by the second method includes only 
AcCoA that is taken completely out of the system, and therefore made available for 
PHA production but unusable for growth or other purposes. Therefore, only with the 
fi rst method (AcCoA production) can AcCoA fl uxes and growth rates be compared 
directly with the wild type AcCoA fl ux and growth rate, as the second method (AcCoA 
pooling) will display lower values for AcCoA fl uxes and growth rates but will avoid 
“double counting” AcCoA fl ux that is shuttled towards growth, and therefore is not 
available for PHA production (see plots in Figures 6A and B).

To create the in silico mutants, we allowed the OptKnock procedure to block a 
maximum of two reactions, which corresponds, experimentally, to the creation of a 
double mutant. To avoid lethal in silico strains, the minimal growth yield was limited 
to a value ranging between 0.83 and 6.67 gDWmolC

−1, corresponding to about 5 and 
40% of maximum growth yield, respectively.

Six mutational strategies suggested by this approach are presented in Table 5. The 
fi rst three were generated by the AcCoA production method, and the last three were 
generated by the AcCoA pooling method. The results provide a range of options for 



possibly increasing AcCoA production, some of which constrain growth more than 
others (see Figures 6A and B).

Figure 6. Mutational strategies for increased PHA production. This figure highlights six strategies 
suggested by the modified Optknock approach for increased production of AcCoA, a precursor for 
polyhydroxyalkanoates. (A) The AcCoA production ranges versus growth yield of in silico strains 
developed using the “AcCoA production” strategy. (B) The AcCoA pooling versus growth yield of in 
silico strains developed using the “AcCoA pooling” strategy.

One promising hypothesis (strategy 2) generated by the AcCoA production meth-
od predicted that a double-mutant devoid of 6-phosphogluconolactonase (pgl/PP1023) 
and periplasmatic glucose dehydrogenase (gcd/PP1444), would produce 29% more 
AcCoA than the wild type growing on glucose as a carbon source (Figure 6A). As we 
are currently still in the process of generating this mutant, we were not yet able to test 
the prediction. Another promising hypothesis (strategy 1) included knocking-out tri-
ose phosphate isomerase (tpiA/PP4715). As the mutant for tpiA was generated in this 
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work, we tested whether it is able to grow on the predicted carbon source (D-fructose), 
but the observed growth was very weak (only very small colonies grew on agar plates 
after 3 days). This suggests that growth might be too inhibited by this strategy for it 
to be of great use.

Table 5. Summary of the characteristics of the in silico strains generated in the procedure of 
optimization of the PHA production.

Strain
Blocked Enzymatic 
Activity

Loci To Be 
Blocked Carbon Source(s)

AcCoA Production 
[mmol gow -1.h-1]

Growth Yield
[gow·molc 

-1]

Min Max Limit Sim

WT WT WT L-Serine 11.47 22.26 0.83 11.16

1 Triose-phosphate 
isomerase 

PP4715 D-Fructose 7.7 29.74 0.83 3.5

6-Phosphoglucono 
lactonase

PP1023

2 Glucose dehydroge-
nase (membrane)

PP1444 D-Giucose 7.05 28.51 0.83 4.17

6-Phosphoglucono 
lactonase

PP1023

3 lsocitrate dehydro-
genase

PP4011 or 
PP4012

L-Serine 22.41 23.01 6.66 10.67

Formate dehydro-
genase

PP0490 or 
PP0491

PP2183 or 
PP21 84 or 
PP2185 or 
PP2186

0.83 1.00

4 Citrate synthase PP4194 L-V aline 21.85 3.33 4.00

2-Methylcitrate 
dehydratase

PP2338

5 Glycine hydroxym-
ethyl transferase

PP0322 L-Leucine, L-
lysine, L-phenyl-
alanine

16.75

PP0671

Citrate synthase PP4194

6 Glycine hydroxym-
ethyl transferase

PP0322 L-Leucine, L-
isoleucine

9.35 6.66 9.33

PP0671

Citrate synthase PP4194

One strategy suggested by the AcCoA pooling method (strategy 4) called for 
knocking out 2-methylcitrate dehydratase (prpD/PP2338) and citrate synthase (gltA/
PP4194), and supplying P. putida with valine. Using this strategy, AcCoA pooling 
could theoretically reach 21.9 mmolgDW

−1 h−1, but at a severe expense in bacterial 
growth (Figure 6B). The other strategies suggested by the AcCoA pooling method 
highlight a somewhat linear tradeoff between growth and AcCoA pooling, which 
could be investigated experimentally to determine how much growth disruption is ac-
ceptable in a bioengineered production strain of P. putida (Figure 6B).



These strategies illustrate the possible approaches to optimizing production of a 
non-growth-associated compound, and highlight the need for further experimental 
work to assess the performance of this approach.

DISCUSSION

A primary value of genome-scale metabolic models is their ability to provide a ho-
listic view of metabolism allowing, for instance, for quantitative investigation of de-
pendencies between species existing far apart in the metabolic network [20]. Once 
experimentally validated, these models can be used to characterize metabolic resource 
allocation, to generate experimentally testable predictions of cell phenotype, to elu-
cidate metabolic network evolution scenarios, and to design experiments that most 
effectively reveal genotype–phenotype relationships. Furthermore, owing to their ge-
nome-wide scale, these models enable systematic assessment of how perturbations in 
the metabolic network affect the organism as a whole, such as in determining lethality 
of mutations or predicting the effects of nutrient limitations. Since these multiple and 
intertwined relationships are not immediately obvious without genome-scale analysis, 
they would not be found during investigation of small, isolated circuits or genes as is 
typical in a traditional reductionist approach [65, 66].

We present here a genome-scale reconstruction and CB model of the P. putida 
strain KT2440, accounting for 815 genes whose products correspond to 877 reactions 
and connect 886 metabolites. The manually curated reconstruction was based on the 
most up-to-date annotation of the bacterium, the content of various biological data-
bases, primary research publications and specifi cally designed functional genomics 
experiments. New or refi ned annotations for many genes were suggested during the 
reconstruction process. The model was validated with a series of experimental sets, 
including continuous culture data, BIOLOG substrate utilization assays, 13C fl ux mea-
surements and a set of specifi cally-generated mutant strains. The FBA and FVA were 
used to ascertain the distribution of resources in KT2440, to systematically assess gene 
and reaction essentiality and to gauge the robustness of the metabolic network. Hence, 
this work represents one of the most thorough sets of analyses thus far performed 
for an organism by means of CB modeling, providing thereby a solid genome-scale 
framework for the exploration of the metabolism of this fascinating and versatile bac-
terium. However, since this modeling endeavor relies upon a number of approxima-
tions, the limits, potential and applicability of the analysis must be clearly identifi ed 
and defi ned. We address these points below.

Altogether, our results and analyses show that the model accurately captures a sub-
stantial fraction of the metabolic functions of P. putida KT2440. Therefore, the model 
was used to generate hypotheses on constraining and redirecting fl uxes towards the 
improvement of production of PHAs, which are precursors for industrially and medi-
cally important bioplastics. This is, to our knowledge, the fi rst reported application of 
CB modeling to direct and improve the yield of a compound of which the production 
is not directly coupled to the growth of the organism. This opens up novel areas of 
application for the CB approach. Our approach, based on the OptKnock algorithm, 
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allows for both prediction of mutants with desirable properties and identifi cation of 
conditions that support the expression of these properties.

Notwithstanding the generally good agreement between experimental results and 
simulations of our model, several of the discrepancies encountered refl ect pitfalls in-
herent to CB modeling that go beyond the scope of our study:

First, the high number of blocked reactions and the mismatches with the BIOLOG 
data show that there are still many areas of the metabolism that require thorough ex-
ploration. The genes encoding transport-related are particularly relevant, as for most 
of them, neither the translocated compound nor the mechanism of translocation is 
known. Furthermore, it should be highlighted that the genome still has 1,635 genes an-
notated as “hypothetical” or “conserved hypothetical”, more than 800 genes annotated 
as putative, and over 800 for which the functional annotation gives no information 
beyond the protein family name. It is thus likely that a fraction of the hypothetical and 
non-specifi cally annotated genes in the current P. putida annotation are responsible 
for unknown metabolic or transport processes, or that some might code for proteins 
that add redundancy to known pathways. This observation is common to all genomes 
sequenced so far and illustrates a major hurdle in the model building process (and 
hence, its usefulness) that can be overcome only through extensive studies in func-
tional genomics.

Second, although we carefully constrained the in silico fl ux space through FBA 
and FVA and obtained distribution spaces roughly consistent with those experimen-
tally determined via 13C- fl ux analysis, these approaches are inherently limited as they 
assume growth as a sole metabolic objective and ignore any effects not explicitly 
represented in a CB metabolic model. It has been shown that FBA using objective 
functions other than growth can improve predictive accuracy under certain conditions 
[53]. Kinetic limitations also may play a very important role in determining the extent 
to which a particular reaction or pathway is used. Teusink et al. [52] showed that in the 
case of L. plantarum these factors may lead to false predictions.

Third, the reconstruction includes causal relationships between genes and reac-
tions via GPRs but it lacks explicit information regarding gene regulation. The regula-
tion of gene expression causes that there are many genes in the cell that are expressed 
only under certain growth conditions. Therefore, the in silico fl ux space is generally 
larger than the true in vivo fl ux space of the metabolic network. This, in turn, may in-
fl uence the robustness of the metabolic network and the essentiality of some reactions 
and genes. The lack of regulatory information and of the genetic interactions involved 
is likely to be one of the causes for faulty predictions of the viability of mutant strains. 
Adding this information will be an important step in the further development and im-
provement of the accuracy of the reconstruction.

Fourth, although our analyses indicated that growth yield is relatively insensitive 
to changes in biomass composition, these analyses also suggest that factors other than 
the structure of the metabolic network play an important role in defi ning the relation-
ship between the growth yield and environmental conditions. The prediction of the 
exact growth yield requires the precise measurement of maintenance values, which 
may vary substantially from one condition to the other [44-46]. As the maintenance 



accounts for 10–30% of the total carbon source provided in unstressed conditions, this 
may set a limit to the accuracy of the growth yield predictions.

To enhance the usefulness and predictiveness of the model, several avenues could 
be followed in the future. First, additional constraints can be overlaid on the network 
to reduce the space of possibilities and increase the accuracy of predictions. In addi-
tion to specifi c knowledge of particular enzymatic or transport processes, such con-
straints are best based on high-throughput experimental evidence such as transcrip-
tomic and proteomic data, which are instrumental in expanding genotype–phenotype 
relationships in the context of genome-scale metabolic models [67]. Microarray ex-
periments have guided the discovery of metabolic regulons, and usage of microarray 
and proteomic data to constrain metabolic models has improved model accuracy for 
other systems [23]. Second, P. putida provides a good opportunity for incorporating 
kinetic information into a genome-scale model as there are various kinetic models 
available and under development for small circuits in P. putida [68-71]. Incorporating 
data from these models into the genome-scale reconstruction would provide insights 
into the relationships of isolated metabolic subsystems within the global metabolism. 
This synthesis would also improve the fl ux predictions of the global model, particu-
larly in areas where current FBA-based predictions methods fail due to their inherent 
limitations.

Experimental validation of a genome-scale model is an iterative process that is 
performed continuously as a model is refi ned and improved through novel informa-
tion and validation rounds. In this work, we have globally validated iJP815 as well as 
specifi c parts thereof by using both up-to-date publicly available data and data gener-
ated in our lab, but there will be always parts of the model that include blocked reac-
tions and pathways that will require further, specifi c validation. As more knowledge 
becomes available from the joint efforts of the large P. putida community (e.g., [http://
www.psysmo.org]), focus will be put on these low-knowledge areas for future experi-
mental endeavors. We anticipate that this model will be of valuable assistance to those 
efforts.

The metabolic reconstruction, the subsequent mathematical computation and the 
experimental validation reported here provide a sound framework to explore the meta-
bolic capabilities of this versatile bacterium, thereby yielding valuable insights into 
the genotype–phenotype relationships governing its metabolism and contributing to 
our ability to exploit the biotechnological potential of pseudomonads. By providing 
the means to examine all aspects of metabolism, an iterative modeling process can 
generate logical hypotheses and identify conditions (such as regulatory events or con-
ditional expression of cellular functions) that would reconcile disagreements between 
experimental observations and simulation results. Through a detailed in silico analysis 
of PHA production, we show how central metabolic precursors of a compound of 
interest not directly coupled to the organism’s growth function might be increased via 
modifi cation of global fl ux patterns. Furthermore, as the species Pseudomonas putida 
encompasses strains with a wide range of metabolic features and numerous isolates 
with unique phenotypes, the reconstruction presented provides a basic scaffold upon 
which future models of other P. putida strains can be built with the addition or subtrac-
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tion of strain-specifi c metabolic pathways. Due to its applicability across the numer-
ous P. putida strains iJP815 provides a sound basis for many future studies towards 
the elucidation of habitat-specifi c features, bioremediation applications and metabolic 
engineering strategies with members of this ubiquitous, metabolically versatile, and 
fascinating genus.

MATERIALS AND METHODS

Constraint-based Models
The P. putida model we present was built using a CB approach. A CB model consists 
of a genome-wide stoichiometric reconstruction of metabolism and a set of constraints 
on the fluxes of reactions in the system [19, 20, 24]. The reconstruction represents 
stoichiometry of the set of all reactions known to act in metabolism of the organism, 
which can be determined in large part from genomic data since most cellular reactions 
are catalyzed by enzymes. Thus the model does not require any knowledge regarding 
the kinetics of the reactions, and the requisite thermodynamic knowledge is limited to 
the directionality of reactions.

In addition to the reactions, the model includes a set of genes tied via Boolean logic 
to reactions that their protein products catalyze, which allows for accurate discrimina-
tion of the effects of genetic perturbations such as knockouts [33, 72]. These Boolean 
rules together form the GPRs relationships of the metabolic reconstruction [33].

The second part of the CB model, namely the constraints, constitutes a set of rules 
that narrow down the interval within which the fl ux of particular reaction must lie. 
These constraints rest upon physico-biological knowledge. One of them, the informa-
tion regarding reaction directionality, has already been mentioned above. Another con-
straint that is widely applied in biological systems is the PSSA [73], which states that 
a concentration of a chemical compound stays constant over the simulated time frame. 
The reactants to which this constraint is applied are usually called internal compounds, 
and in biological models correspond to the chemical substances located inside the cell 
or its compartments. Remaining substances, external compounds, correspond to spe-
cies that can be taken up or secreted and thus exchanged with the environment. Other 
types of constraints are top and bottom limits that correspond to catalytic capabilities 
of the enzymes. More detailed description of constraint-based modeling approach can 
be found in [74].

Analysis Methods
Flux Balance Analysis
The FBA is a primary method for analysis of CB models. Generally, a constraint-based 
model of metabolism represents an underdetermined system, that is, one in which a 
range of flux distributions are mathematically possible. The FBA narrows the flux pos-
sibilities by determining a point in closed flux space that maximizes a certain linear 
combination of fluxes. [75]. The FBA poses a linear programming (LP) problem and 
thus a global maximum always exists, provided that the problem is feasible (i.e., there 
exists at least one combination of fluxes which fulfills all the constraints). Using the 
matrix notation the FBA problem can be stated as following:



 

maximize : cτ iv
subject to : Si iv = 0

vmin ≤ v ≤ vmax ,

where S is the stoichiometric matrix containing reaction stoichiometry information, 
v is a vector of all reaction fluxes in the system, vmin and vmax represent minimum and 
maximum constraints on reaction fluxes, respectively, and cT is a vector containing co-
efficients for each flux that is to be maximized (for more detail on FBA, refer to [76]).

The FBA optimization yields an optimal value for the objective along with a fl ux 
value for every reaction belonging to the metabolic network. Commonly, FBA is used 
to predict maximal growth or metabolite production yields. Cell growth is simulated 
by the fl ux over a special “Biomass” reaction that consumes precursors of cellular 
components (amino acids, lipids, dNTPs, NTPs, cofactors) and produces a virtual unit 
of cell biomass. Maximization of this fl ux is usually set as the FBA objective. This 
procedure assumes that organisms have been shaped by the evolution towards growth 
maximization, an assumption that has been validated under a variety of conditions 
[77].

Flux Variability Analysis
Metabolic networks of living organisms are usually considerably underdetermined 
[78-80]. The size of the mathematically allowed flux space can vary depending upon 
the network structure and the constraints. The FVA is a method that allows for rough 
top estimation of the flux space for a given FBA optimization [41]. The FVA computes 
for each reaction an interval of values inside of which the flux of the reaction can 
change without influencing value of the objective function, provided that other fluxes 
are allowed to vary freely within their constraints.

It is often the case that cells do not operate perfectly optimally when FBA simula-
tions are compared to real data. Therefore, a variant of the FVA approach called sub-
optimal FVA [41] is sometimes informative, wherein instead of fi xing the objective to 
its optimal value from the initial FBA run (as in standard FVA), the objective value is 
allowed to vary within a predetermined limit. For every suboptimal FVA presented in 
this chapter the objective lower limit was chosen at 90% of the initial objective value 
(assuming that FBA maximized the objective).

OptKnock
The OptKnock is an approach for identification of mutations that selectively increase 
production of a certain compound of interest, assuming that the mutant would optimize 
for the same quantity as the wild type (e.g., growth yield) [28]. OptKnock points out 
reactions (and genes, through GPR logic) that must be blocked in order to maximize 
a linear combination of target fluxes (outer objective) while simultaneously maximiz-
ing for the cell’s assumed objective (growth yield; inner objective). OptKnock poses 
a bi-level optimization approach that is solved via mixed-integer linear programming 
(MILP). 
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OptKnock—modification.
In order to enable the choice of the carbon source(s) the original OptKnock procedure 
was modified as follows:

1. A virtual reaction, with limited flux, was created that sourced the virtual com-
pound “vcarbon”

2. For each carbon source a virtual irreversible reaction that converted the com-
pound “vcarbon” into the respective carbon source was added to the model. 
The stoichiometry of this virtual reaction corresponded to the number of car-
bon atoms in the carbon source, for example: 

6 vcarbon → D-glucose.
3. For each of those reactions (vj) a binary variable (zj) defining its activity was 

created and following constraint was added to the model: vj ≤ vj
max zj, where 

the vj
max was set to value high enough, so that the whole “vcarbon” could be 

consumed by each reaction.

This modifi cation allows for the choice of one or more carbon sources that, to-
gether with the mutation set identifi ed by OptKnock, provide the highest objective.

Identification of Minimal Growing Reaction Set
The minimal growing set was identified using a MILP approach, by modifying origi-
nal FBA LP problem. For every non-blocked and non-essential reaction a binary vari-
able was added that reflects the activity of the reaction. When the binary variable 
takes value of 1 the corresponding reaction is virtually unlimited (or limited by rules 
of original LP problem). When the variable is set to 0 the corresponding reaction is 
blocked (non-zero flux is impossible). This was achieved by adding a following set of 
equations to the original LP problem:

 −yi ivi
lim ≤ vi ≤ yi ivi

lim

for reversible reactions, and

 vi ≤ yi ivi
lim

for irreversible reactions. In order to assure that growth was not overly restricted, a 
minimal flux value was established for the biomass reaction. We set the lower limit on 
biomass flux to 0.05 when the supply of carbon source was 60 mmolC·gDW

−1h−1, which 
corresponds to growth yield of 0.07 gDW·gC

−1, 16 times lower than the wild type. The 
objective of the problem was set to minimize the sum of all binary variables yi:

minimize yi
i

∑ .

This method searches for a minimal set that is able to sustain growth greater than or 
equal to to the minimal growth requirement.



Metabolic Network Reconstruction
The main sources of information regarding the composition of the metabolic network 
of Pseudomonas putida KT2440 were various biological databases. Most of the infor-
mation came from the KEGG [35, 81] and Pseudomonas Genome Database (PGD) 
[82]. Information regarding P. putida contained in these two databases is mainly based 
on the published genome annotation of the bacterium [14], so there is a large overlap 
between them. Additionally, substantial information was taken from the BRENDA da-
tabase, which catalogs reaction and enzyme information [83]. This all was augmented 
with knowledge coming directly from primary research publications. The reconstruc-
tion process was performed in an iterative manner, that is, by adding or removing reac-
tions from the model in between rounds of model testing. First, reaction information 
for P. putida was collected from KEGG and PGD. Reactions supported by sufficient 
evidence and with specific enough functional annotations were incorporated into the 
model. For every accepted reaction its reversibility was assessed basing on assign-
ments in KEGG pathways as well as information from BRENDA database. For reac-
tions with inconsistent assignments a decision about reversibility was made basing on 
analysis of the reaction as well as its reversibility in other organisms. Hereby, a first 
version of the metabolic model was created (iJP815pre1).

The next step involved assessing whether the reconstructed metabolic network is 
able to produce energy from glucose. This was achieved by running FBA with ATP 
production set as the objective function. Subsequently, the ability of the model to 
grow in silico on glucose was tested. Successful in silico growth indicates that ev-
ery chemical compound belonging to the biomass equation can be synthesized from 
present sources, using the reactions contained in the model. Since the exact cellular 
composition of P. putida is not known, the composition of E. coli biomass was used as 
an approximation. This test was performed by running FBA with production of each 
biomass constituent set as the objective. If a compound could not be synthesized, the 
gaps in the pathway leading to it were identifi ed manually and a search was performed 
for reactions that could fi ll the gaps. If this approach was unsuccessful, gaps were 
fi lled with reactions from the E. coli model. This yielded the second version of the 
reconstruction (iJP815pre2).

The third round of reconstruction consisted of two sub-steps. First, the compounds 
for which transport proteins exist were identifi ed and appropriate reactions added. 
Second, the results of BIOLOG carbon-source utilization experiments were compared 
with in silico simulations for growth on those compounds. It was assumed that the 
ability to grow in silico on the particular compound as the sole carbon source approxi-
mates the in vivo utilization. For those compounds that did not show in silico growth, 
a literature search was performed in order to identify possible pathways of utilization. 
The results of this search, in the form of reactions and GPRs, were added to the model. 
The outcome was the fi nal version of the model (iJP815).

Comparison of Growth Yields with the Continuous Culture Experiments
Growth yields on sources of basic elements (C,N,P,S) were compared with experimen-
tal values obtained by Duetz et al. [37]. The yields of the model were computed using 
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FBA, by setting the growth rate to the value of the dilution rate used in experiments 
and subsequently minimizing for consumption of source of respective element (suc-
cinate, ammonia, phosphate, and sulfate).

Computational Methods
The model was created and maintained using ToBiN (Toolbox for Biochemical Net-
works, http://www.lifewizz.com). The optimizations (FBA, FVA, OptKnock) were 
computed by free, open source, solvers from the COIN-OR family (COmputational 
INfrastructure for Operations Research, http://www.coin-or.org) or by the lp_solve 
version 5.5 (http://lpsolve.sourceforge.net/5.5/) software package. All computations 
were performed on a Personal Computer with a Intel Core 2 2.40 GHz CPU and 2GB 
of RAM.

Experimental Methods
Media and Chemicals
Pseudomonas putida KT2440 was grown either on EM-medium (Bacto Trypton – 20 
g, Yeast-Extract – 5 g, NaCl – 5 g, Glucose 0.5%, H2Odist at 1,000 ml; the glucose was 
as 10% solution autoclaved separately and added in appropriate amount) or SOC-
medium (Bacto Trypton – 2%, Yeast-extract – 0.5%, Glucose – 20 nM, NaCl – 10 mM, 
KCl – 2.5 mM, MgCl2 – 10 mM, MgSO4 – 10 mM, H2Odist ad 1,000 ml; magnesium 
salts were autoclaved separately and subsequently merged with the remaining compo-
nents) or minimal medium (10×; Na2HPO4 – 50 g, KH2PO4 – 100 g, MgSO4×7H2O – 2 
g, (NH4)2SO4 – 20 g, CaCl2 – 0.01 g, FeSO4 × 7H2O – 0.01 g, H2Odist ad 1,000 ml; the 
potassium and sodium salts were dissolved separately and subsequently mixed with 
other dissolved salts; pH was set to 7.0 by adding 10 mM NaOH) with different com-
pounds as the sole carbon source.

BIOLOG Substrate Utilization Experiments
Pseudomonas putida KT2440 was tested for its ability to utilize various carbon sourc-
es using BIOLOG GN2 Microplates [31] (BIOLOG Inc. Hayward, CA, USA). All 
procedures were performed as indicated by the manufacturer. Bacteria were grown 
overnight in 28°C on a BIOLOG Universal Growth agar plate. Afterwards they were 
swabbed from the surface of the plate and suspended in GN inoculating fluid. Each 
well of the Microplate was inoculated with 150 μl of bacterial suspension and the 
plate was incubated in 28°C for 24 hr. Subsequently the plate was read by a microplate 
reader and the read-outs were analyzed with MicroLog3 4.20 software.

Growth Experiments
If not stated differently, cells were grown on agar plates overnight in 30°C.

Transposon Mutagenesis
The mutants of P. putida were created using an in vitro transposition system (Epicentre 
Technologies, Madison, Wisconsin, USA) [84]. This system bases on a hyper-reactive 
Tn5-transposase and Tn5-Transposome that, in the absence of magnesium ions, builds 
a stable synaptic complex, which can be transmitted into the cell via electroporation. 



To render Pseudomonas putida KT2440 electrocompetent, cells were grown in 50 ml 
of EM-medium to OD600 of 0.6 to 1.0 and subsequently cooled on ice for 15 min. 
The cells were centrifuged (4,000 g, 4°C) and washed twice with H2Odist. The cells 
were washed twice in 0.3 M cold solution of sucrose and resuspended in 0.5–1.0 ml 
of 0.3 M sucrose solution. The electrocompetent cell were used for transformation 
by electroporation with Gene Pulser (BioRad, Munich, Germany) using the EZ:TN 
<Kan-2> Tnp Transposome. The 20–40 μl of cells was mixed with 1–2 μl of DNA in 
ice-cooled cuvette. The electroporation setting were 25 μF, 200 Ω, and 1.7 or 2.5 for 
the gap size 0.1 and 0.2 cm, respectively. After 2 hr of incubation in SOC-medium, 
transformants were selected on EM agar plates with 60 μg/ml of kanamycin. Selection 
of auxotrophic mutants was performed on minimal medium with acetate as the sole 
carbon source, by replica-plating P. putida KT2440::Tn5(Kanr) strains on the minimal 
and EM media.

Identification of Flanking Sequences
The auxotrophic P. putida KT2440::Tn5(Kanr) mutants were genotyped by enrichment 
of either flanking sequences of transposon insertions using PCR [85, 86]. Two rounds 
of amplifications were performed using primers specific to the ends of transposons 
and random primers that can anneal to the chromosome. In the first round of amplifi-
cation the Kan-2 RP1 (5′-GCAATGTAACATCAGAGATTTTGAG-3′) primer com-
plementary to the end of Tn5-element and the arbitrary primer ARB1 (5′-GGCCAC-
GCGTCGACTAGTACNNNNNNNNNNGATAT-3′) were used. A 1 μl of supernatant 
from a P. putida KT2440 lysate was used as the DNA-template. The PCR-reaction 
was performed in following mixture (H2Odist – 28.7 μl, incubation buffer(10×) – 5 μl, 
dNTPs(5 μM) – 5 μl, primer(10 μM) – 2,5 μl, Taq DNA-polymerase (5U/μl) – 0.2 μl) 
under following conditions: (i) 5 m at 95°C, (ii) 30 × (30 s at 30°C, 90 s at 72°C), (iii) 
30 × (30 s at 95°C, 30 s at 45°C 120 s at 72°C). In the second round of amplification a 
5 μl of product of the first PCR-reaction was used as the DNA-template, together with 
the primers TnINT Rev (5′-GAGACACAATTCATCGATGGTTAGTG-3′) and ARB-
2 (5′-GGCCACGCGTCGACTAGTAC-3′). The reaction conditions were following: 
30 × (30 s at 95°C, 30 s at 45°C, 120 s at 72°C). The PCR-products were purified 
with “QIAquick- spin PCR Purification Kit” (Qiagen GmbH, Hilden, Germany) ac-
cording to manufacturer’s instructions. Subsequently, the sequencing procedure was 
performed. The 200–500 μg of dsDNA in normal sequencing vectors (pBlueskript, 
pUC18, etc.) with 10 pmol of primer (TnINT Rev) and 6 μl of “Big Dye Terminator v. 
2.0 Ready Reaction Mix” were mixed in total volume of 10 μl. The conditions of the 
reaction were following: 25 × (30 s at 95°C, 30 s at 60°C, 4 m at 60°C]. After the cy-
cle sequencing the remaining dNTP were removed using “Dye Ex Spin Kit” (Qiagen 
GmbH, Hilden, Germany) according to manufacturer’s instructions. To the purified 
product 50 μl sterile MiliQ-H2O was added and the DNA was precipitated wit 250 μl 
Ethanol (100% v/v) for 30 min at 16,000 × g in the room temperature. The supernatant 
was removed and the pellet washed with 250 μl of ethanol (100% v/v), precipitated 
again by centrifugation (16,000 × g, RT, 10 min) and dried in vacuum-centrifuge. All 
the DNA-pellets were stored in −20°C in 20 μl Hi-Di Formamide (PE Biosystems) un-
til sequencing. The sequencing was performed with ABI PRISM 377 sequencer [87]. 
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The fluorescence signals were analyzed with ABI PRISM 3100 genetic analyzer and 
the obtained sequences compared with P. putida KT2440 genome sequence.

CONCLUSION

The pseudomonads include a diverse set of bacteria whose metabolic versatility and 
genetic plasticity have enabled their survival in a broad range of environments. Many 
members of this family are able to either degrade toxic compounds or to efficiently 
produce high value compounds and are therefore of interest for both bioremediation 
and bulk chemical production. To better understand the growth and metabolism of 
these bacteria, we developed a large-scale mathematical model of the metabolism of 
Pseudomonas putida, a representative of the industrially relevant pseudomonads. The 
model was initially expanded and validated with substrate utilization data and carbon-
tracking data. Next, the model was used to identify key features of metabolism such as 
growth yield, internal distribution of resources, and network robustness. We then used 
the model to predict novel strategies for the production of precursors for bioplastics of 
medical and industrial relevance. Such an integrated computational and experimental 
approach can be used to study its metabolism and to explore the potential of other 
industrially and environmentally important microorganisms.
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Chapter 11

A New Cold-adapted β-D-galactosidase from the 
Antarctic Arthrobacter Sp. 32c
Piotr Hildebrandt, Marta Wanarska, and Józef Kur

INTRODUCTION

The development of a new cold-active β-D-galactosidases and microorganisms that 
efficiently ferment lactose is of high biotechnological interest, particularly for lactose 
removal in milk and dairy products at low temperatures and for cheese whey bioreme-
diation processes with simultaneous bio-ethanol production.

In this article, we present a new β-D-galactosidase as a candidate to be applied 
in the above mentioned biotechnological processes. The gene encoding this β-D-
galactosidase has been isolated from the genomic DNA library of Antarctic bacterium 
Arthrobacter sp. 32c, sequenced, cloned, expressed in Escherichia coli and Pichia 
pastoris, purifi ed and characterized. 27 mg of β-D-galactosidase was purifi ed from 1 
l of culture with the use of an intracellular E. coli expression system. The protein was 
also produced extracellularly by P. pastoris in high amounts giving approximately 
137 mg and 97 mg of purifi ed enzyme from 1 l of P. pastoris culture for the AOX1 
and a constitutive system, respectively. The enzyme was purifi ed to electrophoretic 
homogeneity by using either one step- or a fast two step-procedure including protein 
precipitation and affi nity chromatography. The enzyme was found to be active as a ho-
motrimeric protein consisting of 695 amino acid residues in each monomer. Although, 
the maximum activity of the enzyme was determined at pH 6.5 and 50°C, 60% of the 
maximum activity of the enzyme was determined at 25°C and 15% of the maximum 
activity was detected at 0°C.

The properties of Arthrobacter sp. 32cβ-D-galactosidase suggest that this enzyme 
could be useful for low-cost, industrial conversion of lactose into galactose and glu-
cose in milk products and could be an interesting alternative for the production of 
ethanol from lactose-based feedstock.

Nowadays low-cost energy bio-industrial processes in biotechnology are highly 
desired. This has led to increased interest in the production of cold adapted enzymes. 
One class of such enzymes includes cold-adapted β-D-galactosidases (EC 3.2.1.23) 
that can fi nd many applications in industrial biotechnology. These enzymes are ca-
pable of hydrolyzing 1,4-β-D-galactoside linkages and can sometimes catalyze the 
synthesis of oligosaccharides. The production of lactose-free milk and synthetic oli-
gosaccharides like lactulose are only examples of this cutting edge enzyme class ap-
plication.

Currently, commercially available β-galactosidase preparations (e.g., Lactozym-
Novo Nordisk, MaxilactDSM Food Specialties) applied for lactose hydrolysis contain 
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Kluyveromyces lactis β-galactosidase naturally intracellularly biosynthesized by K. 
lactis strains. This enzyme is optimally active at approximately 50°C and displays low 
activity at 20°C while an ideal enzyme for treating milk should work well at 4–8°C. 
Besides, the latter enzyme should be optimally active at pH 6.7–6.8 and cannot be in-
hibited by sodium, calcium, or glucose. Such β-galactosidases are still highly desired. 
Only several enzymes optimally hydrolyzing lactose at low temperatures have been 
characterized till now [1-14], however, none of them have been produced on the com-
mercial scale. The β-galactosidases were obtained from different microbial sources, 
including those from Arthrobacter sp. [1, 2, 7, 8, 12], Arthrobacter psychrolactophilus 
[9, 13] Carnobacterium piscicola [3], Planococcus sp. [4, 14], Pseudoalteromonas 
haloplanktis [5], and Pseudoalteromonas sp. [10, 11].

Additionally, in order to make progress in cheaper production of β-D-galactosidases 
of industrial interest, high effi ciency yeast expression systems must be taken into con-
sideration. On the other hand extracellular production must occur to allow easy and fast 
isolation of target protein. There are several studies in literature related to the extracel-
lular production of the Aspergillus niger β-galactosidase by recombinant Saccharomyces 
cerevisiae strains [15-19], although this enzyme is mainly interesting for lactose hy-
drolysis in acid whey, because of their acidic pH optimum as well as their activity 
at elevated temperatures. The S. cerevisiae expression system was also used for the 
production of K. lactis β-D-galactosidase, the protein of outstanding biotechnological 
interest in the food industry but in this case the enzyme production was not strictly 
extracellular. The β-galactosidase was released into the culture medium after osmotic 
shock of the recombinant S. cerevisiae osmotic-remedial thermosensitive-autolytic 
mutants [20, 21]. To improve the secretion of the K. lactis β-D-galactosidase, cyto-
solic in origin, the hybrid protein from this enzyme and its A. niger homologue, that 
is naturally extracellular, was constructed. The hybrid protein was active and secreted 
by recombinant K. lactis strain, but the amount of extracellular enzyme still remained 
low [22]. Yeast species especially designated for the production of extracellular pro-
teins are for example Pichia pastoris or Hansenula polymorpha. There is only one re-
cently published example of an extracellular β-galactosidase production system using 
P. pastoris as a host, however, it concerns thermostable enzyme from Alicyclobacillus 
acidocaldarius [23].

The S. cerevisiae is usually the fi rst choice for industrial processes involving al-
coholic fermentation but this yeast is unable to metabolize lactose and, therefore, the 
lactose consuming yeast, K. fragilis, has been used in most industrial plants produc-
ing ethanol from whey [24]. The engineering of S. cerevisiae for lactose utilization 
has been addressed over the past 20 years by different strategies [25]. However, most 
recombinant strains obtained displayed no ideal characteristics (such as slow growth, 
genetic instability, or problems derived from the use of glucose/galactose mixtures) or 
were ineffective for ethanol production [24, 26, 27]. There is only one published ex-
ample of effi cient ethanol production with a recombinant S. cerevisiae strain express-
ing the LAC4 (β-galactosidase) and LAC12 (lactose permease) genes of K. lactis [28]. 
Hence, there is still a need for S. cerevisiae strains producing new β-galactosidases 
which may appear to be an interesting alternative for the production of ethanol from 
lactose-based feedstock.
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In this respect, here we report on a new cold-adapted β-D-galactosidase, isolated 
from psychrothrophic, Antarctic Arthrobacter sp. 32c bacterium strain, that possesses 
low molecular weight of 75.9 kDa of monomer and 195 kDa of native protein. In addi-
tion, the presented enzyme is active in the range of temperature 4–8°C that is suitable 
for milk industry applications and can be produced extracellularly on a large scale us-
ing recombinant P. pastoris strains cultivated either on methanol or glycerol (a cheap 
by-product in biodiesel industry).

Characterization of 32c Isolate
Many different colonies were isolated from the Antarctic soil. One isolate, named 
32c, that formed yellow colonies was chosen for further study because of its ability 
to hydrolyze X-Galthe cromogenic analogue of lactose. The cells were gram-nega-
tive rods. The optimum growth in LAS medium was observed between 25–27°C. No 
growth occurred at 37°C. In order to determine the ability of the selected isolate to 
utilize starch, milk, avicell, or arabinose several plates with different substrates were 
prepared. It was observed that 32c strain produces enzymes of industrial interest like 
α-amylase, proteases and has an arabinose utilization pathway. In order to estimate 
the phylogenetic position of the isolate, we cloned the amplified 16S rRNA gene into 
pCR-Blunt vector, determined its sequence, and examined its phylogenetic relation-
ships (Figure 1A). The obtained sequence was deposited at GenBank with the acces-
sion no. FJ609656. An analysis of the sequence showed that it clustered with other or-
ganisms isolated from cold environments, mainly belonging to Arthrobacter species. 
The isolate formed a well-defined cluster with A. oxidans (98.59% sequence identity) 
and A. polychromogenes (97.86% sequence identity). Based on 16S rDNA similarity, 
physiological properties similar to other Arthrobacter strains and its presence in the 
Antarctic soil our isolate was classified as Arthrobacter sp. 32c.

Figure 1. Phylogenetic analysis of the Arthrobacter sp. 32c 16S rDNA sequence (A) and Arthrobacter 
sp. 32c β-D-galactosidase gene sequence (B). Sequences were aligned using the sequence analysis 
softwares: ClustalX 1.5 b and Gene-Doc 2.1.000. Phylogenetic trees were reconstructed with 
the PHYLIP COMPUTER PROGRAM PACKAGE, using the neighbor-joining method with genetic 
distances computed by using Kimura’s 2-parameter mode. The scale bar indicates a genetic distance. 
The number shown next to each node indicates the percentage bootstrap value of 100 replicates.
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Characterization of the β-D-galactosidase Gene
The psychrotrophic Arthrobacter sp. 32c chromosomal library was prepared in E. coli 
TOP10F’. The plasmid pBADmycHisA was used to construct the library, and ampicil-
lin-resistant transformants were selected and screened for the ability to hydrolyze X-
Gal. Several transformants out of approximately 5,000 were selected as blue colonies 
on plates containing X-Gal. Restriction analysis of plasmid inserts from these transfor-
mants indicated that they had been derived from the same fragment of chromosomal 
DNA. Sequence data from the shortest construct, named pBADmycHisALibB32c, 
contained 5,099 bp insert with an open reading frame (2,085 bp) encoding protein, 
which shares high homology to a β-D-galactosidase (NCBI Access No. FJ609657). 
The sequence of Arthrobacter sp. 32c β-D-galactosidase was analyzed and found to 
encode a 694 amino acid protein with a predicted mass of 76.142 kDa and a theo-
retical pI of 5.59. The analysis of DNA sequence upstream the Arthrobacter sp. 32c 
β-D-galactosidase gene with the promoter prediction tool (BPROM software, http://
www.softberry.com webcite) revealed a potential promoter sequence with cttaca and 
tacaat as -35 and -10 sequences, respectively. A putative ribosomal binding site was 
apparent eight bases before the initiating methionine codon. The insert fragment and 
β-D-galactosidase gene had a high G+C content, 67 mol%, and 66 mol%, respectively, 
which is typical of Arthrobacter species.

A comparison of the Arthrobacter sp. 32c β-D-galactosidase gene sequence with 
those from the NCBI database showed that it was most closely related to the Ar-
throbacter sp. FB24 gene (77.13% sequence identity) and to the A. aurescens TC1 
gene (71.8% sequence identity) (Figure 1B). The deduced amino acid sequence from 
Arthrobacter sp. 32c β-D-galactosidase gene was also used to compare with other 
amino acid sequences deposited in the NCBI database. The Arthrobacter sp. 32c β-D-
galactosidase was found to be a member of the glycoside hydrolase family 42 and 
contained an A4 beta-galactosidase fold. The enzyme shares 84% of identity and 91% 
of similarity to the sequence of the Arthrobacter sp. FB24, 74% identity and 84% sim-
ilarity to the sequence of the Arthrobacter aurescens TC1 and only 51% identity and 
65% similarity to the sequence of the Janibacter sp. HTCC2649 β-D-galactosidase.

Overexpression and Purification of Recombinant Arthrobacter sp. 32c β-D-
galactosidase
In order to produce and investigate the biochemical properties of Arthrobacter sp. 32c 
β-D-galactosidase, we constructed bacterial and yeast expression systems. The recom-
binant arabinose-inducible pBAD-Myc-HisA-β-gal32c plasmid was used for the ex-
pression of the Arthrobacter sp. 32c β-D-galactosidase gene in E. coli LMG194/plysN 
[29]. The highest enzyme biosynthesis yields were achieved by adding arabinose to 
the final concentration of 0.02% w/w, at A600 0.5 and by further cultivation for 5 hr. Af-
ter purification a single protein migrating near 70 kDa was observed following sodium 
dodecyl sulfate-polyacrylamide gel electrophoresis and staining with Coomassie blue 
(Figure 2A, lane 3). It was in good agreement with the molecular mass deduced from 
the nucleotide sequence (75.9 kDa). The applied overexpression system was quite 
efficient, giving 27 mg (Table 1) of purified β-D-galactosidase from 1 l of induced 
culture. The relative molecular mass of native enzyme estimated by gel filtration on a 



column of Superdex 200 HR 10/30, previously calibrated with protein molecular mass 
standards, was 195,550 Da. Hence, it is assumed that the purified Arthrobacter sp. 32c 
β-D-galactosidase is probably a trimeric protein.

Table 1. Purification of recombinant Arthrobacter sp. 32c β-D-galactosidase.

Purifi cation step Volume 
(ml)

Protein (mg) Specifi c activity 
(U mg-1)

Total activity 
(U)

Purifi cation 
(fold)

Recovery 
(%)

E coli LMG plysN pBADMyc-HisA-32cβ-gal

Cell extract 30 580 13.8 8004 1.0 100

Affi nity chromatography 3.2 27 155.9 4209 21.0 53

P. pastoris GS 11S pPICZaA-32cβ-gal

Broth 1000 3400 28.7 97580 1.0 100

Protein precipitation 54 340 136.1 46274 10.0 47

Affi nity chromatography 11 137 154.7 21194 24.8 22

P. pastoris GS 11S pGAPZaA-32cβ-gal

Broth 1000 5200 16.2 84240 1.0 100

Protein precipitation 46 450 102.7 46215 11.6 55

Affi nity chromatography 10 97 153.1 14851 53.6 18

Figure 2. SDS-PAGE analysis of the expression and purification steps of the Arthrobacter sp. 32c β-D-
galactosidase expressed by E. coli host (A), P. pastoris GS115 pPICZαA-32cβ-gal methanol induced 
variant (B) and P. pastoris GS115 pGAPZαA-32cβ-gal constitutive variant (C). Lanes 1 protein weight 
marker. Panel A: lane 2cell extract after expression, lane 3purified β-D-galactosidase after affinity 
chromatography. Panel B and C: lane 2broth after protein expression, lane 3protein precipitate, lane 
4purified β-D-galactosidase after affinity chromatography.
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In the P. pastoris expression system the methanol induced and constitutive biosyn-
thesis variants for larger scale production of the enzyme were tested. By cloning the 
gene in the form of translational fusion with the S. cerevisiae α-factor leader sequence 
under the control of either the methanol induced promoter AOX1 or under the con-
stitutive promoter GAP, pPICZαA-32cβ-gal, and pGAPZαA-32cβ-gal recombinant 
expression plasmids were constructed. P. pastoris GS115 strain was transformed with 
linearized pPICZαA-32cβ-gal or pGAPZαA-32cβ-gal plasmids. The obtained P. pas-
toris GS115 recombinant strains harboring pGAPZαA-32cβ-gal or pPICZαA-32cβ-
gal recombinant plasmids were used for extracellular production of the Arthrobacter 
sp. 32c β-D-galactosidase (Figure 2B, lane 2 and Figure 2C, lane 2). The applied 
overexpression systems were effi cient, giving approximately 137 and 97 mg (Table 
1) of purifi ed β-D-galactosidase (Figure 2B and C, lanes 4) from 1 l of induced cul-
ture for the AOX1 and constitutive system, respectively. Noteworthy is the fact that 
all attempts in extracellular expression of β-D-galactosidase from Pseudoalteromonas 
sp.22b [10, 11] previously described by us did not succeed (data not shown). The 
corresponded β-D-galactosidase is a tetramer composed of 115 kDa subunits. All the 
amount of produced protein with fused secretion signal was accumulated in the cells. 
We also tried to produce the Pseudoalteromonas sp. 22b β-D-galactosidase in the form 
of fusion protein with other secretion sequences: PHO5 and STA2. All attempts gave 
negative results. It seems that molecular mass of desired recombinant protein is lim-
ited for extracellular production by P. pastoris host.

Characterization of Arthrobacter sp. 32c β-D-galactosidase
The temperature profiles of the hydrolytic activity of the recombinant Arthrobacter 
sp. 32c β-D-galactosidase showed that the highest specific activity with ONPG was 
at 50°C (155 U/mg). Lowering or raising temperature from 50°C resulted in the re-
duction of β-D-galactosidaseactivity. Recombinant β-D-galactosidase exhibited 15% 
of the maximum activity even at 0°C and approximately 60% at 25°C (Figure 3). In 
order to determine the optimum pH for recombinant β-D-galactosidase, we measured 
the enzyme activity at various pH values (pH 4.5–9.5) at 0–70°C, using ONPG as a 
substrate. β-D-galactosidase exhibited maximum activity in pH 6.5 and over 90% of 
its maximum activity in the pH range of 6.5–8.5 (Figure 3).

To examine the possible metal ion requirements, the enzyme preparation was treat-
ed with EDTA to remove metal ions. No activity was lost during treatment with 100 
mM EDTA after 2 h. The activity was not considerably affected by metal ions (5 mM): 
Na+, K+, Mg2+, Co2+, Ca2+. The enzyme activity was completely inhibited by Cu2+ or 
Zn2+ (5 mM) and was strongly inhibited by Mn2+ (11%), Fe2+(25%), and Ni2+ (38%) in 
comparison to the activity of the enzyme in the absence of cations (100%) (Table 2). 
The activity of the β-D-galactosidase was not considerably affected by ditiothreitol, 
β-mercaptoethanol, and L-cysteine, whereas reduced glutathione almost completely 
inactivated the enzyme (Table 3). The examination of the ethanol infl uence on the 
Arthrobacter sp. 32c β-D-galactosidaseactivity with ONPG as the substrate shows 
that addition of ethanol up to 20% still slightly stimulates the enzyme activity (Table 
4). The relative enzyme activity was increasing up to 120% in the presence of 8% v/v 
ethanol at pH 5.5.



Figure 3. Effect of temperature on activity of recombinant Arthrobacter sp. 32c β-D-galactosidase at 
pH range from 4.5 to 9.5.

Table 2. Effects of metal ions on Arthrobacter sp. 32c β-D-galactosidase activity.

Metal ion Relative activity [%]

None 100

Na+ 97 ± 3

K+ 100 ± 2

Ni2+ 38 ± 4

Mg2+ 90 ± 2

Fe2+ 25 ± 2

Co2+ 87 ± 3

Cu2+ 0±0

Mn2+ 11± 2

Zn2+ 0±0

Ca2+ 88 ± 2

Table 3. Effects of thiol compounds on recombinant Arthrobacter sp. 32c β-D-galactosidase activity.

Compound Relative activity [%]

None 100

2-mercaptoethanol 92 ± 4

DTT 96 ± 2

Glutathione reduced 6 ± 3

L-cystein 95 ± 2
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Table 4. Effect of ethanol concentration on recombinant Arthrobacter sp. 32c β-D-galactosidase 
activity.

Ethanol [% v/v] Relative activity [%] pH 5.5 Relative activity [%] pH 6.5

0 100 100

1 109 ± 2.0 102 ± 2.4

2 111 ± 2.2 107 ± 3.0

4 114 ± 2.7 109 ± 2.6

6 116 ± 2.5 110 ± 2.4

8 120 ± 2.1 111 ± 2.4

10 119 ± 2.3 109 ± 2.5

12 117± 1.9 107 ± 2.6

14 109 ± 2.2 105 ± 2.4

16 108 ± 2.1 103 ± 2.5

18 105 ± 2.7 102 ± 2.7

20 103 ± 2.9 101 ± 3.1

A study of the substrate specifi city of the Arthrobacter sp. 32c β-D-galactosidase 
was performed with the use of various chromogenic nitrophenyl analogues. The re-
combinant Arthrobacter sp. 32c β-D-galactosidase displayed four times higher level 
of activity with PNPG  than with ONPG as substrate. The activities with PNPGlu 
and ONPGlu were signifi cantly lower with only 1.4% and 0.5% of the activity with 
ONPG, respectively.

In order to further characterize the biochemical properties of the enzyme the high-
est specifi c activity kcat, the KM values and the catalysis effi ciency kcat/KM in reaction 
with ONPG and lactose were calculated. The highest observed specifi c activity with 
ONPG was 212.4 s-1 at 50°C. The half saturation coeffi cient (KM) was highest at 10°C 
(5.75 mM), decreased to 2.62 mM at 50°C and rose again to 5.11 mM at 55°C. The 
highest catalysis effi ciency was achieved at 50°C (81.7 s-1mM-1). The same kinetic 
parameters were also determined with lactose (Table 5). Hereby the half saturation 
coeffi cient was signifi cantly higher, the reaction velocity constant was signifi cantly 
lower and the reaction effi ciency was very low. To investigate the reason for such 
results another test was performed, where glucose was transformed in the reaction 
mixture by glucose isomerase that converted it to fructose, while galactose remained 
in the mixture. In this test the reaction effi ciency was signifi cantly higher and over 
30% from the 5% w/v of lactose was hydrolyzed to glucose and galactose for 12 hr 
and over 75% of the lactose was found to be hydrolyzed after 72 hr. These results were 
similar to another test where the recombinant P. pastoris strain extracellularly produc-
ing Arthrobacter sp. 32c β-D-galactosidase (pGAPZαA-32cβ-gal) was cultivated on 
lactose containing broth. It seems obvious that Arthrobacter sp. 32c β-D-galactosidase 
is inhibited by glucose. Nevertheless this shows that the enzyme might successfully 
catalyze the conversion of lactose to corresponding monocarbohydrates in a fermenta-
tion broth where glucose is consumed by cells of the fermenting strain.



Table 5. Kinetic parameters of Arthrobacter sp. 32c β-D-galactosidase.

Substrate Temperature [ºC] Km[mM] kcat [s
-1] kcat/Km [s-lmM-1]

ONPG 10 5.75 ± 0.34 52.4 ± 0.72 9.12 ± 0.71

20 4.86 ± 0.37 81.0 ± 1.03 16.67 ± 1,60

30 3.46 ± 0.29 123.9±1.21 35.81 ± 3.66

40 3.15 ± 0.27 169.9 ± 1.44 53.92 ± 5.56

50 2.62 ± 0.21 212.4 ± 1.67 81.07 ± 7.76

55 5.11 ± 0.32 71.2 ± 0.98 13 .93 ± 1.14

lactose 10 77.54 ± 1.77 1.76 ± 0. 11 0.023 ± 0.002

20 67.82 ± 1.74 2.36 ± 0.14 0.035 ± 0.003

30 52.67 ± 1.71 4.81 ± 0.22 0.091 ± 0.007

40 44.31 ± 1.73 5.73 ± 0.21 0.129 ± 0.010

50 39.73 ± 1.72 6.98 ± 0.23 0.176 ± 0.014

DISCUSSION

The β-D-galactosidase from Arthrobacter sp. 32c characterized in this study has in-
teresting industrial properties. It displays optimum activity at pH 6.5 and catalyses 
the hydrolysis of 1,4-β-D-galactoside linkages at pH 4.5–9.5 with high efficiency. Its 
optimum activity was observed at about 50°C. Nevertheless it showed over 50% of 
activity at pH 5.5–7.5 at 30°C and was not considerably inactivated by Ca2+ ions what 
in fact can be of interest in industrial ethanol production from cheese whey by means 
of brewing Saccharomyces cerevisiae strains or by recombinant strains that simultane-
ously utilize glucose and galactose.

The β-D-galactosidases naturally produced by psychrophilic microorganisms are 
either intracellular or expressed at low levels. In order to make progress in cheaper 
production of β-D-galactosidases of industrial interest, we choose highly effi cient P. 
pastoris expression systems for consideration to produce enzyme extracellularly. The 
P. pastoris has been successfully used many times in extracellular protein production, 
however, there are only several examples of cold-adapted proteins and none cold-
adapted β-D-galactosidase produced by this host. We have found only one published 
example of P. pastoris extracellular β-D-galactosidase production for a thermostable 
enzyme from Alicyclobacillus acidocaldarius [23].

There are several examples of cold active β-D-galactosidases isolated from 
Pseudoalteromonas strains [5, 10, 11] and Arthrobacter strains [7-9, 12, 13] with 
molecular mass above 110 kDa of monomer and forming an active enzyme of over 
300 kDa. Most of them belong to the family 42 β-D-galactosidases. However, the 
β-D-galactosidase belonging to family two obtained from the Antarctic Arthrobacter 
isolate appears to be one of the most cold-active enzymes characterized to date [8]. 
All of the known cold-adapted β-D-galactosidases, except two of them isolated from 
Planococcus sp. strains [4, 14] and from Arthrobacter sp. 32c (this study), form very 
large oligomers and therefore are of minor interest in industrial application probably 
because of many problems in effective overexpression. The β-D-galactosidases isolated 
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from psychrophilic Planococcus sp. strains have low molecular weight of about 75 
kDa of monomer and about 155 kDa of native protein. The β-D-galactosidase isolated 
from Planococcus sp. L4 is particularly thermolabile, loosing its activity within only 
10 min at 45°C [14] and therefore larger scale production of this enzyme by recom-
binant yeast strains cultivated at 30°C might be economically not feasible. Only the 
β-D-galactosidase from Planococcus sp. isolate SOS orange [4] displays interesting 
activity and might be considered in biotechnological production on a larger scale.

In comparison with known β-D-galactosidases, the Arthrobacter sp. 32c β-D-
galactosidase is a protein with a relatively low molecular weight. Molecular sieving 
revealed that the active enzyme is a trimmer with a molecular weight of approximately 
195 ± 5 kDa. Relatively low molecular weight of the protein did not interfere with 
extracellular production of the protein by P. pastoris. Therefore the constructed re-
combinant strains of P. pastoris may serve to produce the protein extracellularly with 
high effi ciency and in a cheap way. The calculated production cost of 1 mg of purifi ed 
β-D-galactosidase was estimated at 0.03 €.

The same Pichia pastoris expression systems had been unsuccessfully used for extra-
cellular expression of previously reported β-D-galactosidase from Pseudoalteromonas sp. 
22b [10, 11]. This enzyme is much bigger than Arthrobacter sp. 32c β-D-galactosidase 
and forms a tetramer of approximately 490 kDa. It is worth noting that we have tried to 
secrete this enzyme with three different secretion signals (α-factor from Saccharomy-
ces cerevisiae, glucoamylase STA2 from Saccharomyces diastaticus or phosphatase 
PHO5 from S. cerevisiae) with no success. It seems that the molecular mass of the 
desired recombinant protein is limited to extracellular production by P. pastoris host, 
whereas the used secretion signal is without any infl uence. Based on our experience 
with Pichia pastoris expression systems we assert that the larger protein the lower 
expression yield can be achieved.

In comparison with the known β-D-galactosidase from Planococcus sp. isolate 
SOS orange [10], β-D-galactosidase from Arthrobacter sp. 32c is more thermostable 
and it has a similar activity profi le. Moreover, as shown in this study, it can be pro-
duced extracellularly in high amounts by yeast strain. The displayed activity profi le of 
the Arthrobacter β-D-galactosidase, especially the activity at pH range from 5.5 to 7.5, 
over 50% of relative activity at 30°C and enhancement of the activity by the presence 
of ethanol suggest that this enzyme is compatible with the industrial process condi-
tions for ethanol production by yeast. The construction of corresponding S. cerevisiae 
recombinant strains and fermentation tests for the production of ethanol from cheese 
whey by the application of this β-D-galactosidase are pending.

The Arthrobacter β-D-galactosidase was strongly inhibited by glucose and 
therefore the catalysis effi ciency was very low. Removal of this product resulted 
in 75% hydrolysis of a solution containing 5% of lactose after 72 hr in a combined 
enzyme assay. These results clearly indicate that the enzyme can be used for the 
production of sweet lactose free milk where hydrolysis of lactose to glucose and 
galactose is performed by simultaneous isomerisation of glucose to fructose by glu-
cose isomerase.



MATERIALS AND METHODS

Isolation, Characterization, and Identification of the 32c Isolate
A 5 g of Antarctic soil was dissolved in 45 ml of water containing 1% of sea salt (Sigma-
Aldrich). After decantation 100 μl of the supernatant was spread out on LAS agar 
plates that contained 1% lactose, 0.1% pepton K, 0.1% yeast extract, 1% of marine 
salt, 1.5% agar and 20 μg/ml of X-gal. Pure cultures of microorganisms were isolated. 
One of them was found to be a producer of β-D-galactosidase and also exhibited amy-
lolytic and proteolytic activities. This strain was primarily classified as 32c isolate and 
used for further analyzes. The bacterium 32c was cultured in the liquid LAS medium 
containing 1% lactose, 1% pepton K, 0.5% yeast extract, and 1% artificial sea salt 
at 15°C for 2 days at 150 rpm in air shaker. The temperature profile of growth was 
determined in the range 0–37°C, by means of stationary cultures in the LAS medium.

16S rDNA Gene Amplification
Genomic DNA from isolate 32c was used as a template to amplify 16S rDNA gene 
using primers: 16S For 5' AGAGTTTGATCCTGGCTCAG 3' and 16S Rev 5' ACG-
GCTACCTTGTTACGACTT 3'. Reaction was performed in mixture containing: 0.2 
μM of each primer, 0.2 μg of chromosomal DNA, 250 μM of each dNTP, 1 U of DNA 
polymerase (Hypernova, DNA-Gdańsk, Poland) in 1 × PCR buffer (20 mM Tris-HCl 
pH 8.8, 10 mM KCl, 3.4 mM MgCl2, 0.15% Triton X-100). The reaction mixture was 
incubated for 3 min at 95°C, followed by 30 cycles at 95°C for 1 min, 55°C for 1 
min, 72°C for 1.5 min, and a final incubation for 5 min at 72°C using a Mastercycler 
Gradient (Eppendorf, Germany). PCR product was purified from an agarose gel band 
using DNA Gel-Out kit (A&A Biotechnology, Poland), and cloned directionally into 
pCR-Blunt vector (Invitrogen). The 16S rDNA insert was sequenced using ABI 3730 
xl/ABI 3700 sequencing technology (Agowa DE, Germany).

Genomic DNA Library Construction
The chromosomal DNA from 32c strain cells was isolated using a genomic DNA Prep 
Kit (A&A Biotechnology, Poland) according to protocol for gram-negative bacte-
ria. The DNA was digested using the 20 U of SalI and 20 U of BglII endonucleases 
(Fermentas, Lithuania) for 2 hr at 37°C in 1× buffer O+ (Fermentas), and 2- to 8-kb 
fragments were purified from a 0.8% agarose gel using the DNA Gel Out kit (A&A 
Biotechnology, Poland). Then DNA fragments were ligated with T4 DNA ligase (Epi-
centre, USA) for 1 hr at 16°C into pBAD/Myc/HisA vector (Invitrogen) pre-cutted 
with the same restriction enzymes. The E. coli TOP10F’ cells were transformed to 
give the genomic library by incubation at 37°C on LA agar (10 g pepton K, 5 g yeast 
extract, 10 g NaCl, and 15 g agar) containing 100 μg/ml ampicillin, 1 mM IPTG, and 
20 μg/ml X-gal. After 12 hr incubation, plates were transferred to 20°C and incubated 
further for 16 hr. Blue colonies were taken for analysis. These E. coli TOP10F’ cells 
were transformed with plasmid containing the Arthrobacter sp. 32c β-galactosidase 
gene. Plasmid DNA was extracted from these recombinant strains. The insert of the 
smallest recombinant plasmid (pBADmycHisALibB32c) was sequenced using ABI 
3730 xl/ABI 3700 sequencing technology (Agowa DE, Germany). 
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β-D-Galactosidase Gene Amplification and Cloning to Bacterial Expression 
System
Based on the known β-D-galactosidase gene sequence of Arthrobacter sp. 32c 
(GenBank Accession No. FJ609657), the specific primers for PCR amplification 
were designed and synthesized. The gene was amplified using two separate reac-
tions. The first DNA fragment was amplified using the forward primer: F1Nc-β-gal 
CATGGGCAAGCGTTTTCCAAG, and reverse primer: R32c-β-gal CCCCGTC-
GACTTTTCTAGATCAGTCCTCCGCGATCAC (containing SalI and XbaI recogni-
tion sites, underlined). The second DNA fragment was amplified using the forward 
primer: F2Nc-β-gal GGCAAGCGTTTTCCAAGCGG, and reverse primer: R32c-
β-gal CCCCGTCGACTTTTCTAGATCAGTCCTCCGCGATCAC (containing SalI 
recognition site, underlined). The start and stop codons are given in bold. For the 
NcoI sticky end generation the second forward F2Nc-β-gal primer contains only one 
nucleotide of the start codon. Each PCR reaction mixture contained: 0.2 μM of each 
primer, 0.2 μg of pBADmycHisALibB32c DNA, 250 μM of each dNTP, 1 U of DNA 
polymerase (Hypernova, DNA-Gdańsk, Poland) in 1 × PCR buffer (20 mM Tris-HCl 
pH 8.8, 10 mM KCl, 3.4 mM MgCl2, 0.15% Triton X-100). The reaction mixtures 
were incubated for 3 min at 95°C, followed by 5 cycles at 95°C for 1 min, 50°C for 1 
min, 72°C for 2 min and 25 cycles at 95°C for 1 min, 60°C for 1 min, 72°C for 2 min, 
and a final incubation for 5 min at 72°C using a Mastercycler Gradient (Eppendorf, 
Germany). Both amplification reaction products were purified and mixed together at 
ratio 1:1. This mixture was denaturated at 95°C for 3 min and cooled down to room 
temperature at 0.2°C/s. Afterwards DNA were purified by ethanol precipitation, di-
gested with SalI endonuclease and cloned into pBAD/Myc/HisA (Invitrogen) vec-
tor pre-cutted with NcoI and SalI endonucleases. The resulting recombinant plasmid 
pBAD/Myc/HisA-β-gal32c containing the Arthrobacter sp. 32c β-D-galactosidase 
gene under control of the pBAD promoter was used to transform chemically compe-
tent E. coli LMG194 plysN cells [29].

Expression of the Recombinant β-D-galactosidase Gene in E. coli
The recombinant plasmid pBAD/Myc/HisA-32cβ-gal was used for the expression of 
the putative β-D-galactosidase gene in E. coli LMG 194 plysN under the control of 
pBAD promoter. The cells were grown overnight at 37°C in LB medium containing 
chloramphenicol (34 μg/ml) and ampicillin (100 μg/ml) in air shaker at 220 rpm. The 
preculture was inoculated (1%) into fresh 1 l of LB medium containing the same anti-
biotics and cultivation was continued at 37°C to OD600 of 0.5. The culture was then 
supplemented with 0.02% (w/w) arabinose (final concentrations) and grown for 4 hr 
at 37°C to achieve the overexpression of β-D-galactosidase gene.

Pichia Pastoris Expression Plasmids Construction
The primers used for amplification of the Arthrobacter sp. 32c β-D-galactosidase gene 
were: F32c-β-gal ATGGGCAAGCGTTTTCCAAGCGGC and R32c-β-gal CCCC-
GTCGAC TTTTCTAGATCAGTCCTCCGCGATCAC (containing SalI and XbaI rec-
ognition sites, underlined) (reaction A). The start and stop codons are given in bold. 
The second PCR reaction was performed to obtain a linear form of DNA vectors using 



primers: Phos-alfa-factor phos-TCTTTTCTCGAGAGATACCCCTTCTTCTTTAG-
CAGCAATGC and AOX1-res-insert-ATTTGAATTCTCTAGACTTAAGCTTGTTT-
GTAGCCTTAGACATGACTGTT CCTCAGTTCAAGTTG and pPICZαA (reaction 
B) or pGAPZαB (reaction C) plasmid DNA as DNA template. Each PCR reaction 
mixture contained: 0.2 μM of each primer, 0.2 μg of recombinant plasmid, 250 μM 
of each dNTP, 1 U of DNA polymerase (Hypernova, DNA-Gdańsk, Poland) in 1 × 
PCR buffer (20 mM Tris-HCl pH 8.8, 10 mM KCl, 3.4 mM MgCl2, 0.15% Triton 
X-100). Reaction A was performed using following conditions: 95°C–3 min, (95°C–1 
min, 53°C–1 min, 72°C–2 min; 5 cycles), (95°C–1 min, 65°C–1 min, 72°C–2 min; 
25 cycles), 72°C–5 min. Reaction B and C were performed at conditions: 95°C–3 
min, (95°C–1.5 min, 66°C–1 min, 72°C–4 min; 5 cycles), (95°C–1.5 min, 68°C–1 
min, 72°C–4 min; 25 cycles), 72°C–10 min. The PCR products were purified from 
an agarose gel bands using DNA Gel-Out kit (A&A Biotechnology, Poland), digested 
with XbaI endonuclase and ethanol precipitated. The DNA fragments from reaction A 
and B and from reaction A and C were ligated with each other and chemically compe-
tent E. coli TOP10F’ (Invitrogen) cells were transformed with those ligation mixtures, 
spread out on LA plates containing 12.5 μg/ml zeocine (Invitrogen) and incubated at 
37°C for 16 hr. Afterwards recombinant plasmids were isolated, linearized by SacI or 
XmaJI endonuclease and used to transform P. pastoris GS115 competent cells using 
Pichia EasyComp™ Transformation Kit (Invitrogen). The obtained P. pastoris GS115 
recombinant strains harboring pGAPZαA-32cβ-gal or pPICZαA-32cβ-gal recombi-
nant plasmids were used to extracellular production of the Arhrobacter sp. 32c β-D-
galactosidase.

Expression of the β-D-galactosidase Gene in Pichia pastoris
The P. pastoris GS115 recombinant strains harboring pGAPZαA-32cβ-gal or 
pPICZαA-32cβ-gal plasmid were used to extracellular expression of the Arhrobacter 
sp. 32c β-D-galactosidase either constitutively or after methanol induction, respec-
tively. For both expression systems 900 ml of YPG medium (Yeast extract 1%, Pepton 
K 2%, 2% glycerol) was inoculated with 100 ml of YPG medium cells cultures of the 
P. pastoris pGAPZαA-32cβ-gal or P. pastoris pPICZαA-32cβ-gal. In case of the con-
stitutive β-D-galactosidase expression the inoculated culture was grown with agitation 
at 30°C for 4 days. After 2 days additional carbon source in form of glycerol was 
added to final concentration of 3% v/v to the broth. In case of the methanol induced 
variant, 100 ml overnight culture of the P. pastoris pPICZαA-32cβ-gal was centrifu-
gated at 1,500 × g for 10 min. The supernatant was discarded, cells were dissolved in 
100 ml of BMMY medium (1% yeast extract, 2% peptone, 0.004% L-histidine, 100 
mM potassium phosphate, pH 6.0, 1.34% YNB, 4 × 10-5% biotin, 0.5% methanol) and 
added to 900 ml of the same medium. The cultivation was performed for 4 days, where 
methanol was added to final concentration of 0.65%, 0.8%, and 1% after first, second 
and third day, respectively.

β-D-galactosidase Purification
After protein expression in E. coli host, the cells were disrupted according to protocol 
described earlier with some modifications [29]. Cells were harvested by centrifuga-
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tion at 5,000 × g for 20 min and the cell pellet was resuspended in 30 ml of buffer A 
(20 mM K2HPO4-KH2PO4, pH 7.5) and frozen at 20°C for 15 min. After thawing at 
room temperature, the samples were centrifuged at 10,000 × g. The supernatant con-
taining the desired protein was applied onto affnity matrix of agarose coupled with 
p-aminobenzyl-1-thio-β-D-galactopyranoside (PABTG-agarose, Sigma) (10 ml col-
umn) equilibrated with four volumes of buffer A. The column was washed with 300 
ml of the buffer A, and the recombinant β-D-galactosidase was eluted three times with 
10 ml of 0.05 M sodium borate (pH 10.0) buffer at a flow rate of 0.5 ml/min. Active 
fractions containing the β-D-galactosidase were collected and dialyzed three times 
against 3 l of buffer D (100 mM NH4HCO3).

In case of the purifi cation of the extracellular produced β-D-galactosidase in P. 
pastoris cultures, the yeast cells were separated from the post-culture medium through 
centrifugation. Next, the ammonium sulfate was added to the post-culture medium to 
60% w/w, at 4°C. The precipitated proteins were centrifugated at 20,000 × g, dissolved 
in buffer A and dialyzed overnight against the same buffer. For β-D-galactosidase 
purifi cation the dissolved sample was applied further directly onto affnity matrix of 
agarose coupled with p-aminobenzyl-1-thio-β-D-galactopyranoside and purifi ed as 
described above for bacterial system. The concentration of purifi ed protein was de-
termined by the Bradford method using bovine serum albumin (BSA) as a standard.

β-D-galactosidase Activity Assays
The activity of purified Arthrobacter sp. 32c β-D-galactosidase was determined by 
the use of chromogenic substrates as described elsewhere [4, 14]. The o-nitrophe-
nol released from 10 mM of o-nitrophenyl-β-D-galactopyranoside (ONPG) by β-D-
galactosidase at 0–70°C and pH range 4.5–9.5 (0.02 M citrate buffer for pH 4.5 and 
5.5; 0.02 M K2HPO4-KH2PO4 for pH 6.5 and 7.0 and 0.02 M Tris-HCl for pH 8.5 
and 9.5) was measured at 405 nm. The reaction was stopped after 10 min with 1 M 
Na2CO3. One unit is defined as one micromolar of o-nitrophenol released per minute.

Substrate specifi city was estimated using 1 mM solution of chromogenic sub-
strates: The ONPG, p-nitrophenyl-β-D-galactopyranoside (PNPG), o-nitrophenyl-β-
D-glucopyranoside (ONPGlu), and p-nitrophenyl-β-D-glucopyranoside (PNPGlu). 
Activity determination was carried out under standard conditions in 0.02 M K2HPO4-
KH2PO4 (pH 6.5) buffer at 10, 20, 30, 40, or 50°C. The activity of the β-D-galactosidase 
towards lactose was monitored by HPLC analysis (column Bio-rad, Aminex HPX-
87H) where 1% solutions of lactose, glucose, fructose, and galactose were used as 
standards.

In the combined enzyme assay glucose isomerase from Streptomyces murinus 
(Sigma G4166) was used in the amount of 0.01 g/ml of 5% w/v solution of lactose 
(0.02 M K2HPO4-KH2PO4, pH 6.5). The Arthrobacter sp. 32c β-D-galactosidase was 
used at concentration of 200 U/ml of the mixture. The reaction mixture was set at 37°C 
for 72 hr and products were analyzed by HPLC every 12 hr.

Effects of 5 mM dithiothreitol, 5 mM of 2-mercaptoethanol, 5 mM of L-cysteine, 
5 mM of reduced glutathione, and metal ions (Na+, K+, Mn2+, Mg2+, Ca2+, Fe2+, Zn2+, 
Cu2+, Co2+ and Ni2+; each at concentration of 5 mM) on Arthrobacter sp. 32c β-D-
galactosidase activity were determined under standard conditions.



All measurements and/or experiments were conducted fi ve times. Results are pre-
sented as mean SD. Relative activities were estimated in above experiments by com-
parison to highest activity (100%).

CONCLUSION

In this study we present the purification and characterization of a new β-D-galactosidase 
from Arthrobacter sp. 32c. From the sequence analyses it is obvious that the protein 
is a member of the family 42 β-D-galactosidases. The protein weight deduced from 
the 695 amino acid sequence was 75.9 kDa. Molecular sieving revealed that the active 
enzyme has a molecular weight of approximately 195 ± 5 kDa and therefore it is prob-
ably a trimmer. The new characterized β-D-galactosidase is of industrial interest and 
can be produced extracellularly in its economically feasible variant by the constructed 
P. pastoris strain.

The constructed P. pastoris strain may be used in co-fermentation of lactose from 
cheese whey by a consortium of microorganisms with industrial strains of brewing 
yeast S. cerevisiae, where the P. pastoris produces β-D-galactosidase in the oxygen 
phase and accelerates the shift between the oxidative and reductive conditions.
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Chapter 12

Global Transcriptional Response to Natural 
Infection by Pseudorabies Virus
J. F. Yuan, S. J. Zhang, O. Jafer, R. A. Furlong, O. E. Chausiaux, 
C. A. Sargent, G. H. Zhang, and N. A. Affara

INTRODUCTION

Pseudorabies virus (PRV) is an alphaherpesviruses whose native host is pig. The PRV 
infection mainly causes signs of central nervous system (CNS) disorder in young pigs, 
and respiratory system diseases in the adult.

In this chapter, we have analyzed native host (piglets) gene expression chang-
es in response to acute PRV infection of the brain and lung using a printed human 
oligonucleotide gene set from Illumina. A total of 210 and 1,130 out of 23,000 tran-
script probes displayed differential expression respectively in the brain and lung in 
piglets after PRV infection (p-value < 0.01), with most genes displaying up-regulation. 
Biological process and pathways analysis showed that most of the up-regulated genes 
are involved in cell differentiation, neurodegenerative disorders, the nervous system 
and immune responses in the infected brain whereas apoptosis, cell cycle control, and 
the mTOR signaling pathway genes were prevalent in the infected lung. Additionally, a 
number of differentially expressed genes were found to map in or close to quantitative 
trait loci for resistance/susceptibility to PRV in piglets.

This is the fi rst comprehensive analysis of the global transcriptional response of 
the native host to acute alphaherpesvirus infection. The differentially regulated genes 
reported here are likely to be of interest for the further study and understanding of host 
viral gene interactions.

The PRV, is a member of the alphaherpesvirus subfamily and has multiple closely 
related family members, such as the herpes simplex virus1 (HSV-1), varicellovirus 
(VZV), avian herpes viruses, bovine herpesviruses (BHV-1), equine herpesviruses 
(EHV-1 and EHV-4), feline herpesvirus type 1, and canine herpesvirus type [1, 2]. 
Thus, PRV has served as a useful model organism for the study of herpesvirus biology 
[1]. Owing to its remarkable propensity to infect synaptically connected neurons, PRV 
is also studied as a “live” tracer of neuronal pathways [1]. Finally, while vaccination 
strategies to eradicate PRV in the US and Europe have shown great progress, they fail 
to eradicate completely viral infection from a population. Thus outbreaks in swine 
populations result in substantial economic losses. These include restrictions on animal 
movement and trade for affected countries, with disease and infection control mea-
sures increasing production costs owing to antibody testing, vaccination programs, 
and extra labor.
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Although PRV has been widely studied (especially its agricultural impact, its viral 
pathogenesis, its molecular biology, its use as a neuronal tracer, and in DNA vaccine 
exploration [1]) how the native host responds globally after infection with wild type 
PRV is still poorly understood. Clinically, infection in older pigs ranges from asymp-
tomatic to severe respiratory disease but with limited mortality. Young piglets exhibit 
more serious clinical signs and often succumb to fatal encephalitis preceded by typical 
behaviors consistent with infection of the CNS. In recent years, microarray technology 
has proven useful to assess the cellular transcriptional responses to herpesvirus infec-
tions in human and mouse cell lines [3-5]. It has been used to study host gene expres-
sion after PRV infection of rat embryo fi broblasts [5], and the CNS in rodent brain at 
various times post infection in vivo [6]. However few porcine genome-wide expres-
sion studies have been published. Most experiments have used “in-house” cDNA ar-
rays to study transcriptional events in pig tissues, such as the stress-genes related to 
early weaning of piglets [7]. The down side of these cDNA-based clone libraries is that 
the genes represented on the array are often very focused on a given biological system 
or process and lack a whole genome overview.

In this study, piglet samples were hybridized onto an Illumina Human Refset Chip 
(Illumina Inc. San Diego), corresponding to 23,000 transcript probes. This cross-spe-
cies comparison potentially allows the study of the whole transcriptome. There are 
now porcine arrays available from commercial suppliers (e.g., Affymetrix and Qia-
gen), but these are not all representative of the entire pig genome and were not widely 
available at the time of this study. In the absence of a comprehensive species-specifi c 
array deeper interrogation of the pig gene complement was afforded by the use of the 
better annotated human geneset. Although the use of this approach can only be par-
tially informative when there are no confi rmed pig orthologs in the public databases, 
we have identifi ed host cellular genes whose mRNA levels change during natural PRV 
infection of piglet brain and lung. The resulting data defi ne key pathways of host-gene 
expression that characterize the host response to an acute CNS and respiratory infection.

MATERIALS AND METHODS

Experimental Pigs and Housing
The experimental animals were sourced from an outbreak of PRV that occurred in the 
farrowing house of a local commercial farmer due to a reduced level of protection via 
maternal antibody. Clinical signs were described as follows: suckling piglets were 
listless, febrile, and uninterested in nursing. Within 24 hr of exhibiting these clinical 
signs, some piglets progressively developed indications of CNS infection including 
trembling, excessive salivation, lack of coordination, ataxia, and seizures. Infected 
piglets sat on their haunches in a “dog-like” position, lay recumbent and paddled, or 
walked in circles. The appearance of the dissected organs in selected piglets was typi-
cal of PRV infection: bleeding in meninges, oedema in the brain, bleeding spots in the 
lung, and on the adenoids [1, 8].

Three strict criteria were imposed for the selection of piglets included in this study: 
(1) piglets exhibited the typical clinical signs described above; (2) piglets exhibited the 
expected pathology, especially in brain, and lung; (3) virus isolation, antibody identi-
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fi cation, or detection of viral antigen-positive tissues were used to confi rm the organic 
infection by PRV, and diseases including swine fever (SF), Porcine Reproductive, and 
Respiratory Syndrome Virus (PRRSV) and other potential bacterial infections which 
could be clinically and pathologically confused with PRV infection were excluded by 
viral antigen, antibody identifi cation, and polymerase chain reaction (PCR) detection.

Six piglets aged from 2 to 4 days (commercial breed Landrace X Yorkshire) which 
were infected by PRV but not by the other tested diseases (see above) and three healthy 
piglets (not infected, and negative for all tests under the strict criteria used above), 
matched for age and breed from the same farm were used in this experiment. All ex-
periments were carried out in strict accordance with accepted HuaZhong Agricultural 
University, China, and governmental policies.

Microarray Experimental Design
Total mRNA samples from the brains and lungs of the three normal piglets were pooled 
for the reference mRNA. Ten independent RNA samples (six biological replicates for 
brain and four biological replicates of lung) from the six infected piglets were paired 
with the reference sample for hybridization on two-color microarrays. Using a dye-
swap configuration, comparing each sample provides technical replicates to adjust for 
dye bias [9]. A total of 20 slides were used in this study.

RNA Purification
Total mRNA was prepared using Qiazol reagent (Qiagen, Crawley, West Sussex, UK) 
following the manufacturer’s instructions. A second purification step was performed 
immediately post extraction on the isolated total mRNA using the RNeasy Midi kit 
(Qiagen Inc., Valencia, CA) and each sample was treated with DNase (20 U of grade 
I DNase; Roche, Lewes, UK) to remove any genomic contamination following the 
manufacturer’s instructions. With a cut-off of 150 bp, 5S rRNA, and tRNAs were re-
moved from the samples by the columns, limiting interference in downstream experi-
ments. The RNA concentration and integrity were assessed on the Nanodrop ND-1000 
spectrophotometer (Nanodrop, USA) and on the Agilent 2,100 bioanalyzer system 
(Agilent Technologies, Palo Alto, CA), using an RNA 6000 Nano LabChip kit.

SMART Amplification and Labeling of the Samples
The extracted RNA was amplified using the SMART amplification protocol (BD Smart 
TM Amplification Kit, UK) and labeled with Cy5 or Cy3 using Klenow enzyme as 
described by Petalidis et al. 2003 [10] with two modifications; (a) a constant number 
of 14 cycles was used, and (b) for the labeling step, 1 μl of Cy3 or Cy5-dCTP was used 
with 22 μl (250 ng) of second strand cDNA. The labeled products were purified using 
G50 columns, according to manufacturer’s instructions (Amersham Biosciences, UK). 
Labeled samples were combined and precipitated for at least 2 hr at 20°C with 2 μl of 
human Cot-1 DNA, 1 μl PolyA (8 μg/μl), 1 μl yeast tRNA (4 μg/μl), 10 μl Na acetate 
(3 M, pH 5.2), and 250 μl 100% ethanol.

Microarray Hybridization and Scanning
The labeled product was re-suspended in 40 μl hybridization buffer (40% deionised 
formamide, 5 × SSC, 5 × Denhart’s, 1 mM Na Pyrophosphate, 50 mM Tris pH 7.4 and 
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0.1%SDS) and hybridized onto a microarray slide containing 23,000 human oligo-
nucleotides (Illumina Inc. San Diego), printed in-house on to Codelink slides using a 
BioRobotics Microgrid II arrayer. After over-night hybridization of the slides at 48°C 
in a water bath, they were washed in 2 × SSC, 0.1 × SSC, 0.05% Tween 20, and 0.1 × 
SSC sequentially for 5 min each and scanned using an Axon 40001A scanner. Signal quan-
tification was performed using Bluefuse software (2.0) (BlueGnome, Cambridge, UK).

Analysis of the Data
Data exported from Bluefuse was analyzed using the R package [http://www.r-project.
org/library] FSPMA [11], which is based on the mixed model ANOVA library YASMA 
[12]. Expression values in both channels were converted to log ratios and normalized 
by subtracting a M/A (i.e., log ratio/log amplitude) loess fit and adjusting the within-
slide scale of the data. The ANOVA model used a nested design with spot-replication 
(1) as the innermost effect, nested inside biological replication (six for brains; four 
for lungs), with dye-swap (2) as the outermost effect. Spot-replication was considered 
to be a random effect and biological replication and dye-swap fixed effects. Genes 
were considered to be up- or down-regulated, if the average channel log ratios rela-
tive to the control were found to be highly significantly different from zero, using a 
p-value threshold of 0.05. The p-values were calculated within the ANOVA model, 
using FSPMA’s VARIETY option and a correction for multiple comparisons by false 
discovery rate. This analysis takes into consideration the variance across samples and 
excludes those genes with a high level of variance. We can, therefore, be confident that 
the smaller fold changes observed are real.

The 70-mer human oligonucleotide sequences from differentially expressed probe 
sets with a p-value < 0.01 were used to BLAST search pig sequences in the public 
databases [http://www.ncbi.nlm.nih.gov/BLAST/] including Unigene and ESTs [13]. 
For matches to Unigene clusters, Homologene was used to indicate orthology to the 
human probe sets. With novel ESTs, pig data were matched against the human ge-
nomic and transcript database to confi rm that the best matches were to orthologs se-
quences. Hits were considered to be reliable if there was a putatively orthologs match 
of 6070 bp, and oligonucleotides with fewer matches, in the range of 5059 bp, were 
also selected if p-values were signifi cant in this study. Probe sets that could not be 
verifi ed by BLAST as described above are not reported in this chapter. Analysis of 
the signal intensity distribution of the cross-species hybridizations for both the lung 
and brain experiments showed a normal distribution similar to that obtained when ho-
mologous human RNA is hybridized to the chip. The proportion of the approximately 
23K probes showing a signal greater than 100 signal value (i.e., above background) in 
the cross-hybridization is 22,300 from the 22,800 probes on the chip (~97%). The mi-
croarray data (accession number E-MEXP-2376) is available through ArrayExpress.

Functional Annotation of Gene Expression Data
In order to understand the biological phenomena studied here and reduce the inter-
pretive challenge that is posed by a long list of differentially expressed genes. Onto-
Express was used to classify our lists of differentially regulated genes into functional 
profiles characterizing the impact of the infection on the two different tissues [http://
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vortex.cs.wayne.edu/ontoexpress/] [14]. Initial analysis used the non-filtered dataset, 
that is, all differentially regulated probe sets against the full human oligonucleotide 
geneset. We then looked at differentially expressed probes (p-value < 0.01) identi-
fied from our microarray analysis, and statistical significance values were calculated 
for each category using the binomial test available in Onto-Express [15]. This makes 
no assumptions about those probesets with good matches to known pig sequences. 
However, only those probesets for which we could confidently assume orthology are 
reported in the tables in this chapter. Here we present categories of gene ontology 
based on a maximum pairwise p-value of 0.05 for the “biological processes.” To gain 
a better understanding of the gene interactions (pathways) involved in the disease, 
Pathway-Express was also applied to our data. In order to quantify the over/under 
representation of each category, the library composition has been taken into account in 
the presentation of the results.

Quantitative RNA Analyses Using Real-time PCR Methodology (qRT-PCR)
Quantitative real-time reverse transcriptase polymerase chain reaction (qRT-PCR) 
analysis using SYBR green and selected primers was carried out following the manu-
facturer’s protocol (QIAGEN, QuantiTect SYBR Green RT-PCR) to confirm the mi-
croarray results. All probes and primers were designed using Express Primer 3 soft-
ware developed by the Whitehead Institute for Biomedical Research. The nucleotide 
sequences of selected genes were obtained from GenBank, and the primer information 
is shown in Table 1. The PSMD2 (primers kindly provided by Ms. Gina Oliver and 
Dr. Claire Quilter) was selected for use as the reference gene because it was previ-
ously shown to be a good control for pig brain (personal communication from Ms. 
Gina Oliver and Dr. Claire Quilter) and was also shown to be one of the most constant 
housekeeping genes in a human tissue study. The qRT-PCR was performed on 300 
ng RNA equivalents in 25 μl/reaction/well on an Icycler (Bio-Rad Laboratories Ltd, 
USA) (50°C for 60 min; 95°C for 15 min; 40 cycles of 95°C for 15 sec, 58°C for 30 
sec, and 72°C for 30 sec). For each gene reactions were performed in triplicate to al-
low statistical evaluation of the data. The average Ct (threshold cycle) was used for 
the analysis. Relative expression levels were calculated by using the 2-(ΔΔCt) method as 
previously described [16].

Table 1. Validation of array data by real-time PCR.

Microarray data qRT-PCR data

Gene 
name

Pig 
homologene

Primer sequences
(5'-3')

Brain 
(n-fold change)

Lung
(n-fold change)

Brain 
(n-fold change)

Lung
(n-fold change)

PSMD2 Ssc. l642 F: tggggagaataagcgttttg 
R: tattcatgaccccatgatgc

Ref Ref Ref Ref

AKTI Ssc.29760 F: tgggcgacttcatccttg 
R: tggaagtggcagtgagca

NDa 1.68 ND 2.19

CDC42 Ssc.6687 F: aaagtgggtgcctgagata
R: ctccacatacttgacagcc

-b 2.03 - 7.38

LY96 Ssc.25550 F:cattgcacgaagagacataca 
R: tgtattcacagtctctcccttc

1.37 3.32 6.91 9.23
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Microarray data qRT-PCR data

Gene 
name

Pig 
homologene

Primer sequences
(5'-3')

Brain 
(n-fold change)

Lung
(n-fold change)

Brain 
(n-fold change)

Lung
(n-fold change)

PIK3RI Ssc.49949 F: cccaggaaatccaaatga 
R: ggtcctcctccaaccttc

- - 0.61 0.45

SERPI-
NEI

Ssc.9781 F: ccagcagcagatccaaga 
R: cggaacagcctgaagaagt

-1.66 2.36 -0.64 4.28

aND, not done;
b-, not changed or absent.

Microarray Analysis of Gene Expression Profiles in Brain and Lung
Six brain samples and four lung samples were used for microarray hybridization and 
qRT-PCR, and two of the lung samples were excluded as they were found to be de-
graded. Table 2 shows the number of differentially expressed human probe sets ini-
tially identified in brain and lung tissues (p-value < 0.01 and p-value < 0.05). Based 
on BLAST analysis, those probes with putative pig gene homologues have been con-
sidered for further analysis and numbers are shown in Table 2. This avoids making as-
sumptions about other probes that detect expression changes but have weaker matches 
to pig ESTs. Most probes with porcine homologues remained unchanged, and few 
showed a reduction in transcription level by microarray analysis. For example, expres-
sion of only four (6070 bp human match category) and one (5059 bp human match 
category) were decreased in infected lung tissue (p-value < 0.01). In contrast, a large 
number of host transcripts were induced in response to wild type PRV infection (Table 
2). Here we identified 120 and 866 up-regulated transcripts in brain and lung (p-value 
< 0.01) with pig: human matches ≥ 60 bp, and 42, and 259 genes with matches of 5059 
bp for further gene ontology and pathway classification (Table 2).

Table 2. Number of probe sets and pig gene homologues in brain and lung tissues affected by wild 
type PRV infection.

p- value Up/down regulated Brain Lung

A B C D A B C D

p-value < 
0.0 1

down 253 35(34) 14(14) 17 195 4(4) 1 (1) 11

up 528 132(120) 44(42) 115 2283 888(866) 261(259) 424

p-value < 
0.05

down 588 77(76) 26(26) 43 1657 25(24) 4(4) 51

up 879 209(196) 69(67) 173 3284 1122(1075) 357(355) 545

A= Total number of differentially expressed human probes.
B =Total number of pig Unigene matches of 60-70 basepairs (subset of verifi ed gene or thologues).
C =Total number of pig Unigene matches of 50-59 basepairs (subset of verifi ed gene or thologues).
D =Total number of EST matches >50 basepairs with no assigned Unigene ID.

Of the transcripts with matches ≥ 60 bp, 76, corresponding to 74 unique pig gene 
homologues, are up-regulated in common between the two tissues. Forty-four probe 

Table 1. (Continued)
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sets corresponding to 41 unique pig gene homologues with matches of 5059 bp also 
displayed increased expression in both tissues after infection by wild type PRV.

Gene Ontology and Bioinformatics Analysis
To characterize the sets of functionally related genes that are differentially expressed 
between the infected and uninfected group, we used the Onto-Express tool to clas-
sify up-regulated genes in each tissue according to their biological process. Table 3 
summarizes the largest classes identified on the basis of biological process. Twelve 
defined biological processes with matches ≥ 60 bp, and 10 with matches of 5059 bp, 
are observed in brain at least two fold more often than expected. In comparison, nine 
processes with matches ≥ 60 bp, and only four with matches of 5059 bp are over-
represented in lung, although the total number of up-regulated genes in lung is more 
than that in brain tissue (Table 2).

Table 3. Classes of biological processes involving up-regulated pig gene homologues (p-value < 
0.01) in brain and lung tissues infected with wild type PRV.

Biological Process Library Brain Pig Unigene 
Matches over 60 
base-pairs (gene 

homologues)

Brain Pig 
Ungene Matches 
between 50-59b 
base-pairs (gene

homologues)

Lung Pig Unigene 
Matches over 60 
base-pairs (gene 

homologues)

Lung Pig Unigene 
Matches between 
50 59b base-pairs 
(gene homologues)

Apoptosis 230 3* 0 30* 4

Biological function 
unknown

472 4 0 31 10

Cation transport 139 2* 3* 0 2

Cell adhesion 429 8* 5* 11 4

Cell cycle 303 3 0 31* 3

Cell differentiation 230 4* 1* 7 2

Immune response 255 0 0 7 3

Intracellular protein 
transport

135 5* 0 16* 5*

Intracellular signaling 
cascade

285 4* 0 14 3

lon transport 304 5* 1 6 4

Metabolism 280 3* 3 15* 9*

Nervous system 
development

239 9* 3* 9 3

Protein amino acid 
dephosphorylation

108 1 2* 14* 1

Protein amino acid 
phosphorylation

412 1 2* 29 7

Protein folding 165 4* 0 27* 5*

Protein transport 217 2 2* 33* 4

Proton transport 47 1* 2* 3 7*

Regulation of 
progression through 
cell cycle

215 2 2* 20* 4
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Biological Process Library Brain Pig Unigene 
Matches over 60 
base-pairs (gene 

homologues)

Brain Pig 
Ungene Matches 
between 50-59b 
base-pairs (gene

homologues)

Lung Pig Unigene 
Matches over 60 
base-pairs (gene 

homologues)

Lung Pig Unigene 
Matches between 
50 59b base-pairs 
(gene homologues)

Regulation of tran-
scription, DNA
dependent

1285 9 2 73 7

Signal transduction 1110 6 1 40 6

Synaptic transmission 164 4* 4* 5 1

Transcription 945 7 1 63 7

Ubiquitin cycle 217 1 0 30* 4

* Biological processes with at least two times the expected number of genes (calculated from the library composition).

Pathways Affected by Wild-type PRV Infection in Brain and Lung
One indication that the observed transcript differences (p-value < 0.01) may have bio-
logical relevance is that sets of genes in known pathways show coordinated regula-
tion. Accordingly, the functionally classified genes were mapped to known cellular 
pathways. Fifteen pathways with at least five times the expected number of genes 
(matches ≥ 60 bp) have been highlighted with pathway-express in the infected brain. 
Interestingly, most of them belong to neurodegenerative disorders, nervous system, 
and immune system pathways. Twelve pathways (including the calcium signaling 
pathway, the phosphatidylinositol signaling system, and the TGFβ signaling pathway) 
with at least five times the expected number of genes (matches of 5059 bp) were also 
highlighted in the infected brain. However only four pathways (ubiquitin mediated 
proteolysis and prion disease, matches ≥ 60 bp; ALS, and mTOR signaling pathway, 
matches of 5059 bp) showed at least five times the expected number of genes in the 
infected lung (Table 4). Interestingly, ubiquitination of PRV glycoproteins for vaccina-
tion has been shown to be related to decreased cellular immune responses following 
wild type infection. 

Table 4. Cellular pathways involving up-regulated (p-value < 0.01) pig gene homologues in brain 
and lung tissues infected with wild type PRV.

Pathway Name Library Brain
Pig Unigene Matches

over 60 base-pairs 
(gene homologues)

Brain
Pig Unigene

Matches
between 50-

59b basepairs
(gene homologues)

Lung Pig 
Unigene

Matches over 
60 base-

pairs (gene 
homologues)

Lung
Pig Unigene 

Matches
between 50-59b 
base-pairs (gene 

homologues)

Behavior

Circadian rhythm 17 0 0 1 0

Cancers

Colorectal cancer 73 2 0 9 0

Cell Communication

Adherens junction 72 2 0 9 2

Table 3. (Continued)
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Pathway Name Library Brain
Pig Unigene Matches

over 60 base-pairs 
(gene homologues)

Brain
Pig Unigene

Matches
between 50-

59b basepairs
(gene homologues)

Lung Pig 
Unigene

Matches over 
60 base-

pairs (gene 
homologues)

Lung
Pig Unigene 

Matches
between 50-59b 
base-pairs (gene 

homologues)

Focal adhesion 187 4 1 11 4

Gap junction 91 3 0 5 0

Tight junction 106 2 0 13 3

Cell Growth and Death

Apoptosis 81 0 0 3 1

Cell cycle 105 1 1 0 5

Cell Motility

Regulation of actin
cytoskeleton

195 6 0 12 2

Development

Axon guidance 119 2 1 7 3

Endocrine System

Adipocytokine
signaling pathway

68 1 0 2 2

GnRH signaling
pathway

94 3 2 6 1

Insulin signaling
pathway

125 2 1 8 1

Folding, Sorting and
Degradation

Regulation of
autophagy

24 0 0 2 0

SNARE interac-
tions in
vesicular transport

28 0 1 3 1

Ubiquitin mediated
proteolysis

41 0 1 11 1

Immune System

Antigen process-
ing and
presentation

80 0 0 3 0

B cell receptor
signaling pathway

61 2 0 6 1

Complement and
coagulation cascades

60 0 0 1 0

Fe epsilon Rl signal-
ing
pathway

73 2 0 4 1

Leukocyte
transendothelial
migration

111 1 0 6 3

Natural killer cell
mediated cytotoxic-
ity

119 2 0 4 2

Table 4. (Continued)
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Pathway Name Library Brain
Pig Unigene Matches

over 60 base-pairs 
(gene homologues)

Brain
Pig Unigene

Matches
between 50-

59b basepairs
(gene homologues)

Lung Pig 
Unigene

Matches over 
60 base-

pairs (gene 
homologues)

Lung
Pig Unigene 

Matches
between 50-59b 
base-pairs (gene 

homologues)

T cell receptor
signaling pathway

87 3 0 5 3

Toll-like receptor
signaling pathway

87 1 0 6 0

Infectious Diseases

Epithelial cell 
signaling
in Helicobacter 
pylori
infection

45 1 0 5 1s

Metabolic Disorders

Type I diabetes
mellitus

42 1 1 2 0

Nervous System

Long-term depression 72 2 0 5 0

Long-term
potentiation

65 2 2 5 3

Neurodegenerative
disorders

Neurodegenerative
disorders

33 23 1 0 1

Alzheimer's disease 18 0 0 2 0

Amyotrophic lateral
sclerosis (ALS)

17 3 0 0 2

Dentatorubropallidolu
ysian atrophy (DRPLA)

12 0 0 1 0

Huntington's disease 26 2 1 4 0

Parkinson's disease 15 1 0 0 0

Prien disease 10 1 0 3 0

Sensory System

Olfactory transduction 30 0 2 2 0

Taste transduction 51 1 0 1 0

Signal Transduction

Calcium signaling
pathway

173 0 4 3 3

Hedgehog signaling
pathway

54 0 0 3 0

Jak-STAT signaling
pathway

147 0 0 6 2

MAPK signaling
pathway

267 5 2 18 7

mTOR signaling
pathway

44 0 0 4 3

Table 4. (Continued)
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Notch signaling
pathway

39 0 0 1 0

Phosphatidylinositol
signaling system

77 0 1 0 0

TGF-beta signaling
pathway

70 1 1 11 0

VEGF signaling
pathway

68 3 0 5 2

Wnt signaling pathway 138 0 1 12 2

Signaling Molecules and
Interaction

Cell adhesion
molecules (CAMs)

123 2 3 2

Cytokine-cytokine
receptor interaction

242 0 3 2

ECM-receptor
interaction

85 1 3 2

Neuroactive ligand-
receptor interaction

275 1 1 0

* Cellular pathways with at least fi ve times the expected number of genes (calculated from the library composition).

Ten genes up-regulated in both tissues by wild-type PRV infection segregated into 
known pathways. Most of them are involved in multiple pathways, such as SPP1 in the 
immune response pathway, the ECM-receptor interaction and focal adhesion pathway, 
and FOS and CDC42 in the T cell receptor signaling pathway and MAPK signaling 
pathway. Moreover, it is also interesting to note that a few genes such as SERPINE1 
and LCP2 respond differently in the two tissues studied, and while some of the path-
ways responding to the infection are ubiquitous, others appear to be tissue specifi c.

qRT-PCR Analysis for Validation of Microarray Results
In order to verify the data obtained in the microarray experiment, we confirmed the 
expression profile of five selected genes with different patterns of expression: LY96 is 
differentially expressed in the same direction in both tissues; SERPINE1 is down-reg-
ulated in the brain but up-regulated in the lungs after infection; CDC42 and AKT1 are 
significantly up-regulated in lung tissue only, and PIK3R1 is not significantly differen-
tially expressed. Results from qRT-PCR confirmed the direction of expression (up- or 
down-regulated) obtained by microarray analysis in the five genes tested (Table 1). 
The magnitude of the fold change is not the same. This is most probably due to the fact 
that the array analysis is based on a cross-species hybridization whereas the RT-PCR 
has been performed using species homologous primers. It is likely that the RT-PCR 
analysis reflects more accurately the fold change in expression.

DISCUSSION

The virus replication cycle involves a series of host-virus interactive processes causing 
changes in expression of cellular genes, and an infected host activates both innate and 
adaptive immune responses to eliminate the invading virus [17]. The pig is an ideal 

Table 4. (Continued)
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animal model for studying human diseases, so the identification of pig model biomark-
ers for viral diseases is an important step towards identification of human counterparts. 
The identification of biomarkers has already been proposed as a way to create new 
diagnostic tools for specific microbial infection [18, 19].

Previous studies have shown the value of using cross-species hybridization [20]. 
Here, using the Illumina human oligonucleotide Refset in a cross-species study we 
identifi ed hundreds of probes with expression levels that were altered in brain and lung 
following wild type PRV infection of young piglets, which typically have more severe 
clinical manifestations than the adult. In adult pigs one observes mainly, or exclusive-
ly, the respiratory symptoms, whereas in piglets and rodent hosts there is invariably in-
vasion of the CNS [21, 22]: piglets exhibit signs in the form of tremor, trembling, and 
incoordination. Thus piglets permit the potential identifi cation of a wider spectrum of 
genes involved in the disease processes in different tissues.

Classifi cation of the genes that are differentially expressed in piglet brain into 
functional groups revealed that several genes are also implicated in human neuro-
degenerative disorders. These include genes in the pathways for amyotrophic lateral 
sclerosis (NEF3, NEFL, NEFH), Huntington’s disease (CALM3, CLTC, CLTB), neu-
rodegenerative disorders (APLP1, NEFH, FBXW7), Parkinson’s disease (GPR37) and 
prion disease (APLP1, NFE2L2). It is not known if these transcriptional changes are 
primary or secondary effects of the PRV infection.

Several members of the immune response pathways (e.g., the B cell receptor 
signaling pathway, the Fc epsilon RI signaling pathway, natural killer cell mediated 
cytotoxicity, and the T cell receptor signaling pathway) were also transcriptionally 
regulated by PRV infection in brain. This is in agreement with the results from PRV or 
HSV-1 infection in primary cultures of rat embryonic fi broblasts [5]. In addition, simi-
lar changes to immune response pathway (e.g., antigen processing and presentation, 
complement, and coagulation cascades), cell differentiation and metabolism pathway 
genes have been described in the host following PRV infection in rat CNS [6]. Our 
experiment not only identifi ed pathways, but also several genes in common with these 
previous studies: FOS and LCP2, both involved in T cell receptor signaling pathways; 
the TGFβ signal transduction pathway components ID4 and THBS4, highlighted in 
the study of PRV infection of primary cultures of rat embryonic fi broblasts [5, 6]; 
and SERPINE-1, identifi ed in both earlier rat studies. These genes may be potential 
diagnostic and therapeutic targets for viral encephalitis and other neurodegenerative 
or neuroinfl ammatory diseases.

Several genes of the TGFβ pathway were also identifi ed here in the infected lung 
tissue (e.g., PPP2CA, PPP2CB, ID2, ID3, and ID4). After PRV infection, most older 
swine exhibit signs of respiratory disease, and the study of the lung is therefore im-
portant for understanding what genes may be involved in the disease process. We 
identifi ed 1,130 differentially expressed probes as a result of wild-type PRV infection; 
this is fi ve times higher than in the brain. The lung may be more transcriptionally ac-
tive, or have a more pronounced immune response that might involve more immune 
cell types than the brain. In addition, we have identifi ed fi ve possible viral receptors, 
normally necessary for the spread of virus between cells, up-regulated in the infected 
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lung: HveC (PVRL1), PVRL3, HveD (PVR, CD155), HS3ST4, and HS3ST5 [23, 24]. 
Finally, a number of members of the TNF receptor family, usually involved in apopto-
sis, were identifi ed (TNFRSF10, 21, 25, 9, 17, 8, 1α). This apoptotic pathway was also 
described in the study of HSV infection of glial cell types [25]. However, the result is 
interesting as the family member TNFRSF14 has been shown to be involved in some 
cases of viral entry, but we do not know whether these other family members are in-
volved in viral entry and cell fusion, or only have a downstream role.

Numerous other genes involved in cellular proliferation (YWHAB, BUB1, 
PCNA, GADD45, MCM7, CDK4, CDK7) and apoptosis (PRKACA, PDCD8, AKT1, 
PPP3CA), were identifi ed. These pathways were previously described following 
PRV and HSV infection in several models [5, 25] and might refl ect the proliferation 
of immune cells. A number of other genes differentially expressed in the lung, such 
as HSPD1, HSPB2, SERPINE-1, are in common with human and mouse models 
infected by HSV-1 [5, 26].

Recently, Flori et al. [27] have published a time course transcription profi ling 
study (based on the Qiagen 8,541 gene porcine oligonucleotide array and a 1,789 
porcine and PRV cDNA array) investigating both the PRV transcriptome and the host 
transcriptome responses of PK15 (porcine kidney) cells in culture. This study reports 
the early down-regulation of many cellular genes in contrast to the data in this chapter. 
This difference most probably arises from the artifi cial cell culture study where there 
is a homogeneous cell population, whereas our present study is an in vivo investigation 
of complex tissues. It is entirely possible that minor tissue cell types exhibit down-
regulation of many of the same genes, however, their contribution to the overall signal 
renders these changes undetectable. This may also explain the differences in gene ex-
pression changes for shared genes between lung and brain. In general, fold changes are 
lower in brain which probably refl ects the complexity of cell types in the tissue, not all 
of which may respond equally to infection. Nevertheless, it is clear that the Flori et al. 
study has also observed changes in gene expression in the main categories of cellular 
functions described in this chapter; most notably genes involved in immune responses 
and cell proliferation and apoptosis.

Genetic differences have been reported in the susceptibility to PRV between Eu-
ropean Large White and Chinese Meishan pigs, with differences in cell-mediated and 
humoral immunity, as well as the outward clinical signs in young pigs [28]. In this 
study we identifi ed several differentially expressed genes located at or close to the 
QTL regions previously reported. Two genes (CD36 and NPL) up-regulated in the 
infected brain and lung are located near the SW749 marker, which is associated with 
changes in body temperature and neurological signs. The ETA1 (alias SPP1), which 
is involved in the recruitment of T-lymphocytes [29, 30], was up-regulated in both 
tissues after natural PRV infection, and is linked to the QTL region of chromosome 
8. One of the PRV receptors, PVRL3, which is differentially expressed in infected 
lung, is linked to a QTL on chromosome 13. The CLDN7, which is involved with cell 
communication, was down-regulated in the infected brain and is linked to a QTL on 
chromosome 13 associated with neurological signs.
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CONCLUSION

By combining the array data presented here with the information from the previous 
QTL study, it may be possible to identify the best candidates for the clinical features 
and increased resistance to PRV infection. In addition, further studies and functional 
analysis of these candidates will broaden the scientific understanding of PRV infec-
tion, provide biomarkers to use as diagnostic tools, and may also lead to the develop-
ment of novel antiviral treatments and/or the application of marker assisted selection 
for disease resistance.
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Chapter 13

Proteomics of Porphyromonas gingivalis
Masae Kuboniwa, Erik L. Hendrickson, Qiangwei Xia, Tiansong Wang, 
Hua Xie, Murray Hackett, and Richard J. Lamont

INTRODUCTION

Porphyromonas gingivalis is a periodontal pathogen that resides in a complex multi-
species microbial biofilm community known as dental plaque. Confocal laser scan-
ning microscopy (CLSM) showed that P. gingivalis can assemble into communities in 
vitro with Streptococcus gordonii and Fusobacterium nucleatum, common constitu-
ents of dental plaque. Whole cell quantitative proteomics, along with mutant construc-
tion and analysis, were conducted to investigate how P. gingivalis adapts to this three 
species community.

The 1,156 P. gingivalis proteins were detected qualitatively during comparison of 
the three species model community with P. gingivalis incubated alone under the same 
conditions. Integration of spectral counting and summed signal intensity analyses of 
the dataset showed that 403 proteins were down-regulated and 89 proteins up-regulat-
ed. The proteomics results were inspected manually and an ontology analysis conduct-
ed using Database for Annotation, Visualization and Integrated Discovery (DAVID). 
Signifi cant decreases were seen in proteins involved in cell shape and the formation of 
the cell envelope, as well as thiamine, cobalamin, and pyrimidine synthesis and DNA 
repair. An overall increase was seen in proteins involved in protein synthesis. The 
hmuR, a TonB dependent outer membrane receptor, was up-regulated in the commu-
nity and a hmuR defi cient mutant was defi cient in three species community formation, 
but was unimpaired in its ability to form mono- or dual-species biofi lms.

Collectively, these results indicate that P. gingivalis can assemble into a hetero-
typic community with F. nucleatum and S. gordonii, and that a community lifestyle 
provides physiologic support for P. gingivalis. Proteins such as hmuR, that are up-
regulated, can be necessary for community structure.

The microbial communities that exist on oral surfaces are complex and dynamic 
biofi lms that develop through temporally distinct patterns of microbial colonization [1, 
2]. For example, initial colonizers of the salivary pellicle on the coronal tooth surface 
are principally commensal oral streptococci such as S. gordonii and related species. 
Establishment of these organisms facilitates the subsequent colonization of additional 
gram-positives along with gram-negatives such as Fusobacterium nucleatum. As the 
biofi lm extends below the gum line and becomes subgingival plaque, further matura-
tion is characterized by the colonization of more pathogenic gram-negative anaerobes 
including Porphyromonas gingivalis [2-4]. While organisms such as P. gingivalis are 
considered responsible for destruction of periodontal tissues, pathogenicity is only 
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expressed in the context of mixed microbial communities. Periodontal diseases, there-
fore, are essentially microbial community diseases, and the interactions among the 
constituents of these communities and between the communities and host cells and 
tissues, are of fundamental importance for determining the health or disease status of 
the periodontium.

Oral biofi lm developmental pathways are driven by coadhesive, signaling, and 
metabolic interactions among the participating organisms. Pioneer bacteria provide 
a substratum and appropriate metabolic support for succeeding organisms. Complex 
consortia then accumulate through recognition and communication systems. These in-
terbacterial signaling processes can be based on cell–cell contact, short range soluble 
mediators, AI-2, or nutritional stimuli [2, 5-8]. In general, bacterial adaptation to the 
community lifestyle is accompanied by distinct patterns of gene and protein expres-
sion [9, 10]. In S. gordonii for example, arginine biosynthesis genes are regulated in 
communities with Actinomyces naeslundii which enables aerobic growth when exoge-
nous arginine is limited [11]. Over 30 genes are differentially regulated in P. gingivalis 
following community formation with S. gordonii but not with S. mutans [12], whereas 
in mono-species P. gingivalis biofi lm communities there are changes in abundance of 
over 80 envelope proteins [13].

While over 700 species or phylotypes of bacteria can be recovered from the oral 
cavity, in any one individual there are closer to 200 species [14] and the diversity of 
bacteria assembled in dense consortia will be further limited by nutritional and other 
compatibility constraints. Porphyromonas gingivalis can accumulate into single spe-
cies biofi lms and mixed species consortia with S. gordonii and related oral streptococci 
[15-17]. Moreover, introduction of P. gingivalis into the mouths of human volunteers 
results in almost exclusive localization in areas of streptococcal-rich plaque [18]. De-
velopment of more complex multi-species communities in aerated environments such 
as supragingival tooth surfaces may require oxygen scavenging by F. nucleatum [19]. 
Fusobacterium nucleatum is also able to coaggregate with P. gingivalis and with oral 
streptococci [19-21]. Hence communities of S. gordonii, F. nucleatum, and P. gingi-
valis are likely to be favored in vivo; however, community formation by these three 
organisms has not been investigated. The aim of this study was to examine the ability 
of S. gordonii, F. nucleatum, and P. gingivalis to form multi-species communities in 
vitro, and to utilize a global proteomic approach to investigate differential protein ex-
pression in P. gingivalis in response to presence of these organisms.

RESULTS AND DISCUSSION

Assembly of P. gingivalis–F. nucleatum–S. gordonii Communities In Vitro
The CLSM was used to investigate the ability of P. gingivalis to assemble into com-
munities with S. gordonii and F. nucleatum. In order to mimic the temporal progres-
sion of events in vivo, S. gordonii cells were first cultured on a glass surface and 
this streptococcal substratum was then reacted in succession with F. nucleatum and P. 
gingivalis. The F. nucleatum and P. gingivalis cells were maintained in the absence of 
growth media in order to be able to detect any metabolic support being provided by the 
other organisms in the community. A 3D reconstruction of the heterotypic community 



210 Recent Advances in Microbiology

is shown in Figure 1. Both P. gingivalis and F. nucleatum formed discrete accumula-
tions and could be either separate from each other or interdigitated, consistent with the 
concept that the later gram-negative colonizers such as P. gingivalis and F. nucleatum 
initially establish themselves on the streptococcal rich supragingival plaque [4, 18]. 
The results demonstrate the mutual compatibility of these three organisms for hetero-
typic community development, an early step in the overall process of plaque biofilm 
accumulation. Participation in multi-species communities may provide a basis for syn-
ergistic interactions in virulence. For example, mixed infections of P. gingivalis and F. 
nucleatum are more pathogenic in animal models than either species alone [22], and F. 
nucleatum can enhance the ability of P. gingivalis to invade host cells [23].

Figure 1. Confocal laser scanning microscopy of P. gingivalis–F. nucleatum–S. gordonii community. 
The S. gordonii cells (red, stained with hexidium iodide) were cultured on a glass plate. The FITC-
labeled F. nucleatum cells (green), followed by DAPI labeled P. gingivalis cells (blue), were reacted 
sequentially with the S. gordonii substratum. Bacterial accumulations were examined on a Bio-Rad 
Radiance 2,100 confocal laser scanning microscope. A series of fluorescent optical x-y sections in 
the z-plane to the maximum vertical extent of the accumulation were collected with Laser Sharp 
software. Images were digitally reconstructed with Imaris software. Image is representative of three 
independent experiments.



Proteome of P. gingivalis in a Three Species Community
To begin to investigate the mechanisms of adaptation of P. gingivalis to a commu-
nity environment, the proteome of non-growing P. gingivalis cells incorporated into a 
community with F. nucleatum and S. gordonii was compared to the proteome of non-
growing P. gingivalis cells alone. The expressed proteome of P. gingivalis in a com-
munity consisted of 1,156 annotated gene products detected qualitatively. Based on 
spectral counting, 271 gene products showed evidence of relative abundance change at 
a q-value of 0.01: 109 proteins at higher relative abundance and 162 at lower relative 
abundance, using P. gingivalis alone as a reference state. Spectral counting is a con-
servative measure of protein abundance change that tends to generate low FDRs [24-
26] but that often suffers from high false negative rates (FNRs) in studies of the kind 
described here [27]. Less conservative calculations based on intensity measurements 
[27] found 458 gene products with evidence of relative abundance change at a q-value 
of 0.01: 72 proteins at higher relative abundance, and 386 proteins at lower relative 
abundance. Spectral counting and protein intensity measurements were examined for 
common trends. Trends tended to be consistent across both biological replicates, but 
the magnitudes of the abundance ratios showed significant scatter, similar to most 
published expression data at either the mRNA or protein level [27]. In most cases 
the abundance ratio trends were the same, using both quantitation methods, although 
not necessarily significantly so. In only eight cases were the spectral counting trend 
and summed intensity trend significantly in opposite directions for the same protein 
(PGN 0329, 0501, 1094, 1341, 1637, 1733, 2065). The integrated relative abundance 
trends found 403 gene products with evidence of lower relative abundance change and 
89 at higher relative abundance. For purposes of examining the totals for combined 
trends, if an abundance change was called as significant in one measurement, it was 
considered significant for the above combined totals only if the ratio of the other mea-
surement showed the same direction of abundance change, with a log2 ratio of ± 0.1 
or greater regardless of the q-value in the second measurement. The experimental data 
for differential protein abundance are shown in Figure 2 as a pseudo M/A plot [28, 29] 
with a locally weighted scatterplot smoothing (LOWESS) curve fit [30]. The same 
data are plotted in Figure 3 as open reading frames according to PGN numbers from 
the ATCC 33277 genome annotation [31]. 

To assess global sampling depth, average spectral counts were calculated by sum-
ming all spectral count numbers for all P. gingivalis proteins in the FileMaker script 
output described under Materials and Methods and dividing by the total number of 
P. gingivalis proteins in that fi le. The average redundant spectral count number for 
peptides unique to a given ORF for P. gingivalis alone was 80, for P. gingivalis in the 
community it was 64. The lower number of counts observed for P. gingivalis proteins 
in the community is consistent with the added sampling demands placed on the ana-
lytical system by sequence overlaps in the proteomes of all three microbes and thus the 
smaller number of unique proteolytic fragments predicted. 

Proteomics of Porphyromonas gingivalis 211



212 Recent Advances in Microbiology

Figure 2. Pseudo M versus A plot [28, 29] of the average protein abundance ratios over all replicates 
for the P. gingivalis–F. nucleatum–S. gordonii/P. gingivalis comparison versus total abundance as 
estimated by spectral counting. Color codes: red, P. gingivalis protein is over-expressed in the P. 
gingivalis–F. nucleatum–S. gordonii community relative to P. gingivalis alone; green, P. gingivalis 
protein is under-expressed in the community relative to P. gingivalis alone; black, no significant 
abundance change. Solid black lines represent a LOWESS curve fit [30] to the biological replicates 
of P. gingivalis alone, and represent the upper and lower boundaries of the experimentally observed 
error regions or null distributions associated with the relative abundance ratio calculations. Proteins 
coded as either red or green were determined to be significantly changed at the q-value [24] cut-
off value of 0.01. Thus, the G-test predictions [56] were in good agreement with the curve fitting 
procedure. Details regarding hypothesis testing procedures can be found in Materials and Methods 
and in the explanatory notes to the data tables 

Figure 3. Genomic representation of the P. gingivalis proteome, showing changes in relative 
abundance for the P. gingivalis–F. nucleatum–S. gordonii/P. gingivalis comparison by spectral 
counting. Each dot represents a PGN ORF number in the order followed by the ATCC 33,277 
strain annotation. Color codes: red, over-expression in the P. gingivalis–F. nucleatum–S. gordonii 
community relative to P. gingivalis alone; green, under-expression in the community relative to P. 
gingivalis alone; yellow, protein was detected qualitatively, but did not change in abundance; gray, 
proteins that were qualitative non-detects; gaps indicate ORFs that were not common to both the 
ATCC 33277 and W83 annotations according to a master cross-reference compiled by LANL (G. Xie, 
personal communication).



Proteins and Functions Differentially Regulated by P. gingivalis in a 
Community

Cell Envelope and Cell Structure
In bacterial communities significant surface-surface contact occurs both within and 
among accumulations of the constituent species, as was also observed in the P. gingi-
valis–F. nucleatum–S. gordonii consortia. Regulation of outer membrane constituents 
of P. gingivalis would thus be predicted in the context of a community and this was 
borne out by the proteomic results. Overall, 84 proteins annotated as involved in the 
cell envelope were detected, and 40 of these showed reduced abundance in the three 
species community, indicating an extensive change to the cell envelope. Only four 
proteins showed increased abundance, two OmpH proteins (PGN0300, PGN0301) and 
two lipoproteins (PGN1037, PGN1998). The MreB (PGN0234), a bacterial actin ho-
mologue that plays a role in determining cell shape, showed almost a 2-fold decrease 
in community derived P. gingivalis. Expression of MreB has been found to decrease 
under stress or during stationary phase in Vibrio paraheamolyticus [35]. However, 
stress-related proteins were generally reduced in P. gingivalis cells in the community 
(see below) so stress is an unlikely explanation for the change in MreB. Rather, the 
decrease in MreB abundance may be due to the P. gingivalis cells entering a state re-
sembling stationary phase or responding in a previously unseen way to the formation 
of the three species community.

Protein Synthesis
Extensive changes were observed in ribosomal proteins and in translation elongation 
and initiation proteins. While overall more proteins showed reduced abundance in 
the three species community, the changes to the translational machinery were almost 
exclusively increases in abundance. Of 49 ribosomal proteins detected, 27 showed 
increased abundance, while only one showed decreased abundance. Of nine transla-
tion elongation and initiation proteins detected, none showed significant abundance 
decreases but five showed increased abundance (EfG (PGN1870), putative EfG 
(PGN1014), EfTs (PGN1587), EfTu (PGN1578), and If2 (PGN0255)). This represents 
not only a substantial portion of the translational machinery but also a large portion, 
36%, of the proteins showing increased abundance. It is well known that ribosomal 
content is generally proportional to growth rate [36]; however, given that the cells 
were not in culture medium during the assay, rapid growth is an unlikely explana-
tion for these results. The increased ribosomal content presumably indicates increased 
translation, consistent with the community providing physiologic support to P. gingi-
valis and allowing higher levels of protein synthesis.

Vitamin Synthesis
Pathways for synthesizing several vitamins showed reduced protein abundance in the 
three species community. Most of the proteins involved in thiamine diphosphate (vita-
min B1) biosynthesis were down-regulated (Figure 4). Thiamine is a cofactor for the 
2-oxoglutarate dehydrogenase complex that converts 2-oxoglutarate to succinyl-CoA 
and for the transketolase reactions of the anaerobic pentose phosphate pathway [37]. 
However, transketolase (PGN1689, Tkt) showed no abundance change while of the 
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three components of the 2-oxoglutarate dehydrogenase complex (PGN1755, KorB) 
only the beta subunit showed an abundance increase.

Figure 4. Thiamine biosynthetic pathway, showing protein abundance changes for the P. gingivalis–F. 
nucleatum–S. gordonii/P. gingivalis comparison. Proteins catalyzing each step in the pathway are 
shown by their P. gingivalis ATCC 33277 gene designation (PGN number) and protein name, where 
applicable. Green downward arrows indicate decreased abundance in the three species community. 
Yellow squares indicate no statistically significant abundance change. Empty squares indicate that 
the protein was not detected in the proteomic analysis. Thiamine diphosphate is shown in bold.

Only incomplete pathways have been identifi ed for many of the other vitamin 
biosynthesis activities in P. gingivalis. However, cobalamin (vitamin B12) synthesis 
[38] can be predicted to be decreased in the community, with fi ve (PGN0010, CobC; 
PGN0316, CbiG; PGN0317, CobL; PGN0318, CobH/CbiC; PGN0735, CobU) of the 
seven identifi ed proteins having statistically signifi cant reductions. Less complete 
population of pathways was observed for pyridoxal phosphate (vitamin B6) and biotin 
synthesis. Only two of the four detected proteins for vitamin B6 synthesis showed re-
duced abundance (PGN1359, PdxB and PGN2055, PdxA). For biotin synthesis, three 
of the six detected proteins showed reduced abundance (PGN0133, BioA; PGN1721, 
BioF; PGN1997, BioD). None of the vitamin/cofactor synthesis pathways showed any 
indication of increased protein levels in the three species community.

The decrease in several vitamin/cofactor pathways could be due to a decreased 
utilization of those cofactors. However, in the case of thiamine, the proteins that utilize 
this cofactor showed no decrease, and a possible increase in abundance, implying that 
demand for vitamin B1 was unchanged. A more likely explanation for the reduced 
cofactor pathways is therefore nutrient transfer. Either one or both of the other organ-
isms in the three species community could be providing P. gingivalis with cofactors, 



allowing reduced cofactor synthesis without reducing expression of the cofactor de-
pendent pathways. Nutritional cross-feeding among members of oral biofi lms is well 
established [5], and indeed P. gingivalis has been found to utilize succinate produced 
by T. denticola [39].

Nucleotide Synthesis
Pyrimidine biosynthesis appeared to be reduced in the three species community (Fig-
ure 5) as many of the proteins leading to the production of finished pyrimidine nucleo-
tides have decreased abundance. However, the proteins responsible for incorporat-
ing finished ribonucleotides into RNA show unchanged or increased abundance. As 
with vitamin biosynthesis this may be the result of nutrient transfer from the other 
organisms in the community. Porphyromonas gingivalis can acquire nucleosides and 
nucleobases and it has even been suggested that they may represent an important nu-
trient source for P. gingivalis [40]. Consistent with uptake of nucleosides and their 
precursors, uracil permease (PGN1223) shows increased expression in the three spe-
cies community.

Figure 5. Pyrimidine biosynthetic pathway, showing protein abundance changes for the P. 
gingivalis–F. nucleatum–S. gordonii/P. gingivalis comparison. The protein names follow the same 
conventions as in Figure 4. Green downward arrows indicate decreased abundance in the three 
species community. Red upward arrows indicate increased abundance. Yellow squares indicate no 
statistically significant abundance change. Empty squares indicate that the protein was not detected 
in the proteomic analysis. The RNA and DNA are shown in bold.
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Purine biosynthesis does not appear to be signifi cantly effected in the three spe-
cies community (Figure 6). A few proteins showed reduced abundance, but the central 
biosynthesis pathway was primarily unchanged.

Figure 6. Purine biosynthetic pathway, showing protein abundance changes for the P. gingivalis–F. 
nucleatum–S. gordonii/P. gingivalis comparison. The protein names and arrows/squares follow the 
same conventions as in Figure 5. The RNA and DNA are shown in bold. GAR: 5-Phosphoribosyl 
glycinamide; FGAM: 5-phosphoribosyl-N-formylglycineamidine; FGAR: 1-(5’-Phosphoribosyl)-N-
formylglycinamide; AICAR: 5’-phosphoribosyl-4-(N-succinocarboxamide)-5-aminoimidazole; AIR: 
1-(5’-Phophoribosyl)-5-aminoimidazole; CAIR: 5’P-Ribosyl-4-carboxy-5-aminoimidazole; SAICAR: 
5’P-Ribosyl-4-(N-succinocarboximide)-5-aminoimidazole; FAICAR: 1 (5’-Phosphoribosyl)-5-
formamido-4-imidazole carboxamide.

Stress Proteins
The ability of the community to provide physiologic support to constituent species 
might result in P. gingivalis experiencing lower levels of environmental stress than 
occurs in monoculture. Consistent with this concept, community derived P. gingiva-
lis showed a significant reduction in abundance of DNA repair proteins (PGN0333, 
RadA; PGN0342, Ung; PGN0367, Xth; PGN1168, MutS; PGN1316, UvrA; 
PGN1388, LigA; PGN1567, RecF; PGN1585, UvrB; PGN1712, Nth; PGN1714, 
Mfd; PGN1771, Pol1). The DNA repair genes are generally induced in the presence 
of damaged DNA [41], and lower abundance of DNA repair proteins is consistent 
with the monoculture experiencing more DNA damage than P. gingivalis in the three 
species community where the presence of the partner organisms provides protection 
against DNA damage.



Only two stress proteins showed increased abundance, and then only 30% increas-
es, the molecular chaperone DnaK (PGN1208) and a PhoH family protein possibly 
involved in oxidation protection (PGN0090).

Role of the Differentially Regulated P. gingivalis Protein HmuR
To begin to test the functional relevance of proteins identified as differentially regu-
lated in the three species community, we undertook a mutational analysis. For this 
purpose it was important to target a protein that directly effectuates a biological func-
tion and lacks homologs in the genome. The hmuR, a major hemin uptake protein, 
and potential adhesin [42], was selected. As shown in Figure 7A, while wild type P. 
gingivalis cells are abundant within a S. gordonii–F. nucleatum–P. gingivalis commu-
nity, P. gingivalis cells lacking hmuR are deficient in community formation. Biovol-
ume analysis showed a 70% reduction in community formation by the hmuR mutant 
(Figure 7C). Furthermore, this effect was specific for the three species community as 
a decrease in accumulation by the hmuR deficient mutant was not observed in mono-
species biofilms, or in two species communities of P. gingivalis with either S. gordonii 
or F. nucleatum (Figure 7B, D–G). Hence loss of hmuR, that is up-regulated by P. 
gingivalis when the organism is associated with S. gordonii and F. nucleatum, results 
in a phenotype that is restricted to three species community formation. Porphyromonas 
gingivalis cells were first cultured in hemin excess, under which conditions the hmu 
operon is expressed at a basal level [42]. As the three species model system involves 
metabolically quiescent P. gingivalis cells in buffer, it is unlikely that the role of hmuR 
is related to its hemin uptake capacity. However, TonB dependent receptors can exhibit 
functions distinct from transport across the outer membrane. For example, in E. coli 
the TonB dependent catecholate siderophore receptor Iha confers an adhesin function 
and contributes to colonization and virulence in the mouse urinary tract [43]. Hence, 
hmuR may have a cohesive function in community formation by P. gingivalis although 
further studies are necessary to resolve this issue.

MATERIALS AND METHODS

Bacteria and Culture Conditions
Fusobacterium nucleatum subsp. nucleatum American type culture collection (ATCC) 
25586 and Porphyromonas gingivalis ATCC 33277 were grown anaerobically (85% 
N2, 10% H2, 5% CO2) at 37°C in trypticase soy broth supplemented with 1 mg/ml yeast 
extract, 1 μg/ml menadione, and 5 μg/ml hemin (TSB). Streptococcus gordonii DL1 
was grown anaerobically at 37°C in Todd-Hewitt broth (THB).

CHEMICALS

The HPLC grade acetonitrile was from Burdick & Jackson (Muskegon, MI, USA); 
high purity acetic acid (99.99%), and ammonium acetate (99.99%), from Aldrich 
(Milwaukee, WI, USA). High purity water was generated with a NANOpure UV sys-
tem (Barnstead, Dubuque, IA, USA).
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Figure 7. The hmuR mutant of P. gingivalis is deficient in community accumulation. (A) Confocal 
microscopy showing x-y and x-z projections of communities of S. gordonii (red), F. nucleatum (green) 
and P. gingivalis (blue) wild type (WT) or ΔhmuR mutant strains. Representative image from three 
independent experiments. (B) Confocal microscopy showing x-y and x-z projections of single species 
P. gingivalis WT or ΔhmuR mutant accumulations. Representative image from three independent 
experiments. (C) Biovolume analysis of P. gingivalis WT or ΔhmuR mutant accumulation in the P. 
gingivalis–F. nucleatum–S. gordonii communities shown in A. (D) Biovolume analysis of P. gingivalis 
WT or ΔhmuR single species accumulations shown in B. (E) Biomass of P. gingivalis WT or ΔhmuR 
single species accumulations measured by crystal violet staining and release. (F) Biovolume analysis 
of P. gingivalis WT or ΔhmuR accumulation in two species P. gingivalis–S. gordonii communities. 
(G) Biomass of P. gingivalis WT or ΔhmuR two species accumulation with F. nucleatum measured 
with P. gingivalis antibodies. ** denotes p < 0.01 (n = 3) compared to WT.



Proteomics of Model Bacterial Communities
High density bacterial communities were generated by the method of Merritt et al. 
[44]. Bacteria were cultured to mid-log phase, harvested by centrifugation and resus-
pended in pre-reduced PBS (rPBS). 1 × 109 cells of P. gingivalis were mixed with an 
equal number of S. gordonii and F. nucleatum as a combination of the three species. 
Porphyromonas gingivalis cells alone were also used as a control. Two independent 
biological replicates from separate experiments comprised of at least two technical 
replicates were analyzed. Bacteria were centrifuged at 3,000 g for 5 min, and pel-
lets were held in 1 ml rPBS in an anaerobic chamber at 37°C for 18 hr. The bacte-
rial cells remain viable under these conditions, as determined by both colony counts 
and live/dead fluorescent staining. Supernatant and bacterial cells were separated and 
processed separately. Bacterial cells were lyzed with ice cold sterile distilled water 
and proteins were digested with trypsin as previously described for P. gingivalis [33], 
then fractionated on a 2.0 mm × 150 mm YMC polymer C18 column. There were 
five pre-fractions collected for each cellular sample, with a final volume of 50 μl 
for each fraction. The 2D capillary High Performance Liquid Chromatography/ Mass 
Spectrometry/Mass Spectrometry (HPLC/MS/MS) analyses [32, 45, 46] were con-
ducted using an in-house fabricated semi-automated system, consisting of a Thermo 
LTQ mass spectrometer (Thermo Fisher Corp. San Jose, CA, USA), a Magic 2002 
HPLC (Michrom BioResouces, Inc., Auburn, CA, USA), a Pump 11 Plus syringe pump 
(Harvard Apparatus, Inc., Holliston, MA, USA), an Alcott 718 autosampler (Alcott 
Chromatography, Inc., Norcross, GA, USA) and a micro-electrospray interface built 
in-house. About 2 μl of sample solution was loaded into a 75 μm i.d. × 360 μm o.d. 
capillary column packed with 11 cm of AQUA C18 (5 μm, Phenomenex, Torrance, 
CA, USA) and 4 cm of polysulfoethyl aspartamide SCX (strong cation exchange) resin 
(PSEA, 5 μm, Michrom BioResouces, Inc.). The peptides were eluted with a seven step 
salt gradient (0, 10, 25, 50, 100, 250, and 500 mM ammonium acetate) followed by 
an acetonitrile gradient elution (Solvent A: 99.5% water, 0.5% acetic acid. Solvent B: 
99.5% acetonitrile, 0.5% acetic acid), 5% B hold 13 min, 5–16% B in 1 min, hold 6 
min, 16–45% B in 45 min, 40–80% B in 1 min, hold 9 min, 80–5% B in 5 min, then 
hold 10 min. For the secreted proteins in the supernatant no pre-fractionation or SCX 
was performed, and 4 μl of digested sample was loaded into a 75 μm i.d. × 360 μm 
o.d. column packed with 11 cm AQUA C18 for a single dimension of capillary HPLC/
tandem MS analysis. After 20 min of flushing with 5% acetonitrile, peptides were 
eluted by an acetonitrile gradient (5–12% B in 1 min, hold 9 min, 12–40% B in 50 min, 
40–80% B in 1 min, hold 10 min, 80–5% B in 5 min, hold 14 min). The MS1 (First stage 
of tandem mass spectrometry) scan range for all samples was 400–2,000 m/z. Each MS1 
scan was followed by 10 MS2 (Second stage of tandem mass spectrometry) scans in a 
data dependent manner for the 10 most intense ions in the MS1 scan. Default parameters 
under Xcalibur 1.4 data acquisition software (Thermo Fisher) were used, with the ex-
ception of an isolation width of 3.0 m/z units and a normalized collision energy of 40%.

Data Processing and Protein Identification
Raw data were searched by SEQUEST [34] against a FASTA protein ORF database 
consisting of the Ver. 3.1 curation of P. gingivalis W83 (2006, TIGR-CMR [47]), S. 
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gordonii Challis NCTC7868 (2007, TIGR-CMR [48], F. nucleatum ATCC 25586 
(2002, TIGR-CMR [49]), bovine (2005, UC Santa Cruz), nrdb human subset (NCBI, 
as provided with Thermo Bioworks ver. 3.3) and the MGC (Mammalian Gene collec-
tion, 2004 curation, NIH-NCI [50]) concatenated with the reversed sequences. After 
data processing, the genome sequence for strain 33277 became available [31] and the 
data were subsequently cross-referenced to PGN numbers from the 33,277 specific 
FASTA database provided by Los Alamos National Laboratory (LANL) (personal 
communication with G. Xie). Although Naito et al. [31] reported extensive genome 
re-arrangements between W83 and ATCC 33277, the actual protein amino acid se-
quences are sufficiently similar across the proteome that the use of a database based 
on W83 was not expected to greatly impact the analysis. Our proteomic methods are 
not sensitive to genome re-arrangements, only to changes in amino acid sequence 
for a given protein. The reversed sequences were used for purposes of calculating a 
peptide level qualitative False discovery rate (FDR) using the published method [51, 
52]. The SEQUEST peptide level search results were filtered and grouped by protein 
using DTASelect [53], then input into a FileMaker script developed in-house [32, 33] 
for further processing. The DTASelect Version 1.9 filter parameters were: peptides 
were fully tryptic; ΔCn/Xcorr values for different peptide charge states were 0.08/1.9 
for + 1, 0.08/2.0 for + 2, and 0.08/3.3 for +3; all spectra detected for each sequence 
were retained (t = 0). Only peptides that were unique to a given ORF were used in the 
calculations, ignoring tryptic fragments that were common to more than one ORF or 
more than one organism, or both. In practice this had the consequence of reducing our 
sampling depth from what we have achieved with single organism studies [27, 32, 
33], because the gene sequence overlap among the three organisms is significant. A 
bioinformatic analysis (data not shown) of inferred protein sequence overlaps between 
P. gingivalis and S. gordonii, or F. nucleatum suggested the reduction in the number 
of predicted tryptic fragments unique to P. gingivalis would not be sufficient to impact 
the analysis of more than a small number of proteins. The qualitative peptide level 
FDR was controlled to approximately 5% for all conditions by selecting a minimum 
non-redundant spectral count cut-off number appropriate to the complexity of each 
condition, P. gingivalis alone or the P. gingivalis–F. nucleatum–S. gordonii commu-
nity.

Protein Abundance Ratio Calculations
Protein relative abundances were estimated on the basis of summed intensity or spec-
tral count values [27, 32, 33] for proteins meeting the requirements for qualitative 
identification described above. Summed intensity refers to the summation of all pro-
cessed parent ion (peptide) intensity measurements (MS1) for which a confirming CID 
spectrum (MS2) was acquired according to the DTASelect filter files. For spectral 
counts, the redundant numbers of peptides uniquely associated with each ORF were 
taken from the DTAselect filter table (t = 0). Spectral counting is a frequency measure-
ment that has been demonstrated in the literature to correlate with protein abundance 
[54]. These two ways of estimating protein relative abundance, that avoids the need 
for stable isotope labeling, have been discussed in a recent review [27] with specific 
reference to microbial systems. To calculate protein abundance ratios, a normalization 



scheme was applied such that the total spectral counts or total intensities for all P. 
gingivalis proteins in each condition were set equal for each comparison. This normal-
ization also had the effect of zero centering the log2 transformed relative abundance 
ratios, see Figure 2. The normalized data for each abundance ratio comparison was 
tested for significance using either a global G-test or a global paired t-test for each 
condition, the details of which have been published for this type of proteomics data in 
which all biological replicates are compared against each other [55, 56], and are also 
described in the explanatory notes. Both of these testing procedures weigh deviation 
from the null hypothesis of zero abundance change and random scatter in the data 
to derive a probability or p-value that the observed change is a random event, that is 
the null hypothesis of no abundance change is true. Each hypothesis test generated a 
p-value that in turn was used to generate a q-value as described [24, 32], using the R 
package QVALUE [26]. The q-value in this context is a measure of quantitative FDR 
[25] that contains a correction for multiple hypothesis testing. 

Ontology Analysis
An overall list of detected proteins as well as lists of proteins that showed increased 
or decreased levels in the three species community were prepared using Entrez gene 
identifiers. Ontology analyses were then conducted using the DAVID [57] functional 
annotation clustering feature with the default databases. Both increased and decreased 
protein level lists were analyzed using the overall list of detected proteins as the back-
ground. Potentially interesting clusters identified by DAVID were then examined 
manually.

Construction of P. gingivalis HmuR Mutant
A mutation in the hmuR gene was generated using ligation-independent cloning of 
PCR mediated mutagenesis (LIC-PCR) [58]. A 2.1-kb ermF-ermAM cassette was in-
troduced into the hmuR gene by three steps of PCR to yield a hmuR-erm-hmuR DNA 
fragment as described previously [59]. The fragment was then introduced into P. gin-
givalis 33,277 by electroporation. The hmuR deficient mutant (ΔhmuR) was generated 
via a double crossover event that replaces hmuR with the hmuR-erm-hmuR DNA frag-
ment in the 33,277 chromosome. The mutants were selected on TSB plates containing 
erythromycin (5 μg/ml), and the mutation was confirmed by PCR analysis. Growth 
rates of mutant and parent strains were equivalent.

Quantitative Community Development Assays
(i) Crystal violet assay. Homotypic community formation by P. gingivalis was quanti-
fied by a microtiter plate assay [60], as adapted for P. gingivalis [61]. Parental and 
mutant strains in early log phase (2 × 108 cells) were incubated at 37°C anaerobically 
for 24 hr. Wells were washed, stained with 1% crystal violet and destained with 95% 
ethanol. Absorbance at 595 nm was determined in a Benchmark microplate reader. (ii) 
ELISA. F. nucleatum was incubated at 37°C anaerobically for 36 hr in microtiter plate 
wells. After washing, parental and mutant P. gingivalis strains (2 × 106 cells) were incu-
bated with the fusobacterial biofilm at 37°C anaerobically for 24 hr. Porphyromonas 
gingivalis accumulation was detected with antibodies to whole cells (1:10,000) 
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followed by peroxidase-conjugated secondary antibody (1:3,000), each for 1 hr at 
37°C. Antigen-antibody binding was determined by a colorimetric reaction using 
the 3,3’,5,5’-tetramethylbenzidine (TMB) liquid substrate, and absorbance at 655 
nm. Porphyromonas gingivalis antibody binding to the fusobacterial biofilm alone 
was subtracted as background. (iii) Confocal microscopy assay. (A) Single species. 
Porphyromonas gingivalis was stained with 4’,6-diamidino-2-phenylindole (50 μg ml-

1) and 2 × 106 cells in rPBS incubated anaerobically at 37°C for 16 hr with rocking in 
individual chambers of the CultureWell coverglass system (Grace Bio Labs). Cham-
bers were washed three times in rPBS. (B) Dual-species. Heterotypic P. gingivalisS. 
gordonii communities were generated as described previously [15]. Streptococcus 
gordonii cells were labeled with hexidium iodide (15 μg ml-1), then cultured anaero-
bically at 37°C for 16 hr with rocking in CultureWell chambers. Porphyromonas 
gingivalis was stained with 5-(and-6)-carboxyfluorescein, succinimidyl ester (10 μg 
ml-1), and 2 × 106 cells in rPBS were reacted with the surface attached S. gordonii 
for 24 hr anaerobically at 37°C with rocking. (C) Three species. Surface attached 
hexidium iodide-stained S. gordonii were generated as above. Fluorescein stained F. 
nucleatum (2 × 106 cells in rPBS) reacted with S. gordonii for 24 hr anaerobically 
at 37°C with rocking. The coverglass was then washed with rPBS to remove non-
attached bacteria. Porphyromonas gingivalis was stained with 4’,6-diamidino-2-phe-
nylindole (50 μg ml-1) and 2 × 106 cells in rPBS were added and further incubated for 
24 hr anaerobically at 37°C with rocking. Communities were observed on a Bio-Rad 
Radiance 2,100 confocal laser scanning microscope (Blue Diode/Ar/HeNe) system 
with a Nicon ECLIPSE TE300 inverted light microscope and 40 × objective using re-
flected laser light of combined 405, 488, and 543 nm wavelengths where appropriate. 
A series of fluorescent optical x-y sections were collected to create digitally recon-
structed images (z-projection of x-y sections) of the communities with Image J V1.34s 
(National Institutes of Health) or Laser Sharp software (Bio-Rad). Z stacks of the x-y 
sections of CLSM were converted to composite images with “Iso Surface” functions 
of the “Surpass” option on Imaris 5.0.1 (Bitplane AG; Zurich, Switzerland) software. 
Iso Surface images of P. gingivalis were created at threshold of 20 and smoothed with 
Gaussian Filter function at 0.5 width, and P. gingivalis biovolume was calculated.

Biofi lm assays were repeated independently three times with each strain in trip-
licate. Crystal violet results were compared by t-tests. Biovolume calculations were 
compared with a t-test using the SPSS statistics software.

CONCLUSION

Complex multi-species biofilms such as pathogenic dental plaque accumulate through 
a series of developmental steps involving attachment, recruitment, maturation, and 
detachment. Choreographed patterns of gene and protein expression characterize 
each of these steps. In this study we developed a model of the early stages of plaque 
development whereby three compatible species accreted into simple communities. 
Porphyromonas gingivalis increased in biomass due to attachment and recruitment, and 
this allowed us to catalog differential protein expression in P. gingivalis consequent 
to contact dependent interbacterial signaling and communication through short range 



soluble mediators. The proteomic analysis indicated that around 40% of P. gingivalis 
proteins exhibit changes in abundance in a community with F. nucleatum and S. 
gordonii, implying extensive interactions among the organisms. The proteomic results 
were consistent with the formation of a favorable environment in a P. gingivalis–F. 
nucleatum–S. gordonii community, wherein P. gingivalis showed evidence of in-
creased protein synthesis and decreased stress. Moreover, nutrient transfer may occur 
among the constituents of the community. As evidenced by hmuR, these proteins may 
have a functional role in the development of multi-species communities and ultimately 
shape the pathogenic potential of plaque.
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