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PREFACE

v

The third edition of this book follows more than 25 years after the second edition.
During this time, considerable changes occurred in the field and Forensic An-

thropology became a distinct speciality in its own right. Although we had to update
all sections of the book significantly, we have attempted to retain some sense of his-
tory, giving recognition to the many pioneers that have shaped our discipline.

In the last few years several excellent text books and edited volumes have seen the
light. We hope that this volume will still make a contribution to the field. It is aimed
to be a reference text that will assist forensic anthropologists and forensic patholo-
gists who have to analyze skeletons found in forensic contexts. Keeping up with
recent changes, we have also added a chapter on Forensic Anthropology of the
living.

We have aimed to give the book a global perspective, to make it usable to practi-
tioners across the world. However, because of the major developments in forensic
anthropology and the vast number of publications available, it is impossible to give
credit to all contributions and use all published literature. If we have left out some
major publications, we apologize.

Where possible, short case studies have been added to illustrate the diverse as-
pects of the work. Various people contributed to these case studies, and they are ac-
knowledged in the individual case studies. In some instances, some of the details
were slightly changed (or omitted) to, for example, protect the identity of people in-
volved in these cases.

Many people contributed in various ways to this book, some through helping out
with normal teaching activities to allow the authors time to write this book. We are
grateful to Prof Wilton Marion Krogman for his contributions to the earlier editions
of this book. M Steyn would particularly like to thank the Department of Anatomy
(University of Pretoria) for sabbatical leave. During this time, Prof. Ericka L’Abbé,
Yvette Scholtz, Jolandie Myburgh and several others had to bear the additional
burden. This book would not have been possible without the assistance of Deona
Botha, who helped with all aspects of the research and administration. Other people
who have contributed in different ways include Megan Bester, Coen Nienaber, Kyra
Stull, Theunis Briers, Christine Blignaut, Suzanne Blignaut, Mubarak Bidmos, Lida
van der Merwe, Samantha Pretorius, Herman Bernitz, Natalie Keough and Marius
Loots. MY İşcan would like to thank Bahar Mergen for help with literature searches. 

Unless otherwise mentioned, all line drawings in this book were made by
Marinda Pretorius. This was no small task! She also assisted with many other tasks,
for which we are grateful.

M Steyn would also like to acknowledge various colleagues from the South
African Police Service for their diligent work under difficult circumstances, and the
years of collaboration. We are also grateful to our publishers, in particular Mr
Michael Thomas, for entrusting us with this work.

Lastly, we would like to thank our families for their years of support—Roelof,
Christine, Stephan and Suzanne, as well as Meryem.
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In the last few years there has been considerable introspection as far as the exact role
of the forensic anthropologist is concerned, and many papers and book chapters

have been written on this topic (e.g., İşcan & Solla Olivera 2000; İşcan 2001; Cunha
& Cattaneo 2006; Cattaneo 2007; Dirkmaat et al. 2008; Blau & Ubelaker 2009;
Dirkmaat & Cabo 2012). These publications critically review the contributions of
forensic anthropologists in solving crimes and identifying unknown bodies, and
attempt to outline future directions for the discipline. These self-assessments are
essential to take stock of where the discipline stands and where it needs to go
(İşcan 1988). Dirkmaat and Cabo (2012) even state that forensic anthropology is
currently undergoing a critical revitalization due to, on the one hand, continuing
critical self-evaluation and, on the other hand, the appearance of external influ-
ences such as the development of DNA technologies and changes in legal systems
and jurisprudence. İşcan, already in 1988, warned that the discipline could stag-
nate or perish if future research and directions are not considered and managed
carefully. 

In recent years much effort went into attempting to formalize the activities of
forensic anthropologists and to aid in incorporating the discipline into the main-
stream of forensic sciences. In this regard, the United States leads the way, with the
formation of the American Board of Forensic Anthropology (ABFA) as a formal
section within the American Academy of Forensic Sciences (AAFS). 

The need for forensic anthropological expertise has changed considerably in the
modern era and with it the field has undergone some significant changes. However,
if one looks at the many areas where forensic anthropologists have expertise and
can make significant contributions, it is clear that the need for this science exists.
More recent examples of these areas of expertise range from aiding in victim iden-
tification in mass disasters to estimation of age in cases of child pornography. With
the changing environment, it is now necessary to achieve worldwide coordination
between practitioners and clarification on what it is that forensic anthropologists
can and should do and who exactly qualifies to call himself or herself a forensic
anthropologist. Along with this comes the need for some clear guidelines with
regard to minimum standards of practice and standard operating procedures.

A. WHAT IS FORENSIC ANTHROPOLOGY AND 
WHO IS THE FORENSIC ANTHROPOLOGIST?

Through the years several definitions for forensic anthropology have been pro-
posed. Amongst the earliest of these is the definition given by Stewart (1979, ix),
who described it as “the branch of physical anthropology, which for forensic pur-
poses, deals with the identification of more-or-less skeletonised remains known to
be, or suspected of being human.”
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This definition is clearly too narrow for today’s professional forensic anthropolo-
gist. The classical goal of the discipline was to identify unknown individuals, usually
from their decomposed or skeletonized remains. This aspect is still very important
today, but in many areas of the world the need for this expertise is very limited, and
therefore forensic anthropologists had to expand their field of influence or become
obsolete.

İşcan (1988) described forensic anthropology as “a multidisciplinary field com-
bining physical anthropology, archaeology and other fields, including forensic
dentistry, pathology and criminalistics.” This view introduced the idea that there is a
wider scope that we need to see, and also hinted on inter-disciplinarity—that is, the
need to be a well-rounded forensic anthropologist. There are also more elaborate
definitions such as “the scientific discipline that focuses on the life, the death, and the
postlife history of a specific individual, as reflected primarily in their skeletal remains
and the physical and forensic context in which they are emplaced” (Dirkmaat et al.
2008, p. 47). Although this is an excellent definition, it still mainly focuses on the
dead. Many modern forensic anthropologists now deal with living humans, partic-
ularly age estimations (e.g., asylum seekers or in cases of child pornography) and
facial identifications (Cattaneo 2007; Indriati 2009). Dirkmaat and Cabo (2012)
also acknowledge the fact that there are now many fields of expertise included
under forensic anthropology that no one would have dreamed about a few decades
before. Cattaneo (2007, p. 185) attempted to reflect this in her definition as “the
application of physical anthropology to the forensic context,” but this is again rather
vague and does not really tell us what it actually is that a forensic anthropologist can
do. Indriati (2009) suggested that a definition should include human identification
and individuation in medicolegal situations, utilizing biological traits that are not
restricted only to skeletonized or other remains. Such a field may be called forensic
anthropology. This new consideration of contemporary anthropology should include
all aspects of physical anthropology such as human variation, adaptability, growth
and development, as well as molecular genetics. An example of this diversity is
estimation of age from photographs, radiographs, disturbed burials, and from
bodily characteristics.

This rather chaotic situation with the lack of a proper definition is reflected in the
wide discrepancy in people practicing forensic anthropology (Cunha & Cattaneo
2006). In North America, forensic anthropologists mostly come from a combined
archaeology and anthropology background. On the European continent, on the
other hand, many are medically qualified. This often includes forensic pathologists
or other medical specialists who are experienced at skeletal analyses and practice
forensic anthropology as an aspect of their work (Cattaneo 2007; Baccino 2009).
According to Prieto (2009), for example, forensic anthropology is mostly practiced
as a subdiscipline of forensic medicine in Spain. In the United Kingdom, in contrast,
it is often associated with archaeology (Cox 2009).

In other regions, for example, Australia, most personnel dealing with forensic an-
thropological casework are based in anatomy departments (Donlon 2009). This is
also true in South Africa, where most dedicated forensic anthropological consulta-
tions are done through anatomy departments—at the University of Pretoria where
the co-author of this book is based, one forensic anthropologist is medically quali-
fied, one is ABFA-certified, and some in-house-trained students come from a sci-
ences background. So there are really no clear guidelines as to who the qualified
forensic anthropologist is. This begs the question: What about training and what is
the minimum entry level? And who will make sure that acceptable standards are



kept? The U.S. is the only country with an official system of examination and, fol-
lowing that, accreditation of forensic anthropologists. ABFA board certification re-
quires diplomats to regularly submit case reports to show that they are up to date
and their reports of acceptable standard. The rest of world lags far behind in this
regard, but more and more forensic anthropologists are becoming aware of this
need and are starting to align and organize themselves to become more profes-
sional and formally accredited.

In Europe, it is experience and training rather than a specific academic qualifica-
tion that defines a forensic anthropologist (Cunha & Cattaneo 2006). In Latin
America, practitioners have vast experience but not necessarily high levels of
academic training (Fondebrider 2009). Training is not homogeneous and mostly
happens through series of workshops. The Forensic Anthropology Society recently
formed for Europe aims to address some of these questions through more stan-
dardized education, harmonization, certification, and promotion of research. In
other parts of the world this probably varies from country to country, and it is most
probably up to specific laboratories to set up quality control measures. In general,
though, the entry level to be a practicing forensic anthropologist is probably either
a doctoral degree when coming from a sciences background or a medical education
(medical practitioner) with some specific training in forensic anthropology. A
general review of forensic anthropology for France (İşcan & Quatrehomme 1999)
and Latin America (İşcan & Solla Olivera 2000) can be seen in the work by İşcan
and associates.

B. THE HISTORY AND USE OF FORENSIC ANTHROPOLOGY

The history of forensic anthropology is as long as that of physical anthropology,
which is going back to the late nineteenth century. Only recently has it gained its own
identity when all forensic fields were united in many parts of the world, particularly
under the American Academy of Forensic Sciences in the U.S. Probably the most
senior American anthropologists who spread the discipline in the U.S. were Krogman
(1939, 1955) and Stewart who not only wrote important contributions but served
both the state and the Federal Bureau of Investigation. They also evaluated the fields
historically (Kerley 1978; Stewart 1979). İşcan also contributed significantly to the
development of the fıeld (İşcan 1989; İşcan & Kennedy 1989; İşcan & Helmer
1993). İşcan and Helmer formed the International Association of Craniofacial
Identification in 1989 in Kiel, Germany, and the meeting has since been assembled
regularly in many countries.

In research, writing and practice, the late Wilton Marion Krogman (1939, 1955)
was probably the most outstanding person in forensic anthropology. Yet the late J.
Lawrence Angel (employed at the National Museum of Natural History, Washington,
D.C.) practiced physical anthropology and organized meetings all around the
world and defined forensic anthropology as a unique forensic anthropological
discipline. In the 1980s, through numerous anthropological organizations such as
the International Union of Anthropological and Ethnological Sciences meeting
in Vancouver, Canada, the field has expanded to include members from different
anthropological and forensic fields. Accounts of the history of the discipline in
several regions of the world can be found in, for example, Blau and Ubelaker (2009)
and Dirkmaat (2012).
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When one compares the employment in a forensic position, it is easy to notice
how low caseloads have hampered the development of forensic anthropology, e.g., in
Australia (Donlon 2009). In South Africa, on the other hand, there is high caseload
which may potentially result in a higher number of people employed, although other
problems such as financial constraints can limit the development of the discipline
in developing countries (L’Abbé & Steyn 2012).

With the advances in DNA technology (which had been a very influential external
factor), personal identification has become less complicated and more reliable in
many regions of the world (Dirkmaat et al. 2008). In first-world countries there are
also not so many victims that are unknown that will need to be identified. Associated
with this are increases in population density—in some areas, e.g., Europe, there are
simply not that many large open and deserted areas where a body could remain for a
long time without being discovered. However, this situation is different in developing
countries, and therefore there will always be a role to do the traditional big four
(age, sex, ancestry, stature), but we should move beyond that.

Dirkmaat et al. (2008) listed four significant developments within forensic an-
thropology in the last 20 years: (1) the use of improved quantitative methods
through analysis of modern comparative samples; (2) the reemphasis on forensic
contexts—thus employing forensic archaeological recovery methods; (3) evidence
that are obtainable using knowledge of forensic taphonomy (also taking into account
humans as taphonomic agents); and (4) forensic skeletal trauma analysis.1 According
to these authors, then, and also said by İşcan already in 1988, one of the major roles
of the forensic anthropologist in the modern era is being intimately involved in
assessment of crimes that occurred in outdoor contexts. This includes assessments
of the setting, studying the possible taphonomic influences and reconstructing the
events, as well as proper removal, collection and excavation of remains. Forensic ar-
chaeology and involvement in crime scenes is very much entrenched in the U.S.,
but is much less so in, for example, Europe (Márquez-Grant et al. 2012) and South
Africa (L’Abbé & Steyn 2012). In fact, in South Africa, the cases that are found in
forensic contexts are purely handled in the laboratories, with hardly any involvement
of forensic archaeologists or anthropologists in the field. 

The other major role for forensic osteologists is in the assessment of trauma.
These professionals have intimate knowledge of normal bone anatomy, bone bio-
mechanics and pathological changes. Here the skilled osteologist can thus make a
valuable contribution, and this aspect has seen major developments in recent years.

Along with development of DNA technologies, Dirkmaat et al. (2008) also list
changes in the legal environment, specifically after the Daubert ruling, as an im-
portant external influence on the way in which the science is practiced. Two other
external factors associated with the modern world can probably be added to these.
With increasing population density in many areas of the globe, mass disasters
such as tsunamis or earthquakes may result in large numbers of victims in need of
identification. Also, although genocide and crimes against humanity are not a new
phenomenon, it is only recently that efforts are made to investigate them for either
purposes of prosecution or repatriation and reburial. In many areas of the world,
forensic anthropologists now work in the human rights environment investigating
crimes against humanity, and in particular mass graves. Many graduates will be em-
ployed in this domain, and this field requires a whole new area of expertise. In these

1. See also Symes et al. (2008) with specific application to scenes with burnt bones where forensic anthro-
pologists can make a significant contribution as far as recovery and interpretation are concerned.



scenarios of mass disasters or mass graves, incomplete and decomposed remains
are often encountered and similar skills are needed than when working with skele-
tonized remains, but on a much larger scale and requiring a very systematic ap-
proach.

A totally different perspective is emerging from some first-world countries, par-
ticularly in Europe. Although they will deal from time to time with skeletonized
cases, much of their forensic anthropological work has to do with living people.
With refugees and asylum seekers flooding to especially Europe from all over the
world, there is an increasing need for the expertise to estimate age from living indi-
viduals. Many of these individuals will arrive without identity documents, and as
different rules apply to underaged refugees, accurate estimates are essential. This
also applies to criminal cases, where juveniles are treated differently from adult of-
fenders. Added to this is the need to estimate age of children in suspected cases of
child pornography. Here is the added difficulty that often only photographs are avail-
able to use for the assessments. A clear understanding of human variation and its
resulting limitations make biological anthropologists indispensable in this regard.

In addition to these problems, increases in surveillance cameras and identity
fraud more frequently require the need for identifications from facial photographs
and images. With these needs for assessments of living individuals, a completely
new brand of scientists is emerging. They need different skills and training. How-
ever, these complementary sciences still fall in the domain of anthropologists, and
therefore no book dealing with forensic anthropology in the modern era can ex-
clude living people—thus even though the title of this book points only to the
human skeleton in forensic medicine, a chapter has been added to introduce topics
that have to do with living people.

C. AREAS OF EXPERTISE

As discussed above, the domain of the forensic anthropologist has expanded con-
siderably and no longer includes only skeletonized remains. The areas of expertise
in the modern era can thus be summarized to include the following (İşcan 1988;
Cunha & Cattaneo 2006; Cattaneo 2007; Dirkmaat et al. 2008):

• Analysis of crime scenes in outdoor contexts. This includes forensic archaeol-
ogy and the recovery of remains.

• Forensic taphonomy. This includes reconstructing the circumstances before and
after death and deposition, as well as distinguishing between the activities of
humans and that of other agents such as animals and the natural environment.

• Determining the postmortem interval. Some authors would see this as part of
forensic taphonomy.

• Establishing that bones are human, thus separating human from non-human
bone.

• Establishing the biological profile (age, sex, ancestry, stature), thus providing a
presumptive identification. This also includes burnt, dismembered and oth-
erwise damaged remains.

• Craniofacial approximation and skull-photo superimposition. These are special
techniques that are used to aid in identification but cannot lead to a positive
identification on their own.

Introduction 7
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• Personal identification. Here, factors of individualization, x-rays, dental
records, DNA and other methods are considered.

• Trauma analysis. This also entails assisting with establishing the cause and
manner of death.

• Mass disaster victim identification.
• Mass graves and genocide investigations (crimes against humanity).
• Forensic anthropology of the living or identifying living individuals. This in-

cludes: 
- Estimating age where no identity or other documents are available.
- Estimating age in child pornography.
- Photo and facial identification.

D. ETHICS

It is only recently that the issue of ethics in forensic anthropology is being consid-
ered. As is the case with ethical considerations and conduct in any other field such
as the practice of medicine, this aspect very much depends on personal behavior
and honesty of a particular practitioner. On the one hand, there are the issues of
standards of practice and how far we can go with regard to establishing cause and
manner of death. On the other hand, there are also families of victims that are in-
volved (Blau 2009) and the impact of the work on these
families. Even with closed cases, is it ethical to publish
cases that would be recognizable and could potentially
cause more grief to families?

Underlying to all is the basic principle to treat all
human remains with respect. We tend to get used to re-
mains and somehow forget that it was once a living indi-
vidual with relatives and loved ones.

With the relatively new role of forensic anthropologists
in dealing with living people (for example, in age estima-
tions), a whole new set of ethical issues arise. Issues such
as exposure to radiation with x-rays, disclosure, informed
consent, and legality of actions are important.

Professional associations are very important to safe-
guard standards and bring some control to various activi-
ties. In her book chapter dealing with these matters,
France (2012) summarizes the codes of ethics of the
AAFS, ABFA and the Scientific Working Group for Foren-
sic Anthropology (SWGANTH) (Table 1.1). This chapter
provides a comprehensive overview of codes of ethics and
what to do if these are suspected of having been violated.
Blau (2009) also raises the issue of personal safety—can
you refuse to be involved in for example the excavation of
a mass grave or identification of victims of mass disaster
for fear of own safety?

It is also becoming increasingly important that forensic
anthropologists do good and proper science, especially
after the Daubert ruling. More than ever, issues of reliabil-
ity, replicability, accuracy, etc., are coming to the forefront. 

Table 1.1 

Code of Ethics, as Summarized from France
(2012). Based on the Codes of Practice and
Ethics of the AAFS, ABFA, and SWGANTH.

Code of ethics in forensic anthropological practice

Do not misrepresent your education, training,
experience or expertise

Do not misrepresent data or evidence
Do not act in any way that will adversely affect the

profession or your organization
Remain intellectually independent and impartial
Set a reasonable fee and do not do work based on a

contingency fee
Maintain confidentiality
Maintain the integrity of the evidence
Do not invite yourself into cases or pretend to have

been invited
Do not take part in cases where there may be a

conflict of interest
Treat all remains with respect
Report all ethical violations

Code of ethics in forensic anthropological research

Carefully consider whether it is necessary to remove
or retain parts of the remains as evidence or for
research. Who will be the owner of these remains?

Carefully consider who the intellectual owner is of
information obtained from such remains

Ascertain that all necessary permissions are in place
and all legal requirements met when using human
material for research



Ousley and Hollinger (2012) and others discussed some of these issues, and the fol-
lowing aspects are worth mentioning:

• Reliability: measuring or recording something correctly and consistently
(Ousley & Hollinger 2012, p. 658). Reliable measurements have low inter- and
intra-observer errors and high repeatability—good science requires that we
ascertain that our data are based on reliable parameters.

• Validity: the strength of an agreement between the hypothesis and the conclu-
sion or application (Ousley & Hollinger 2012, p. 659). This principle is more
often applied to methods rather than data and is related to the potential error
rate of a method. Good science dictates that we use valid methods on which
we base our conclusions.

• Error rate: the error rate of any method that is used must be known, and prac-
titioners should strive to use the method with the lowest error rates (or at least
acknowledge the fact that they used a method with low error rate if no other
options are available).

In summary, it is abundantly clear that the discipline is in different stages of de-
velopment in different areas of the world. True inter-disciplinarity is necessary. It is
hoped that in future every medical examiner/forensic pathologist’s office will have
an anthropologist to assist in all ways described above. We need to continuously
guard against complacency and make sure that the practice of our discipline fol-
lows international trends and maintains high standards.
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A. INTRODUCTION

Since the previous edition of this book, the landscape in which forensic anthro-
pologists and archaeologists work has changed dramatically. Although forensic

archaeology was introduced as a new subdiscipline quite a few years ago (Morse et
al. 1976, 1983; Snow 1982; Sigler-Eisenberg 1985), the scope of work and applications
of archaeology and taphonomy has changed considerably in recent years. This is
evidenced by the number of texts that has appeared in the last 15 years or so (e.g.,
Hunter et al. 1996; Haglund & Sorg 1997, 2002; Dupras et al. 2006, 2012; Ferllini
2007; Hunter & Cox 2012), with many of them dealing specifically with the investi-
gations of human rights violations and mass graves, which has opened up a whole
new field in the discipline. Forensic archaeology and taphonomy have also been
identified as two of the key growth areas in the field by Dirkmaat et al. (2008)
and have become specializations in their own right. The importance of providing
contextual information to a discovered body speaks for itself and is the main aim of
forensic archaeology and taphonomy. 

Although forensic archaeology and taphonomy can be seen as two separate
scientific fields, they are closely related and have similar aims. In fact, Dirkmaat et al.
(2008) describe forensic archaeology as forensic taphonomy in practice. According
to Morse et al. (1983, p. 1), forensic archaeology entails the “application of simple
archaeological recovery techniques in death scene investigations” where a buried
body or skeleton is involved. This view has broadened in recent years to include
more than just recovery, as evidenced by Hunter and Cox’s (2012) description
which states that forensic archaeology can be seen as the application of the theory of
archaeology to the scene of a crime. This implies that the context of the discovery,
documentation, and interpretation of the findings are all important, and not just
the human remains themselves. The interrelationship between evidential elements
(ecofacts, artefacts or trace) and between evidence and remains is the primary
point of departure where forensic archaeological methods and taphonomic inter-
pretation are employed. 

The definition of forensic taphonomy, as given by Haglund and Sorg (1997),
further underlines the common goals of forensic archaeology and taphonomy.
They describe forensic taphonomy as “the use of taphonomic models, approaches,
and analyses in forensic contexts to estimate the time since death, reconstruct the
circumstances before and after deposition, and discriminate the products of
human behavior from those created by the earth’s biological, physical, chemical,
and geological subsystems” (p. 3). Following on this, Dirkmaat et al. (2008, p. 39)
argue that there are three specific outcomes that are needed from forensic tapho-
nomic analysis: (1) scientifically based estimates of the postmortem interval,
taking all possible evidence and methodologies into account; (2) reconstruction
of the original position and orientation of the body, as this may have been changed
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by events that had happened after the death and deposition of the individual;
and (3) clarification of the role played by humans (as taphonomic agents) on the
remains. It is thus clear that the sciences of forensic anthropology and taphonomy
are closely linked.

Although few would argue that someone with an archaeological background can
make a vast contribution at a crime scene, there are some very clear differences in the
work environment of the classic archaeologist and that of the forensic archaeologist
(see also Cheetam & Hanson 2009):

1. Forensic burials and crime scenes are much more recent, and the evidence
(e.g., artefacts found) has had less time to undergo destruction and could
therefore be expected to be easier to find. On the other hand, deliberate
attempts at hiding or destroying evidence by perpetrators may complicate
matters.

2. Soft tissue may be present, which makes recovery more difficult and require
special skills and safety precautions. It also makes the work environment
unpleasant, especially in the advanced stages of decomposition.

3. Different kinds of samples need to be collected than in the case of a historic
site, some of them requiring specific precautions such as in the case of spec-
imens for DNA analysis, or entomological evidence.

4. Invariably, some time constraints will be present, and the archaeologist will
face pressure from investigating officers, family members, etc., to speed up
the process.

5. All mistakes will be brought to light. For example, erroneous age or sex esti-
mates of the remains may have serious consequences and may even be used
to discredit the expertise of the scientists who worked at the scene. Sigler-
Eisenberg (1985) also cautioned against making off-hand remarks (e.g.,
commenting on the age of a victim at the excavation) that may not be sup-
ported by the final report and that can confuse and undermine a case. 

6. The chain of evidence has to be kept meticulously. Although archaeologists
are trained in and experienced at documenting everything on an archaeo-
logical site, this requires even more diligence and mistakes may have vast
consequences.

7. Outcomes/repercussions are serious, and not only of academic value. The
archaeologist may be called to court and can be expected to deliver evidence
that may have far-reaching consequences on people’s lives. There is little op-
portunity to learn and make mistakes.

8. Working environments may be very difficult and even dangerous, especially
in humanitarian work where the scientists may not be welcomed by local
communities or the country may still be at war.

9. The need will exist to work with people from other scientific disciplines, as
well as those from outside the scientific field – this includes lawyers and law
enforcement agents. The investigator must be able to make the methods and
results of the investigation understandable to people who are not experts in
the field. On the other hand, the archaeologist should know his/her limits,
and defer to other specialists where necessary.

10. On a more intellectual level, there are also vast differences as far as the theo-
retical framework of the two subdisciplines is concerned. Whereas archaeol-
ogists working at archaeological sites are trained at deducting patterns of
normal behavior ascribed to groups from the observations made, forensic



archaeologists must reconstruct patterns involving abnormal behavior
displayed by individuals (crime) which may be outside their field of expertise.
(WC Nienaber, personal communication)

Much of the literature that is available on the subject is in the form of case studies,
showing that in a sense it is a science that developed from experience. Every case
is different and the investigator must be able adapt the theory to the practicalities
of a specific situation (e.g., Hoshower 1998). Due to this manner of development,
in depth theoretical and philosophical approaches lag behind. This has created a
situation where individual scientists rely heavily on case studies to establish a
precedent in interpretation and reconstruction, and have also borrowed extensively
from other social sciences such as criminology and psychology. Examples ranging
from single/multiple victim case studies in routine forensic work (e.g., Sigler-
Eisenberg 1985; Ubelaker 1997; Haglund 1998; Steadman et al. 2009) to problems
with excavating mass graves are available in the literature (discussed later in this
chapter), each demonstrating specific environments and adaptations that were
needed.

The main aims in death investigations at crime scenes are firstly to locate the
remains and then to maximize their recovery while minimizing postmortem
impacts. The documentation of context is extremely important. The specialist also
needs to be able to differentiate between ante-, peri- and postmortem involvement
and modifications. Spatial and temporal relations at the scene should be assessed
and the data interpreted to form a conclusion as to what happened (Dirkmaat &
Adovasio 1997; Haglund 2001; Dupras et al. 2006).

In this chapter, a broad overview will be given on how to find a grave, how to
excavate remains and how to document a surface scatter. Brief information will be
given on which samples may be needed, depending on the situation. Moving to the
laboratory, the remains need to be prepared for analysis, especially if a considerable
amount of soft tissue is present. Issues regarding mass graves and investigations of
crimes against humanity will be discussed, as well as approaches to commingled
remains. Finally an introduction into taphonomy and establishment of the post-
mortem interval (PMI) will be given.

B. LOCATION OF SKELETAL REMAINS AND GRAVES

1. Surface Evidence of a Grave

Whereas surface scatters of bones or graves are frequently found by accident or
construction work, it can be very difficult to find a buried body if attempts have
been made to hide it (Dirkmaat & Adovasio 1997). It may happen that an eyewitness
or informant leads police to a broad area where there are human remains (buried or
on the surface), but actually locating them can be problematic. Surface indicators are
often destroyed or obliterated in older burials and it is not always possible to deter-
mine whether a specific grave is of forensic or archaeological nature. 

There are several techniques to locate buried bodies ranging from simple obser-
vation to the use of sophisticated equipment. In general, surface changes in soil and
vegetation may indicate a grave (Fig. 2.1). These include changes in soil and vegeta-
tion (Dupras et al. 2006; Cheetam & Hanson 2009). Although the infill of the grave
may have been levelled with the surface when the body was buried, the soil will
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compact after some time to form a concave area or depression. This depression is
not only formed as a result of the compaction of the infill, but is also due to the
decomposition and subsequent collapse of the buried body. The largest volume to
collapse during decomposition is the thorax, and the result of this collapse may
sometimes be seen as a secondary depression. The depth of the depression(s) varies
depending on the type of soil, the depth of the grave, the amount of water present,
etc., and is most obvious in the first months following the burial and after decom-
position has occurred. 

It may also happen that due to the volume of the body during filling of the grave
pit an excess of soil occurs, resulting in a mound or piles of soil around the grave.
The soil from inside the grave and those of the surface will mix during the process,
causing colour differences between the newly disturbed soil and the surrounding
soil. This may, of course, disappear with time. 

Disturbed or changed vegetation may also give clues as to the existence of a
grave. This includes plants on the surface of the grave itself as well as the surrounding
areas where the excavated soil (upcast) was thrown when the body was buried.
Plants or branches could also have been dragged from surrounding areas to cover
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Figure 2.1. Indicators of the presence of a grave: (A) primary depression; (B) secondary depression; (C) undisturbed vegetation;
(D) disturbed vegetation and new plant growth; (E) undisturbed stratigraphy (soil layers); (F) burial pit (disturbed stratigraphy); (G)
upcast on the surface; (H) undisturbed surface.



the burial. Usually the area directly above the grave has no plants for some time,
and when new growth starts it may initially be smaller than that of surrounding
areas. Differences in species composition, with pioneer plants emerging initially in
the disturbed area where the grave was made, may be evident. In cases of a shallow
grave where there is no wrapping around the body, the nutrients from the decom-
posing body may actually stimulate growth and cause better than normal growth.
Weeds are usually the first plants to appear because they are fast growers and can
often be distinguished from the surrounding vegetation. 

Signs of animal scavenging can also help to locate a grave. There is a higher
probability that animals will scavenge shallow rather than deep graves (Dupras et al.
2006), and the disturbed soil or holes may indicate the presence of a buried body.
There is also the possibility that some personal belongings or bones are brought to
the surface due to the digging of the animals. Small bone fragments or scraps of
clothing on the surface may thus give clues to the presence of a buried body.

A number of factors can, of course, influence the appearance of a grave. Wind,
water, ploughing of a field, soil conditions and depth of the burial will all play a
role. These can either cause erosion and make a grave more visible, or have the op-
posite effect by covering it up.

2. Basic Search Techniques

Visual foot surface searches are often used as methods to locate either a burial
or surface scatter (Dupras et al. 2006; Holland & Connell 2009). Search patterns
include a line or strip search, grid search and spiral search (Figs. 2.2 & 2.3). The
choice of a search pattern will depend on the size of the area and the features of
the landscape. As the search line moves across an area, locations or finds of interest
are marked with a flag for further investigation. It should always be kept in mind
that in cases of surface scatters, various taphonomic influences such as scavenging
animals may have caused an extensive dispersion of bones and the search area
should not be too narrow.

Specially trained cadaver dogs may also be used to locate buried remains (Sorg
et al. 1998; Komar 1999; Rebmann et al. 2000). They smell the gas formed by the
process of decay, and would therefore be most effective shortly after death. Wind
direction influences the efficacy of such dogs and should be taken into account.
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Figure 2.2. Surface search patterns: (a) strip or line pattern; (b) grid pattern; (c) spiral pattern.
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3. Specialized Search Techniques

If the non-intrusive searches are unsuc-
cessful or if areas of interest have been
identified, a number of intrusive options
are available (Dupras et al. 2006; Holland
& Connell 2009). These methods are de-
structive, and the damage should be kept
to a minimum. Probe searches (Fig. 2.4),
shovel tests and a controlled flat-blade
backhoe can all be considered. Figure 2.5
shows an example of a case from South
Africa where a large dump site had to be
evaluated, after it had been rumoured that
bodies in plastic bags were dumped there
from the air following severe flooding in
the area. Although not ideal, the only way
to survey such a large area was to system-
atically remove spits of soil in trenches with large machinery, with an observer walking
with the scraper to look out for disturbed bones. In this case no human bones were
found, but several black trash bags containing animal carcasses were found which is
probably what was seen by the eye witnesses and had led to the rumours of irregular
burial of flood victims.

When searching for buried objects, a metal detector is very useful to start the surface
examination, but it should be kept in mind that this will only indicate metal objects that

may, or may not, be associated with a buried
body. Several methods of remote sensing for
graves exist, such as ground-penetrating radar,

Figure 2.3. Line search taking place in a densely wooded area.

Figure 2.5. Heavy machinery used to survey a large dumpsite in a system-
atic manner (photo: WC Nienaber).

Figure 2.4. Example of a probe search (photo:
WC Nienaber).



infrared and aerial photography, electromagnetic radiation and the use of microwaves
(Killam 1990; France et al. 1992; Conyers & Goodman 1997; Dupras et al. 2006; Harrison
& Donnelly 2009; Holland & Connell 2009). In a recent paper, Larson et al. (2011) dis-
cuss in detail the new technologies and procedures that have been developed for pur-
poses of the discovery and recovery of buried victims. They provide detail on the
application, interpretation and limitations of various sophisticated methods such as ther-
mal scans, magnetometry, odour detectors, ground-penetrating radar, etc., also indicating
which techniques are applicable for smaller or larger areas. 
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Case Study 2.1

Information from Careful Archaeological Excavation

Skeletal remains which appeared to be wrapped in a blue blanket were discovered by motorcyclists in a sand con-
struction area. The area was demarcated and assistance of a team of specialists called in. Before the excavation was
initiated, the whole area was sealed off and only essential personnel were allowed access to the site. The site was
surveyed for possible evidence, which was documented in situ. Once the site had been surveyed, a grid was set up
covering most of the area and all objects linked with the scene were drawn to scale on a site plan. 
A test trench of approximately 15 cm deep was dug on the east side of the area where the skull was located,

which was about 0.5 m from where the foot bones were visible above the surface. The test trench method served
to create a platform whereby any objects found on the present surface level can remain undisturbed. A test
trench also makes it possible to uncover any evidence that may be under the skeleton and prevents any damage
to these items. Though the ground from the test trench was screened for any associated materials/evidence,
none except an animal bone was found. At this stage no color or texture differences in the soil were observed. 
The next step involved cleaning the area around the exposed articulated vertebral column which was situated

on top of the blanket. Any sand located on the blanket was brushed off starting from the middle to the sides.
Approximately 0.5 m east of the vertebrae, about 10 cm below the present surface level, a clearly observable
color change was seen in the soil. This color change indicated the original grave pit. After the blanket was
completely exposed through excavation it was clear that more bones were situated under the blanket. The
blanket was carefully cut on the sides and the top half was removed to reveal a nearly complete articulated
skeleton. The blanket and all associated ob-
jects were recovered for forensic analysis. The
bones were positioned on top of the remaining
blanket, indicating that the blanket had been
wrapped around the body before it was buried
(Case Study Figure 2.1). 
The position in which the remains were

found indicated that the individual was deliber-
ately buried. The remains were wrapped in a
blanket which was held together by the hand
of the buried individual, clasping the folded
blanket at his throat. The bones were carefully
cleaned in situ and care was taken not to dis-
turb the position of the skeleton. Once the full
skeleton was exposed, it was documented.
When the documentation was complete the
skeleton was packed into separate bags and la-
belled. These bags were taken to the labora-
tory for further analysis. The soil from the area around where the skeleton was positioned was screened for any
possible objects and a further test trench was dug directly underneath where the skeleton was located to make
sure that no pieces of evidence was left unrecovered. No additional materials were found during this process. 

(Continued)

Case Study Figure 2.1. Human remains in situ with remains of blan-
ket visible.
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C. FORENSIC RECOVERY OF HUMAN REMAINS

1. Basic Principles

Archaeologists are good at extracting evidence from incomplete,
buried, destroyed or hidden materials, as well as interpreting
the association between objects. They are also trained to be very
systematic and to carefully document findings, which are all
essential skills at crime scenes. Haglund (2001) points out that,
just as all biological anthropologists are not forensic anthropolo-
gists, all forensic anthropologists are not forensic archaeologists
and special skills and training are needed. Implementation of
new technologies such as GPS (Global Positioning System) and
advanced remote sensing, new analytical techniques and the
development of archaeological recovery techniques specific to
forensic contexts all require the involvement of specialists in
the field (Dirkmaat et al. 2008).

According to Dirkmaat and Adovasio (1997), archaeologists in
general have three primary responsibilities: (1) delineation of the
site stratigraphy from the observed stratification; (2) mainte-
nance of context; and (3) establishment of association between
the materials found at the site (p. 45). This also holds true for the
forensic archaeologist.

The two basic principles that underpin archaeological investi-
gations are stratigraphy and superposition (which in turn have
been borrowed and adapted from geology). Stratigraphy deals
with the formation of layers or strata. It can be described as the
sum total of the processes whereby the layers found in a deposit
are accumulated. It is impossible to dig a grave, and then cover it
up in such a way that the exact, original layering is retained. This
is important to recognize when one looks for evidence of a
grave. Superposition implies that the oldest evidence is de-
posited first, and is located in the deepest layer. The formation of
strata can be described to occur in the opposite way that the
natural process of erosion would, but erosion can play a role
after the various matrices had been laid down. Erosion by water
and wind, as well as plant, animal and human activity can
modify the deposits. Superposition gives an indication of the
relative order in which objects were placed in a grave (or any
other deposit, such as the surrounding site), logically implying
that the objects placed in a grave last are discovered first. These principles also hold true
in forensic archaeology, and need to be taken into account in any investigation.

Stratification in a deposit adheres to a number of basic rules, often called Steno’s
principles, which are essential when trying to understand the stratification observed at
an excavation and to make associations between objects. These rules include the laws of
superposition (explained above), original horizontality, lateral continuity and intersecting
relationship. The law of original horizontality states that the original layering of most
individual strata will be flat or horizontal, mostly due to gravity. Lateral continuity indi-
cates that materials from a specific layer, even if far apart, are broadly of the same age. In

Case Study 2.1 (Continued)

The analysis of the skeletal re-
mains revealed that they belonged
to a male individual, aged 35–50
years. Perimortem trauma was ob-
served on the right zygomatic bone,
ribs 4, 5 and 6 (right side), the left ox
coxa and possibly the sacrum. This
trauma was assessed to have been
due to blunt force trauma, and may
possibly have been suffered during a
pedestrian motor vehicle accident. 
The perimortem trauma suggested

that the individual died around the
time that the trauma had occurred.
The fact that the body was wrapped in
a blanket with the individual’s right
hand holding the blanket, suggested
that the person was still alive when he
was wrapped, or wrapped himself,
inside the blanket, but that he had
died shortly thereafter. The lack of in-
sects on the body indicated that the
individual was buried shortly after
death. The presence of a grave pit in-
dicated that there were one or more
people involved in the burial. 
This case study illustrates the fact

that careful excavation can provide im-
portant information to interpret crime
scenes. In this case the evidence gath-
ered led the investigator to postulate
that the buried individual may have
been a homeless person who died
due to injuries resulting from a vehicle
or other accident. He died some time
after sustaining the injuries, and may
have been buried by other homeless
persons staying in the same area.

WC Nienaber



practice, at a grave, this means that there
may be a layer (probably horizontal) on the
one side of the grave, which may continue
on the other side of the grave and these two
layers are most probably related and of the
same age. Lastly, the law of intersecting rela-
tionships dictates that the correct sequencing
of layers is based on determining where
each anomaly (in this case possibly a grave)
intersects a surface, so that its relative age
can be established. 

The second responsibility mentioned
above—namely, the maintenance of con-
text—can be expanded to include the direct
relationships between different features, spe-
cific objects and trace and other evidence at
the site of scene. These aspects have to be
observed and recognized and then docu-
mented to record their relevance to the third
principle or step: interpretation. It is through
the understanding of spatial and temporal
association between different site elements
that a scene is understood.

The recovery of a buried body or surface
scatters requires a pre-planned, methodical
approach. A suitable access route must be
established, and all people not directly in-
volved with the recovery are not to be al-
lowed on the scene. All movement should be
on the established route, which should not
disturb any evidence. The access route must
be recorded in the notes on the scene and
indicated on the plan. Security is needed
overnight if necessary.

2. Equipment

The basic toolkit of any (forensic) archaeol-
ogist includes equipment for setting up a
grid, documenting the findings, excavation
(cleaning and removing) and packaging
(Steyn et al. 2000; Dupras et al. 2006). A list
is suggested in Table 2.1. Dupras et al. (2006)
also suggest other items that may be helpful
but not essential, such as a magnifying glass,
water spray bottle (to prevent sides of an
excavation from collapsing when the soil is
sandy), and a soil color chart, as well as per-
sonal items such as drinking water, sunscreen
and extra clothing.
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Table 2.1

Basic Archaeological Tools Used in Surface Surveys and Burial
Site Excavation

Location and setting up of grid

GPS
Two tape measures (for shorter and longer distances)
Line level
Metal stakes or nails (to set up the grid)
String (to define the boundaries of each trench as well as grid lines).
A different color string can be used for the baseline

Compass (to determine the orientation of the buried body and grid).
Some GPS models are equipped with accurate compasses

Pruning shears or lopper and a saw (to remove tree roots and
branches)

Searching for and excavating the remains

Spades and pickaxes (for a deep grave)
Trowels and dust pans
Dental picks or bamboo skewers (for finer work around bones)
Paint brushes, big and small (to gently remove soil around bones
and artefacts)

Buckets (to collect and carry the excavated soil to be screened)
Screens, with 1.5 mm and 5 mm mesh (to screen the soil from the
burial)

Plastic sheeting (to cover remains when it rains)

Documentation

Notebook, felt tip and ball point pens, pencils, erasers, ruler, graph
paper, scissors

Permanent markers for writing on packaging
Two cameras 
Scale, indicating at least 50 cm with centimetric divisions for detail
photographs

Arrow which may be part of scale (to indicate north on photographs)
Molding agent such as plaster of Paris, silicone or dental material (for
molding possible footprints and tool marks). Suitable containers and
a spoon or spatula for mixing the molding agent

Releasing agent, such as ski wax (to use during molding)

Handling and packaging of remains and evidence

Containers and plastic bags, big and small, for insects, bones, teeth
and physical evidence recovered

Packaging material, such as bubble plastic, bags, screw top bottles
and boxes

Tape to seal containers
Labels
Rubber gloves and protective clothing if soft tissue is present
Buckets with lids for decomposed material
Body bag

Personal Protective Equipment (PPE)

Gloves
Eye protection
Breathing apparatus or suitable dust masks or filters depending on
the situation

Closed suitable shoes
Suitable protective clothing
Tyvek or other specialised contamination suits where required
First Aid kit containing suitable disinfectant and bandages to
immediately treat small cuts and abrasions

Note: From Steyn et al. (2000).
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3. Recovery of Surface Scatters

As remains found on the surface can be widely scattered, it is especially important to first
delineate the extent of the site (Dirkmaat & Adovasio 1997) and to make sure the whole
area is secured. The area should be walked systematically and carefully without stepping
on any evidence. Every object should be flagged, but not removed before documentation.
Care should be taken not to miss smaller objects such as jewelry or bone fragments. Soil
around larger pieces of bone can be screened after they have been removed. 

When all possible bone fragments and objects are located, the source from where they
were scattered should be determined and the agent responsible for the scattering identified
if possible. Knowledge of the habits of possible scavengers (e.g., dogs or foxes) may lead to
the discovery of more remains (e.g., bones dragged into holes). Skulls may roll away if the
body is on a slope and therefore the lower reaches of the slope should also be searched. An
assessment of the path and direction of flow of water on a slope or in a valley may lead to
the discovery of more remains. The area should also be tested with a metal detector to see
if any metal objects (e.g., bullets) are on the surface or in the ground. 

After documentation (Fig. 2.6), the remains and relevant samples (see below) are col-
lected in a systematic way and placed in labelled containers. They should be carefully

Figure 2.6. Example of a sketch plan of a surface scatter. Note the scale, north arrow, grid and datum point.



packed so that they are not damaged or mixed up during the process of transporta-
tion. Soil under the remains should be screened to locate smaller artefacts and
skeletal fragments in case they are not visible. The same kind of approach can be
utilized for burned remains and mass disasters, but each case should, of course, be
evaluated individually and the techniques adjusted accordingly.

4. Recovery of a Buried Body

When excavating a buried body, the same basic principles hold as is the case for
surface scatters. The site should be secured, the extent of the scene determined and
all surface features documented before the excavation starts (Hunter et al. 1996;
Dirkmaat & Adovasio 1997; Dupras et al. 2006). A clear, concise, meaningful, writ-
ten description of the pertinent aspects of the crime scene is the most important
method of documentation. The recovery should be done in such a fashion that the
integrity of the evidence is maintained and that the remains do not sustain damage
which could be confused with perimortem trauma. 

The surface should be cleared of vegetation without disturbing any of the evi-
dence after botanical samples have been taken. A three dimensional grid system
can be established with a fixed, elevated datum point. If the grave was located
before it was disturbed, expose the burial pit by removing the overburden with a
trowel. Scraping with a trowel exposes differences in color, while sweeping with a
soft brush shows differences in texture. If the grave was disturbed by construction
or other activities before it was recognized, all evidence must be cleaned in situ and
documented before removal. If some of the surface features are still undisturbed,
these should be recorded with great care to reconstruct the disturbed part of the
scene. The excavation of the remains and evidence entails the careful removing of
matrix to find and expose the evidence in situ. Once objects and remains have been
exposed and cleaned it can be recorded and only then removed. This systematic
exposure and excavation of the evidence is how the relationships between and
contexts of finds are observed and ascertained.

Different approaches to excavating a grave exist—some would pedestal the re-
mains (thus destroying the stratigraphy relating to the surrounding matrix),
whereas others would excavate it in layers from above (Cheetam & Hanson 2009).
Depending on the situation, it is recommended that half of the feature fill should be
excavated initially following a stratigraphic approach, without disturbing the grave
pit (Hunter et al. 1996; Dirkmaat & Adovasio 1997). The walls of the grave pit may
be protected by excavating some 5 cm away from where the walls of the shaft are
expected to be, and then scraping off the remaining infill adhering to the wall with
a sharp trowel. Usually the infill is dislodged in this manner without damaging the
burial shaft. Tool marks present in the walls of the burial pit should be recorded
and casted. Roots could be sampled and recorded at this stage if they occur.

Excavation could either follow natural strata, or it can be in horizontal, arbitrary
layers of 10–15 cm. If natural stratigraphy does occur, the excavation layers should
not exceed 15 cm but should rather follow the natural strata. Strata thicker than
15 cm should be divided in smaller excavation spits. The depth of excavation spits
determines the volume of material that is associated methodologically—it there-
fore follows that the resolution of association improves with shallower spits. A
number of soil samples from the grave fill above the remains should be collected—
usually a soil sample from every spit is sufficient. All soil removed from the burial
pit should be wet- or dry-screened to find smaller bone fragments and other items.
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Any evidence found in the
infill of the grave pit should be
left in situ or otherwise thor-
oughly documented before
removal. As soon as the first
signs of the remains are found,
excavation should be halted
to record the profile of the
section and the burial pit. It is
wise to leave some soil on the
remains to protect it while
the rest of the burial pit is ex-
cavated. Once the bones have
been located and everything
is documented, the remain-
der of the grave fill can be re-
moved. It is recommended
that the cleaning of the re-
mains should progress from
the center towards the edges,
in order to avoid repeated

brushing around the skeleton which can dislodge the bones from their position. It is rare for
burials of a forensic nature to be very deep. In these rare cases, it may be necessary to expand
the excavation to be able to reach the remains. This extension must be planned so that it causes
minimal damage to the walls of the burial pit, but the features of the grave should be recorded
before it is removed.

Once the remains have been found, they are exposed from above by removing soil from the
center to the edges. Everything should be left in situ (Fig. 2.7) until thoroughly documented by
written description, plan drawing, and photography. After this, soil samples are collected from
the thoracic, abdominal and pelvic regions and bones removed with care and securely packed.
Excavating directly below the remains will ensure that all remains and other evidence have
been recorded and removed. The pro-
files and vertical shape of the grave pit
should be recorded.

Partially decomposed remains are
excavated following the same proce-
dure, but may require some modifica-
tions depending on the situation. It
may be necessary to remove the body
as a whole from the grave, rather than
bone-by-bone as would be the case in
skeletonised remains (Fig. 2.8). In such
cases it is often best to provide for a
large excavation next to the burial pit.
The remains can then be excavated
from the side and rolled out of the
grave on to the floor of the larger dig.
Since partially decomposed remains
are still mostly fleshed they are often
heavy and sufficient space is needed so

Figure 2.7. Exposed human remains in situ. Note that the bones are
clearly exposed, with date, north arrow and other details indicated
(photo: WC Nienaber).

Figure 2.8. Body wrapped in plastic/tarpaulin, removed from the grave
in one piece (photo: WC Nienaber).



that at least four people can lift the body from the grave.
The necessary health and safety procedures should be
followed. 

Some situations, for example cases of mass graves and
burnt remains, may require special adjustments. In the
case shown in Figure 2.9, the whole grave was water-
logged making it nearly impossible to expose and visu-
alize all remains in situ before removal. Special caution
is also advised in cases involving children, as there are
numerous unfused parts and the bones are very fragile.
The chances of not finding all remains or damaging
them are thus much higher. More details on excavation
and recording of graves can be found in Hunter et al.
(1997) and Dupras et al. (2006, 2012).

5. Documentation

One of the important principles in any excavation is the
fact that it is destructive. Therefore, care should be
taken to record everything as it was found before the
work commenced, and from there on at all stages of the
recovery/excavation by means of complete and detailed
written notes, photographs and drawings. Nothing should
be moved or removed before it has been documented.
After the extent of the site has been established, the first
step in the process of documentation should be to set up

a permanent datum point. Such a datum point is a fixed reference point for all depth, distance
and angle measurements that will be made during the process. After this, the site is usually
cleared of overgrowth, taking care not to disturb any bones or objects of interest.

With the datum point as reference, a grid system is put into place that covers the extent of
the area that is to be documented. The size and scaling of the grid system will be decided upon
on a case-by-case basis, but if it is possible it is easier to orientate it along a north-south axis.
All relevant material should be measured in and drawn relative to the datum point and grid
system. Figure 2.6 shows an example of a plan drawing of a typical surface scatter. The scale of
the drawing as well as the orientation should be clearly noted and a date indicated on the map.
All items indicated on the map or drawing must be clearly labelled. Dupras et al. (2006) provide
more detailed advice on, for example, mapping on a slope. In cases that remains are found on
a steep slope, it should be taken into account that objects and bones would have been washed
downslope and may be found far from its original point of deposition. This is especially true of
skulls, which tend to roll downslope.

Following on the plan drawing, photographs should be taken, preferably with more than
one camera. Each photograph must show the name of the site, magnetic north and the scale. In
practice, a small magnetic board or blackboard works very well, on which the date, location,
case number, orientation and depth can be indicated (Fig. 2.10). Photographs should include
images of the skeleton as a whole, as well as close-ups of any special finds. These finds can be
specifically marked to make them more visible on the photos.

During the process of documentation and writing notes, specific observation must be made of
whether the bones are articulated, which indicates that the body was most probably still intact
when buried (barring, of course, taphonomic factors which may have completely scattered the
remains). The exact position of all body parts (e.g., limbs) must be noted. The position of the
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Figure 2.9. Excavation of a grave where the bones
were lower than the water table, making it difficult to
visualize the remains in situ (photo: WC Nienaber).
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Figure 2.10. Site information indicated on a photographic board, with site number, date and
scale indicated (photo: WC Nienaber).



body is described by looking at the relationships between the legs, arms, head, etc., whereas the
orientation relates to the direction in which the head lies relative to the body’s central axis—e.g.,
north-south (Ubelaker 1989; Dupras et al. 2006). Primary burials are usually described as being
in an extended position (on back or stomach), semi-flexed or tightly flexed. Body parts in posi-
tions other than would be expected from normal anatomy could suggest dismemberment or may
be the result of a secondary burial—i.e., deposition of bones after complete skeletonization has
taken place. Detailed notes which include the depth of the remains should be taken, and it may
also be necessary to draw the four profiles (east, south, west and north walls) of the grave.

Included in the documentation should be a log of all individuals (with contact details) who
worked on the site and a complete inventory of the items found. This accession list or inventory
is also the basis of the chain of evidence register and should provide for the transfer of objects
from the forensic archaeologist to the specialists that will conduct the analysis of objects such
as ballistics or DNA sampled at the site. Usually, this function will be handled by the law
enforcement officers and will form part of the case docket that is managed by the lead crime
scene investigator or case officer. It is, however, helpful if the accession lists from excavation
and recovery at the site is structured to comply with such requirements. 

More sophisticated methods of mapping are available, depending on the available instru-
mentation. The use of total station theodolites and laser or electronic distance meters are com-
monplace, as is the use of GIS (Geographic Information System) applications to plot and
graphically present evidence documented. Care should, however, be taken to ensure that the
digital data is secured and compatible with general systems and software.  

6. What To Do With a Bag of Bones?

Unfortunately, it often happens that police arrive at the forensic anthropologist’s laboratory
with a bag of bones collected from a crime scene. This is a highly frustrating situation and in-
evitably results in loss of information. If at all possible, the site of recovery should be visited af-
terwards in these cases (Dirkmaat & Adovasio 1997) in an effort to:

1. Recover more skeletal material.
2. Establish if remains are of forensic interest or are archaeological in nature.
3. Collect information on the details of the terrain which may help to provide information

on, for example, taphonomic changes to bone, or to collect soil samples.
4. Collect insect material that may be helpful to establish the PMI, which may have moved

away from the body to pupate.

D. TAKING SAMPLES

In conducting a body recovery or excavation, it is important to make sure that subsequent
chemical and physical tests will not be hampered by the recovery techniques (Sigler-Eisenberg
1985). This could happen, for example, when abrasions resulting from screening damage bullets
or bones, or DNA samples are contaminated. Several samples are to be collected during a
recovery, depending on the situation.

The matrix of the burial is important. For example, soil could have been mixed with chemicals,
or pollen from the soil may be specific enough to trace the origin of the body if it had been trans-
ported over a long distance before it was buried. Trace evidence of poison and narcotics may also
be preserved in the matrix. Soil samples should therefore be taken from the surface and each
layer encountered during the excavation. Samples are also needed from the thoracic, abdominal
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and pelvic areas of the remains. Dirkmaat and Adovasio (1997) describe the collec-
tion of flotation samples, which are soil samples usually taken from the southwest
corner of each excavation unit and each natural stratum, using two specific flotation
protocols. Using this method, the integrity of organic material in the soil is preserved.

Botanical, entomological and palynological samples also need to be collected, in
addition to geochemical samples from soil directly below the body. Plants occurring
on the surface of the grave and in the surrounding area, in the burial pit and asso-
ciated with the remains (e.g., in folds of clothing) should be collected and pressed in
a conventional plant press for analysis by a forensic botanist. They should never be
put into a plastic bag because they become mouldy (Dupras et al. 2006), and it has
been suggested that they can be placed in a phone book (Hall 1997) which is also
good for absorbing moisture. It is sometimes possible to determine the postmortem
interval by calculating the time it would take for a specific plant species to grow to
the size of the collected specimens, whereas plant remains directly associated with
the body can give clues as to the time of death, time of year or prior location (Hall
1997). Roots that were cut while the grave was being dug should also be collected
from the profiles of the grave. By studying the ends and growth rings the forensic
botanist can sometimes determine the season in which the root was damaged.
Roots growing into the infill may also indicate the time that has elapsed since the
grave was dug. In palynology, pollen samples are studied and can provide evidence
as to where a person or object has been, or to link objects together (Dupras et al.
2006). Gloves should be worn when taking samples.

Insects, larvae and pupae cases as well as insects flying in the vicinity of a body
are of interest and can provide evidence on the PMI, season of death, location of
death, movement of the remains and possible sexual assault (because insects will
concentrate around damaged tissue) (e.g., Leclerq 1969; Rodriguez & Bass 1983,
1985; Catts & Goff 1992; Catts & Haskell 1990; Haskell et al. 1997; Byrd & Castner
2009). Of these, the estimation of the PMI from entomological evidence is the most
important. The PMI can be established from the determination of life stages of
insects (usually flies) that are associated with the body and by assessing the pattern
of successive waves of insect colonization (Haskell et al. 1997). Although there are a
number of organisms that can colonize a body, the most common are flies (Order
Diptera) and beetles (Order Coleoptera). Insect colonization will differ in various
regions of the world, and therefore the analysis should be done by scientists familiar
with the insects from a specific area. 

Dupras et al. (2006) summarize the procedures for taking entomological evidence,
and provide entomology kit checklists and data forms. Based on data from Haskell
et al. (2001), Dupras et al. (2006) recommend the following steps that should be
taken on the scene:

• Observe the area of interest for the presence of insects/larvae/pupae.
• Collect climatic and ecological data from the scene. This entails recording 

the ambient temperature close to the body, temperature of the ground surface,
the surface of the body, the body-ground interface, the maggot mass, and soil
temperature after the body has been removed.

• Collect insects from the body itself, as well as those that had moved away.
These are (1) adult flies and beetles and (2) eggs, larvae and puparia. Fast-
flying insects should be sampled first.

• Collect insects from directly underneath the body (1 m or less) after the re-
mains have been removed.



In all samples, the specific location of collection should be recorded and clearly
labelled. It is necessary to collect live samples because it is sometimes difficult to
determine the species from larvae. These live samples are reared and the adult can
then be classified. Insects should also be preserved at the time of collection to
record the stage of development. This is done by placing them in vials filled with a
suitable preservative. An entomologist should be consulted to analyze the specimens.

The procedure for taking samples for DNA is outlined in Chapter 11.

E. CLEANING AND ANALYSIS OF REMAINS

1. General Considerations

After excavation or retrieval, remains are usually transferred to a morgue or labo-
ratory. The first important step in this process should be to secure the chain of ev-
idence, and proper documentation related to transfer of items is essential. If at all
possible, the remains should be kept and processed in a dedicated facility that is
used specifically for forensic anthropological assessment. Regardless of the type of
facility, limited access is essential and it must be possible to lock up the remains. 

On arrival at the laboratory it should be ascertained that the remains have
been properly labelled, and every effort should be made to ensure that there are
no opportunities for specimens getting lost or commingled. The remains and other
objects must be photographed upon arrival and an inventory made. Metal tags
attached to severely decomposed remains may be helpful if no other methods of
labelling are possible.

Decomposing human remains pose a considerable biohazard, and all possible
health and safety precautions must be taken. Laboratory workers should wear proper
protective clothing and masks and must be up to date with their immunizations.
Proper ventilation must be ensured, as well as a way to safely dispose human tissue
and other items such as gloves and packaging material. Galloway and Snodgrass
(1998) discuss the biological and chemical hazards associated with decomposed
human remains in detail, with advice on how to minimize risks.

Except in rare cases of complete skeletonization, most remains will require
some form of cleaning. This is essential to enable proper visualization of all skeletal
elements to maximize the gathering of information and is also needed to reduce
the risks associated with working with remains. Crania that will be used for facial
approximation, for example, must be completely clean and hazard-free before it
can leave the cleaning facility. 

It is of the utmost importance to ensure that remains are not altered or damaged
during cleaning and preparation. Most specialists in the field will, at some point,
be confronted in court with questions on how the remains were handled and
what the possible effects of cleaning and preparation could have been on their
ability to assign sex or age or evaluate signs of trauma. Therefore, it is essential that
all laboratories should have a standard operating procedure and clear guidelines
as to how remains are handled to maintain the integrity of the information. It is
also important to remember that samples for DNA and other specialized analyses
need to be collected before the remains are cleaned, as boiling, for example, may
destroy the DNA.

Different protocols are needed for remains with excessive amounts of soft tissue
and those which are completely skeletonized but soiled. It should be taken into
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account that some bones are more easily damaged, specifically the epiphyses, pubic
symphyses and all juvenile bones. These should be treated with special care.

2. Completely Skeletonized Remains

Bones that are completely dry with no adhering soft tissue can be dry brushed only,
especially if they are very fragile. They can also be washed gently in water, with
some brushing, but should not be completely immersed.

Bits and pieces of desiccated tissue can be removed with a forceps or cleaned
with a small brush. The bones may be gently scrubbed under running water if nec-
essary, and soap and bleach can be used depending on the condition of the skeleton
(a mixture of soap, bleach and water in a 1:1:8 proportion works well). If the bones
are in a good condition, they can be rinsed with clean water after brushing and then
allowed to dry on a drying rack or shelf. If complete decomposition had taken place
but the bones are still greasy and odorous, they may be immersed in a water and
bleach solution for a few hours, before being rinsed and dried.

3. Fleshed Remains

Remains with much soft tissue adhering to it may require a number of interventions
before it is possible to proceed with analysis (Pinheiro & Cunha 2006; Byers 2011).
A fully fleshed but advanced decomposed body must preferably first be radio -
graphed to look for metal objects. The remains should be inspected in detail to look
for tattoos and other identifying marks. Then follows a stage where various body
parts are identified and separated. Human remains are separated from animal
bones and other objects, which is usually fairly easy except in case of severe frag-
mentation. Care should be taken that all teeth are retained, as well as skin from
fingers for fingerprints (Pinheiro & Cunha 2006). 

Various parts of the body are subsequently disarticulated and the bulk of the soft
tissue removed. During this stage it is extremely important that no damage should
be done to the bones. If a cut mark is left by accident, it must be documented so
that it is not confused with sharp force trauma during analysis. Dried soft tissue
should be soaked before it is removed so as not to damage the bones. Large body
parts are separated, e.g., the skull from the trunk, or the limbs removed to enable
boiling in smaller containers. Decapitation should be done between the 2nd and 3rd

cervical vertebrae to avoid damage to the atlanto-occipital joint (Pinheiro & Cunha
2006, Byers 2011). Separating these larger body parts—for example, the pelvis from
L5 or the femur from the acetabulum—can be particularly difficult. Most laboratories
will open the skull so that the soft tissues on the inside can be removed and the inside
visualized. Some authors have proposed the use of natural means, e.g., beetles, to
clean the bones, but this is very time consuming and special facilities are needed.

After the bulk of the soft tissue has been removed, the remains are usually macer-
ated by gently boiling it. It is important that the bones are not left unattended when
boiling and they should not be unnecessarily immersed in water for long periods.
After boiling for a period of time (the length depending on the amount of soft
tissue), the remains are removed and the softened tissue removed by hand before
re-boiling. This process is repeated until the bones are completely clean. Some
laboratories will place the remains in a sealed metal (copper) basket before it is
boiled, which will make it easier to keep the bones and fragments together and
remove them from the water. Bleach may be added to the water to remove the fats,



but a degreasing agent such as trichloroethylene works the best for bones that are to
be kept afterwards in skeletal collections. Bones of juveniles and older, osteoporotic
individuals must be boiled for shorter periods, and some parts of the skeleton may
require more or less intense cleaning. The whole process requires some experience
to be completed successfully. All remains are to be labelled after cleaning, usually by
using an indelible pen.

4. Reconstruction and Final Preparation

Before the cleaned bones are analyzed, they may need to be stabilized or recon-
structed. This is especially important when a bone is fragmented and it is necessary
to visualize trauma—for example, in cases of gunshot wounds with shattering of the
skull. This is a painstaking process that requires careful gluing together of various
fragments. Tape can be used to fit pieces together, which can then be glued. A glue
gun works well for this purpose, and the reconstructed sections can be left in a
sandbox to dry. Small sticks may be useful in cases of severe fragmentation or
where pieces are missing. Although reconstructions usually focus on crania, it may
also be necessary to glue long bone fragments together to calculate stature. 

It is important to only glue pieces together that are a certain fit; otherwise
they may be damaged in the process of dismantling the reconstruction. A poor
or incorrect reconstruction is like falsifying information and can lead to incorrect
conclusions. 

Once reconstructed, the bones should be laid out in anatomical order on a labo-
ratory bench. The skeleton should be checked for completeness, and it should be
ascertained that all bones belong to the same individual and that there are no com-
mingling or doubling of elements. Throughout the process, proper notes should be
kept as part of maintaining the chain of events. It is important to use a standardized
scoring sheet for all cases and that photographs are taken throughout the process.
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Case Study 2.2

Commingled Remains After Two Aircraft Accidents

In late 1998, an aircraft was shot down over the central region of Angola by rebel soldiers. Shortly thereafter, in
early 1999, another aircraft was shot down in the same region. The remains of the victims of both accidents
were reportedly buried informally by the local population. In the second half of 1999 a mission was launched to
excavate the remains of the victims from the two accidents, and these were submitted for analysis. Findings
from this analysis indicated that very little of the remains of especially the second crash were retrieved, and
during another expedition in 2007 some more remains were found.
The remains submitted for analysis in 1999 comprised of about 80 chunks of severely charred and decom-

posed human tissue. Each set of remains was individually numbered. Before cleaning and analysis, a bone
sample for DNA analysis was collected from each of the sets of remains. Care was taken to not take this sample
from the edges of the bones, as this could possibly be used to match various fragments. Following this, each set
of remains was labelled with a metal tag, placed into individually sealed metal containers and gently boiled until
they were clean. Each bone fragment was then separately labelled with an indelible pen.
Upon commencing the analysis it was clear that the remains were badly preserved and incomplete (Case

Study Figures 2.2a–c). Very few bones representing the distal lower limbs were present, and it is possible that
they were completely destroyed in the accidents. The purpose of the analysis was firstly to do a minimum
number (MNI) count, in order to determine how many people were in each aircraft. In the first phase of the 

(Continued)
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Case Study 2.1 (Continued)

analysis, it was attempted to join groups of bones
and bone fragments together. This was done by
physically matching bones from different sets of
remains. For example, if a fragment of a radius from
sample 1.2 (“1” denoting the first aircraft) physically
matched another fragment from sample 1.8, they
were glued together and the two sets of bones
were pooled as they most probably belonged to
the same individual. This reduced the number of
different sets of specimens considerably. 
The most commonly found bony element for

flight one was humeri (midshafts), and based on
this the MNI was estimated to be five. Based on
the analysis there was no evidence to suggest that
any females were on the flight. One individual was
most probably of European origin and two of
African origin. Two were older individuals (>40
years), while the remainder for which age could be
assessed were younger adults. While there were
most probably more individuals on this flight, this
was all that could be concluded based on the evi-
dence at hand.
The remains from the second aircraft were even

more fragmentary, and suggested an MNI of two in-
dividuals. There could, of course, have been more
individuals, but the preserved remains could all fit
to represent two individuals, both male.
When the remains from the second expedition

were submitted for analysis in 2007, those from the
first expedition were no longer available. This made
the analysis difficult, but clearly demonstrates the
importance of meticulous documentation. Using
the same approach as before, the MNI for flight
one remained unchanged. The 86 specimens from
the second flight, however, revealed that at least
one individual may have been female. The most
common skeletal elements found in the assemblage
(including those reported on in 1999) were shafts of
femora. Four of these were shown to have been
right sided proximal femora, and three left sided.
However, there were also eight more femoral shafts
which could not be sided. This would mean that,
based on the presence of femoral shafts, the MNI
were at least eight but could be more.
This case study demonstrates the complexity of

working with fragmentary, commingled remains. Al-
though one of the aims of the analysis is to estimate
the MNI, poor preservation may result in a consider-
able underestimation of the number of individuals
that may have been present in the assemblage.

M Steyn

Case Study Figure 2.2a. Left mandibular fragment.

Case Study Figure 2.2b. Incomplete os coxa.

Case Study Figure 2.2c. Right mandibular fragment.



F. MASS GRAVES AND COMMINGLED REMAINS

1. Introduction

The forensic archaeological investigation of mass graves—in particular, those resulting
from human rights abuses and genocide—is a relatively new development. Whereas
in the past investigations into these kinds of atrocities were mostly dependent on
witness testimony, a new era started in the mid-1980s when mass killings in Ar-
gentina were systematically investigated using archaeological techniques (Blau &
Skinner 2005). The name of Doctor Clyde Snow should be mentioned here, as well
as the Argentine Forensic Anthropology Team (EAAF; Equipo Argentino de
Antropologie Forense) who was the first such team to be established in the world.

The definition as to what actually comprises a mass grave is not quite clear
(Haglund 2002). Some would base their definitions on the number of victims in
such a grave–for example, Skinner (1987) suggested that it should contain more
than six individuals. Other definitions would add some qualifiers—for example,
that the bodies in such graves should be in contact with each other or that they are
all victims of a specific type of crime. Skinner et al. (2003) also distinguish between
organized group graves in which individuals lie parallel to each other, or mass
graves where there is no order to the internment at all.

Mass graves involving genocide are investigated for two reasons: firstly, to obtain
evidence for prosecution (and in this sense it differs from retrieval of human bodies
from mass disasters such as floods and earthquakes); and secondly, for humanitarian
reasons of identifying the victims and returning the remains to loved ones (Blau &
Skinner 2005). The physical evidence for the identity of the victim, the timing and
cause of death, and any possible linkage to the perpetrators of the crime are of special
importance in these types of identifications. The temporal and spatial relationships of
the bodies to each other and the grave itself is of extreme importance, and careful ex-
cavation may, for example, reveal if the deposition of the bodies happened as a single
event, or if the same grave pit was used on repeated occasions. Similarly, attempts at
covering up the crimes and later disturbance of the grave can be revealed. 

The role of the forensic archaeologist and team of experts in cases like these
would be to (1) locate the gravesite, (2) estimate the size of the grave and the number
of individuals killed, (3) excavate the grave and (4) assist with the identification of
the victims (Blau & Skinner 2005). The complete retrieval of all evidence as well as
the removal of the remains in the best condition possible is of the utmost importance
(Tuller & Ðurić 2006). The investigation of a mass grave is a complex and multi-
disciplinary task that needs specialists who are experienced and skilled in mass
grave exhumations. However, as it seems that this is an area in which quite a number
of forensic archaeologists and anthropologists in the modern era will be employed,
a brief discussion of the topic will be given here. The interest and relevance of this
topic is clear from the numerous publications that have seen the light in the past
few years (e.g., Simmons 2002; Schmitt 2002; Sledzik & Rodriguez 2002; Skinner et
al. 2003; Skinner & Sterenberg 2005; Olmo 2006; Tidball-Binz 2006; Ferllini 2007;
Steele 2008; Archer & Dodd 2009; Sterenberg 2009). 

2. What is Different About a Mass Grave?

Each mass grave is unique, but they have some very specific general and tapho-
nomic characteristics. A mass grave may consist of a simple trench with relatively

Forensic Archaeology and Taphonomy 31



32 The Human Skeleton in Forensic Medicine

well-spaced bodies, or may be very complex with an aggregate of bodies known as a
“body mass” (Haglund 2002). In such a body mass, the bodies of several individuals
may be in varying stages of decomposition, may be highly intertwined, and may be
clothed or unclothed to varying degrees. Sometimes there are also “satellite re-
mains” where a few bodies are found some distance away from the body mass.
More than one body mass per grave may be present, and sometimes there is evi-
dence that these body masses may have entered the grave at different occasions–for
example, if they are separated by a layer of soil. 

The taphonomy and decomposition of bodies in such a mass grave is complex.
Quoting from research by Mant, Haglund (2002) points out that different bodies
in the same body mass may decompose at different rates–those in the centre of the
body mass usually decay at a slower rate than those on the periphery. In a dense
body mass, anaerobic conditions may prevail that may be more conducive to
saponification, and these decomposing bodies create their own environment where
moisture is retained, access to insects is limited and decomposition is delayed.
Bodies on the periphery may have two contact zones, one with the surrounding
matrix and one with the bodies closer to the centre of the mass, leading to differential
preservation. Depending on the size of the body mass and the thickness of the
overburden, the body mass usually undergoes compaction so that some crushing
may be evident in the deeper bodies.

A body mass like this results in a visually disturbing, confusing and odorous
complex that is difficult to document and excavate, and needs a clearly planned and
structured approach. This is a time-consuming process, where the working condi-
tions are difficult. The health and safety of the investigating team are of extreme
importance, and protective gear and possibly breathing apparatus should be used
(Skinner 1987).

3. Excavation of Mass Graves

As is the case with excavating single burials, the first step in the investigation of a
mass grave is to expose the remains and delineate the extent of the grave. Tradition-
ally, two methods have been used to open the remains: pedestalling or a stratigraphic
approach. When a pedestal method is used, the soil around the body mass is removed
until it is left standing on a pedestal of soil. Tuller and Ðurić (2006) point out that
this method has a number of advantages: it provides easier access from all angles, it
limits the time that the excavator will need to stand on the bodies during excavation,
and assists with the drainage of water. In addition, it also helps to produce powerful
photographic images that can be used in court. On the negative side, evidence of
the walls of the original grave is destroyed and machine and tool marks in the grave
walls may be lost. Trenching around the sides of a body mass may enlarge the size
of the excavation that may make it difficult to construct a shelter to keep rain out.
When using this approach, it is also possible that the body mass may slump or that
body parts may fall out of the deposit. 

In a stratigraphic approach, the remains are cleared from the top and the walls of
the grave are retained. The bodies and associated findings are removed in the reverse
order from which they were placed in the grave. Advantages of this method include
the fact that the excavation process can be better controlled and that the contents of
the grave are better maintained. It will also help to get a better understanding of
how the grave was formed. On the downside, rainwater can collect in the grave if



there is not adequate shelter, and the excavators will have to walk on the bodies.
Access is limited to only those bodies on the top of the body mass.

The two methods can be effectively combined where a small trench is dug around
the remains being investigated. This forms a mini-pedestal without disturbing the
stratigraphy. If the centre-outwards excavation method is then followed, the remains
are removed to the depth of the surrounding trenches and a level surface is again
established from which the next body or feature can be approached. Thus, a series
of smaller pedestals are used to provide access and ease of exposure and recovery
without sacrificing significant stratigraphy. This is very similar to the Russian ar-
chaeological method of excavation where units of associated deposits are excavated
sequentially.

Tuller and Ðurić (2006) excavated two similar mass graves in Serbia, using the
stratigraphic approach in the one and pedestalling in the other. If success rates are
measured based on the number of unassociated bones, the stratigraphic method
gives the best results. Using the pedestal method, a disproportionately larger amount
of loose or unassociated bones and body parts were found which could not be
traced back to their body of origin. They thus recommended that the stratigraphic
method should preferably be used. These authors also pointed out that in any such
body mass the remains may be so intertwined that it seems impossible to separate
them. Often there is a single body that acts like a keystone in a bridge—once this
body is removed, several others are freed up. Unfortunately, this body is often on
top, making it necessary to walk on the body mass. Keeping a thin layer of soil on
top of a body may help to protect it if it is necessary to step on it.

Haglund (2002) also gives some other practical advice, such as securing bags
around exposed hands, feet and skulls to make sure that smaller bones or teeth are
not lost. Clothing provides some protection to the bodies, and it is often best not to
try and clean a body too much in the field but rather to remove it as a whole and
further clean it in the morgue. Care should be taken not to disarticulate a limb that
may be underneath another body, and the temptation to pull at it should be resisted.

4. Documentation

Numerous authors discuss the difficulties with documentation of a large mass grave
and the levels at which it should be documented (Skinner 1987; Skinner et al. 2003;
Tidball-Binz 2006). Careful consideration should be given to numbering cases and
also to removal units which may not always correspond to a case number (Haglund
2002). There will probably be a difference in the level of documentation, depending
on whether the excavation is done for humanitarian reasons only, or if evidence is
needed for prosecution. Evidence that needs to be numbered and documented
includes not only those for the bones and artefacts that are removed but also the
evidence that are destroyed during the excavation (such as spatial relationships). In
addition, a variety of samples will be collected during the process, including those
for DNA. These will all soon add up to a mass of information that needs to be
traceable and retrievable.

5. Personal Identification

Tidball-Binz (2006) gives some very practical guidelines about the possible options
for personal identification, depending on the situation. At the first level there is
visual identification—for example, by relatives—which may be the only pragmatic
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option in certain circumstances. Where possible, a visual identification should,
however, be supplemented with additional identification. On the next level, the
weight of circumstantial evidence (e.g., clothing) may suffice. Scientific/objective
methods include dental records, x-rays, fingerprints, unique medical conditions and
DNA. DNA analysis should be used in personal identification if other techniques
are unsuccessful and if the legal and ethical conditions for its use have been met.
Tidball-Binz outlines these conditions in more detail. In reality, it will happen that
in many cases personal identification is not possible, and that other methods by
which to remember the dead (for example, monuments or memorials) will have to
be considered to bring closure to family and affected members of the community.

6. Conclusions: Genocide Investigations

As Skinner and Sterenberg (2005) point out, mass graves are the highly complex
products of large-scale crimes. There is often much emotion involved and complex
interactions between various investigators, specialists, monitors and agencies take
place. The repercussions are far-reaching and will affect many lives. The only way
to successfully complete an operation of such magnitude is to ensure integrated
management of core personnel who may include archaeologists, pathologists, anthro-
pologists, and odontologists. In order to have some quality control over procedures,
core competencies are needed for the various specialists. These are outlined, for the
various disciplines, by Skinner et al. (2003). Investigations of these crimes against
humanity have progressed in recent years to a level of professionality where a
number of standard operating procedures and best practice guidelines (Tidball-
Binz 2006) are in place which should be adhered to in all cases. 

7. Commingled Remains and Mass Disasters

In recent years it has become more common for forensic archaeologists and anthro-
pologists to be involved in the recovery and identification of victims of mass disasters
such as aircraft accidents, floods and earthquakes (e.g., Cattaneo et al. 2006; Sledzik
2009). The details of approaches to these fall outside the scope of this book. However,
it is not uncommon for a forensic anthropologist to be confronted with commingling
on a smaller or larger scale, which may result from disasters or crimes where several
victims are involved. This is also a situation that is encountered relatively frequently
in archaeological settings (e.g., in badly disturbed deposits or ossuaries).

In cases of commingling a common sense approach is invaluable, and the initial
attempt at making sense of these usually entails the estimation of the Minimum
Number of Individuals (MNI). The first step in assessing commingled remains will
be sorting (Ubelaker 2002; L’Abbé 2005; Byrd & Adams 2009). This process starts
by determining element representation, which involves gluing or putting together
fragments that belong to a single bone. Bones are then sorted by type of bone and
side. By looking at robusticity/sex, age at death, bone colour, surface preservation,
bone density and pair matching, an estimate can be made of the most frequently
occurring bone in the assemblage. Pair matching (Byrd & Adams 2009) involves
the association of left and right bones by visual assessment (e.g., does a left-sided
and right-sided femur match each other, based on the size, shape, and colour of the
bone, as well as the estimated age?).

Although there are different ways of estimating the MNI, the most common is
simply by determining the most frequent element (e.g., if the most common element



is right ulnae and there are 8 right ulnae, the MNI is 8). This is a bit more difficult
when remains are fragmentary, and Byrd and Adams (2009) caution that fragments
from the same bone (e.g., a left proximal and distal femur) must share the same
landmark to be counted as two different individuals. Otherwise, they could obvi-
ously be part of the same person, except if there are clear differences in size or age,
for example. Although MNI provides valuable information, it does not necessarily
provide accurate information on the original number of bodies, particularly if a low
percentage of the original number of bones were recovered.

The Most Likely Number of Individuals (MLNI ) is based on the Lincoln Index
which originated from the zooarchaeological literature. This provides a maximum
likelihood estimate (Byrd & Adams 2009) and can give accurate estimates of the
original population if there were no directional taphonomic or data loss biases. The
formula for calculating the MLNI is as follows:

MLNI = (L+1)(R+1) – 1
(P+1)

Where L = left-sided bones, R = right-sided bones, and P = the number of pair
matches (as described above). More information on this is available from Adams
and Konigsberg (2004, 2008).

It remains difficult to match bones from a specific skeleton together (e.g., matching
a specific skull to a specific upper limb, etc.). Byrd and Adams (2009) provide some
information by which bones can confidently be matched with other bones from the
same skeleton, based on congruency in articulation. A good articulation between
two elements does not necessarily mean that they belong to the same individual,
but a poor articulation indicates a non-association. They provide the following
information on the degree of confidence in a fit between various bones:

• High
Cranium and mandible; vertebrae; L5 and sacrum; humerus and ulna; os coxa
and sacrum; tibia and talus; ulna and radius; metatarsals (excluding the first
one); metacarpals (excluding the first one); tarsals; tarsals and metatarsals.

• Moderate
Cranium and atlas; tibia and fibula; femur and tibia; os coxa and femur;
patella and femur; navicular (scaphoid) and radius; carpals (excluding os pisi-
forme); carpals and metacarpals.

• Low
Ribs and thoracic vertebrae; manubrium and clavicle; humerus and scapula.

From this list it is clear that in any assemblage there will still be many bones which
one will not be able to associate with any specific individual. Various other ap-
proaches can be attempted in trying to put skeletons together, ranging from visual
assessment such as the colour of bones and taphonomic indicators, to statistical
comparisons based on correlations in size between the different bones in a particular
skeleton. Fluorescence and trace element analysis may be of value, and of course, if
feasible, the DNA of each of the sets of the bones can be matched (Ubelaker 2002).

Figure 2.11 shows a bone assemblage from a forensic case from South Africa
(L’Abbé 2005), where a large pile of bones in varying states of decomposition was
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found in a maize sack in the woods. One individual had a gunshot through the head,
and the assemblage included males, females, adults and children. The most common
element was os coxae (8 pairs), but after attempts to put individuals together it was
found that there were two sets of bones which could not be associated with any of
the 8 pairs of os coxae, bringing the MNI to 10. This case was never solved.

G. TAPHONOMY

Taphonomy, in general, can be described as the study of death assemblages and
everything that affects the remains of biological organisms at the time of death and
after death. Historically, taphonomy was mostly a field of interest for paleontologists,
but the broad study of taphonomy and that of forensics has a number of essential
goals that overlap, and has become one of the key growth areas in forensic anthro-
pology as identified by Dirkmaat et al. (2008). As indicated above, Haglund and
Sorg (1997, p. 3) define forensic taphonomy as “the use of taphonomic models,
approaches and analyses in forensic contexts to estimate the time since death, re-
construct the circumstances before and after decomposition, and discriminate the
products of human behaviour from those created by the earth’s biological, physical,
chemical and geological subsystems.” If forensic archaeology is primarily focussed
on the best methods for finding, recovering and recording remains from forensic
settings, then forensic taphonomy is primarily concerned with understanding and
interpreting such finds.

In the new emphasis of the role played by humans as “taphonomic agent” (Dirk-
maat et al. 2008), there is an important shift relative to the traditional study of
taphonomy — on the one hand, there are the natural factors (such as water, animals,
solar radiation) that may influence the remains after death, but in the forensic context

Figure 2.11. Commingled
forensic case, showing a
large pile of bones that
was eventually estimated
to represent an MNI of 10
individuals.



there are also human factors that may have affected the remains and the environment in
which they were found by burning, cutting, dismembering, etc. In this context, it is thus
extremely important to distinguish between the postmortem modifications made by
natural agents and those made by humans.

According to Nawrocki (1995, 2009), there are three broad classes or groups of tapho-
nomic processes:

1. Environmental factors – these can be subdivided into two groups:
a. Abiotic factors such as temperature, sunlight, rainfall
b. Biotic factors, such as influence by carnivores, rodents, plants

2. Individual factors–intrinsic factors relating to the body of the deceased itself, such
as body weight and age at death

3. Cultural or behavioral factors–these are the influence that other humans have on
the remains, such as embalming, or attempts at destruction of evidence. 

These all fall under the scope of biotaphonomy, which concerns modifications to remains
themselves. Recently there is also an interest in geotaphonomy, which studies how the de-
composing remains and the assailant influence the surrounding environment (Hochrein
2002). Here the focus is on the grave pit or matrix surrounding the burial and may in-
clude aspects such as tool marks, sedimentation, impaction and compression.

A multitude of factors that can affect human remains after death have been described
in the literature, many of them in the groundbreaking edited volumes by Haglund and
Sorg (1997, 2002). Human remains found in a variety of context are described in detail—
indoors, outdoors, submerged (fresh and salt water), in bogs, graves, etc. Burnt remains
are also described and will be addressed in Chapter 9 of this book. Nawrocki (2009) also
describes the taphonomic signals of remains found in a forested environment versus
those found in agricultural fields. In his experience, three environmental factors most

often have the greatest effect on remains in a forensic setting:
water, temperature and exposure. To this we can probably add
animal scavenging, although it is related to the degree of exposure
of the remains. Flowing water may scatter remains, whereas sub-
mersion may contribute to adipocere formation as described
above. Periodic wetting and drying is conducive to fracturing, as
bone expands and contracts. Temperature plays a very important
role in the rate of decomposition, and if it falls below freezing
points ice crystals may form that can cause damage to bones. Ex-
posed remains decompose faster than submerged remains, and
they are more likely to be scattered. Direct exposure to sunlight
may cause severe weathering, as in the case seen in Figure 2.12.

Modifications made by animals are frequently observed and can
easily be confused with perimortem trauma or pathology. Examples
of gnawing (in this case probably a porcupine) and a large carnivore
(in this case a lion) are shown in Figures 2.13 and 2.14, respectively.

The sequence in which various animals will consume a body
and scatter the remains has been studied extensively (e.g., Hill
1979; Brain 1981; Pickering & Carlson 2004; Morton & Lord
2006). In modern contexts, smaller canids will most probably be
the most common animals to scavenge on human remains. They
also contribute extensively to the rate at which remains decay.
Based on data from 53 canid-scavenged bodies, Haglund (1997)
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Figure 2.12. Severely weathered skull,
after a long period of exposure to direct
sunlight.
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produced a sequence of events, with a rough time schedule. His
results are as follows: 

• In the first 4 hours to 14 days, early scavenging of soft
tissue was observed with no part of the body removed

• From day 22–2.5 months, evisceration took place and
the anterior thorax was destroyed, and one or both upper
extremities removed

• From 2–4.5 months, lower extremities were removed 
• By 2–11 months, all skeletal elements were disarticulated

except for segments of the vertebral column
• By 5–52 months, total disarticulation was evident with

only the cranium and other smaller skeletal elements dis-
covered

Obviously this gives only a very rough timeline and will
depend on a number of factors such as accessibility to the body
and the size of the scavengers, but it does provide a good
overview of what happens to an exposed body. It may therefore
not be unusual to find only a skull and a few scattered bone
fragments after a year or two, and the search for other remains
should be extended over a large area as they may be widely scat-
tered. However, some of the remains may have been completely
destroyed by then, or moved into holes made by animals and
may thus never be recovered.

Humans often also leave marks on bones, many of them accidentally. Figure 2.15
shows examples of chop marks on a skull that were most probably caused by heavy

farming machinery when the remains were
exposed. In Figure 2.16a, a chop mark on a
skull is shown, and due to some wet bone re-
sponse it was initially thought to be the result
of sharp force trauma with a large instrument.
However, chop marks were also observed on
several other areas of the body (Fig. 2.16b),
and it is more likely that these were caused by
the workers who were digging a trench when
the body was exposed. This case demonstrates
that distinguishing between perimortem and
postmortem trauma may be more difficult
than expected.

Another unintentional but common manner
in which bones can be damaged is during
postmortem analysis. Figure 2.17 shows cut
marks on a rib that were most probably made
during autopsy but which could be confused
with perimortem trauma in a defleshed body.

In conclusion, taphonomic investigation
can give valuable clues in terms of the inten-
tional and unintentional modification to bones
that had occurred around and after death. It

Figure 2.13. Gnaw marks on a long bone.

Figure 2.14. Modifications caused to a
bone by a large carnivore—in this case a lion.
Note the large, circular punched-in lesion
probably caused by a canine.

Figure 2.15a–b. Chop marks caused by heavy
farming machinery.



is also essential in providing contextual information to any recovered remains. It is
important that the modifications made by humans are distinguished from those made
by natural agents.

H. DECOMPOSITION AND ESTIMATION OF TIME SINCE DEATH

1. Introduction

When confronted with human remains, the estimation of the postmortem interval
(PMI) is of extreme importance not only for the obvious reason of wanting to know
when the individual had died, but also because it can aid in fast determination of the
identity of the deceased and also potentially give information on who he/she was last
seen with. Although the processes of decomposition and the sequence in which changes
takes place have been well described, the tempo by which this happens is highly variable
and can be influenced by a number of external (environmental) and internal (relating
to the body itself) factors.

In the early stages of decomposition, the process is more constant and happens at a
fairly predictable rate. In the later stages, however, decomposition becomes highly variable
and only wide estimates of the PMI can be obtained. This is graphically illustrated in
Figure 2.18, where Total Body Score or TBS (Megyesi et al. 2005) was plotted as a measure
of the degree of decomposition against the time since death, during a decomposition study
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Figure 2-16a–b. (a) Shows a
chop mark on a skull that may
be confused with perimortem
sharp force trauma. However,
several other chop marks on
the same individual (b) indicate
that this most probably oc-
curred during discovery and
excavation (photos: A Meyer).

Figure 2.17. Cutmarks on a rib caused
during autopsy or cleaning of the re-
mains, which could be confused with pe-
rimortem sharp force trauma.

a b
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conducted in South Africa (Myburgh 2010). This study was done using a large
sample of pigs, in a temperate climatic environment. From this graph it can be seen
that shortly after death, decomposition takes place at a predictable rate, with a direct
(linear) relationship between the time since death and the degree of decomposition.
However, as time goes by there is a wider scatter and changes slow down so that a
plateau is reached where very little change occurs with time. Estimates of the PMI
will therefore become wider the more time has passed.

An interdisciplinary approach is necessary when studying the PMI, and this re-
quires knowledge of basic biochemistry, taphonomy, botany and entomology. More
complex techniques such as soil chemistry, degradation of DNA and bone histology
are also used in assessing the PMI. Numerous studies on the rate of decomposition
in different environmental conditions (temperate/hot/cold or humid/dry) as well
as in different situations and accessibility (e.g., exposed, in the sun, buried, burned)
have been conducted in various parts of the world, e.g., the United States (Galloway
et al. 1989; Mann et al. 1990; Shean et al. 1993; Bass 1997; Rodriquez 1997), Canada
(Komar 1998; Sharanowski et al. 2008), Europe (Prieto et al. 2004; Adlam & Sim-
mons 2007), Australia (Archer 2004), Asia (Itaru et al. 2002; Chin et al. 2008) and
South Africa (Myburgh et al. n.d.). These studies have used a variety of animals such
as dogs (Reed 1958), guinea pigs (Bornemissza 1957), rabbits (Johnson 1975;
Adlam & Simmons 2007), pigs (Payne 1965; Shean et al. 1993; Shalaby et al. 2000;
Myburgh et al. n.d.) and humans (Rodriquez & Bass 1985; Mann et al. 1990; Vass et
al. 1992). Of the studies on human remains, a considerable number originate from
the unique Anthropology Research Facility in Knoxville, Tennessee, established in
1981 (Bass & Jefferson 2005). 

In this section a brief overview of the process of decomposition will be given,
followed by a broad breakdown of the phases of decomposition with their timing
in various circumstances. Factors that influence the process and tempo of decom-
position will be discussed, including a summary of recent attempts to improve
quantification of the PMI. Lastly, specialized methods in estimating the PMI will be
mentioned.

Figure 2.18. Total Body Score (TBS) as a measure of the degree of decomposition plotted against the Postmortem Interval (PMI)
in a sample of 30 pigs in a South African setting (Myburgh 2010).



2. The Process of Decomposition

Changes Shortly After Death

All living beings have highly organized chemical processes within various areas of
the body which occur throughout life. After death, these chemical processes may
still continue but will become increasingly disorganized as the cells are deprived of
oxygen. Subsequently, CO2 will increase in the various tissues, with a simultaneous
decrease in intra-cellular pH. Waste products will increase, and eventually cells will
die. This process of self-digestion is also known as autolysis or aerobic decomposi-
tion. As the cells die, their content is released into the surrounding tissues, causing
more damage (Cotran et al. 1994; Clark et al. 1997; Gill-King 1997; Vass 2001). 

The body gets its energy in the form of ATP, but its formation will cease after
death. Normal cellular processes and repair thus come to an end. This failure of
ATP production, cellular biosynthesis and repair results in the loss of cellular
membrane integrity. As intra-cellular contents seep out through the membrane into
the surrounding tissues, hydrolytic enzymes are released from previously compart-
mentalized organelles such as the lysosomes. Proteins and carbohydrates and the
rest of the cell membrane are digested by these hydrolytic enzymes, and cellular
necrosis occurs. During this process the cells will also become detached from each
other (Clark et al. 1997; Gill-King 1997). Molecules released from these digested
cells are used as nutrients by microorganisms located in various parts of the body
(putrefaction). 

The speed by which these processes happen is influenced by various factors such
as cell type and temperature. It generally occurs first in cells that are more metabol-
ically active and have high water contents. Decay usually first affects the intestines,
suprarenal glands and spleen, which may putrify within hours after death (Pinheiro
2006). This is followed by changes in the brain. The heart is somewhat more resistant
to decay, as are kidneys, lungs and bladder. The prostate and uterus are amongst the
last organs to undergo putrefaction. If the temperature of the body was low when
the individual died, the onset and rate of autolysis will be retarded. High levels of
exertion prior to death, fever and high environmental temperatures will accelerate
the rate and onset of autolysis (Clark et al. 1997).

The changes associated with autolysis are usually only visible several hours after
death. Fluid-filled blisters on the skin will occur, followed by skin slippage. This is
due to the loss of dermal-epidermal junctions, causing hair and nails to fall off
(Clark et al. 1997; Vass 2001). 

The three well-known changes associated with early decomposition are algor
mortis (cooling of the body), livor mortis (pooling of the blood) and rigor mortis
(stiffening of the muscles). Algor mortis or body cooling is very useful to estimate
PMI within the first 24 hours after death. However, due to the large mass of the
body, its irregular shape and the time it takes for autolysis to become significant,
the loss of temperature is complex and does not follow a straight linear pattern. This
pattern of cooling follows a sigmoid curve (Marshall & Hoare 1962; Henssge et al.
1995; Pounder 2000; Tracqui 2000). Three distinct phases can be identified when
loss of temperature is plotted against time: (1) in the initial phase or temperature
plateau, the body temperature remains relatively stable for 30 minutes to three
hours; (2) in the intermediate phase the body cools rapidly and at a relatively linear
rate and; (3) during the terminal phase the rate of cooling slows down as the core
temperature approaches that of the environment (Pounder 2000; Tracqui 2000).
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Livor mortis or lividity is caused by the settling of the red blood cells and blood
plasma due to gravity. Capillary and venous beds become relaxed after death, and
blood travels passively from higher to lower areas. The blood plasma will cause
oedema in the skin that will contribute to the cutaneous blisters of this early phase
of decomposition (Knight 1997; Pounder 2000; Tracqui 2000). With the settling of
blood, pink or bluish areas will form in the skin within one to four hours after
death. In areas of the body where it is in contact with hard surfaces, only pale
patches of colour will form due to the pressure against the surface (Knight 1997;
Pickering & Bachman 1997). After about 8–12 hours following death, the colour of
lividity changes from light pink → dark pink → red → purple due to the formation
of deoxyhaemoglobin, with maximum color intensity usually visible around 8–12
hours after death (Tracqui 2000). After about 12–15 hours postmortem the livor
mortis becomes permanent and remains visible until the onset of putrefaction
(Clark et al. 1997; Pounder 2000; Tracqui 2000).

Rigor mortis appears in a predictable sequence and follows a pattern known as
Nysten’s Law (Green 2000; Tracqui 2000). Directly after death the muscles of the body
lose their ability to contract, resulting in complete flaccidity of the body. However, they
become stiff again within a variable period of time due to complex physiochemical
changes (Knight 1997; Tracqui, 2000). Rigor mortis first appears in the small muscles
of the face, then spreads to the muscles of the neck, trunk, upper limbs and lastly
the muscles of the lower limbs. Its onset and duration are influenced by a number of
factors such as muscle mass, activity before death and temperature. Small children and
older persons have a faster appearance of rigor, but it is also of shorter duration. Rigor
can usually first be observed around 3–4 hours after death and is at its maximum after
about 12 hours. It will gradually come to an end during the next 2 to 3 days after death. 

As it is unlikely that the forensic anthropologist will be required to estimate the
PMI during these early stages, algor mortis, livor mortis and rigor mortis will not
be discussed in any further detail.

Putrefaction

As mentioned before, autolysis fuels the next process—namely, putrefaction or
anaerobic decomposition. Putrefaction causes the most dramatic soft tissue
changes to a decomposing body, and consists of the gradual dissolution of tissues
into gases (Clark et al. 1997; Pinheiro 2006). It usually starts within the first week
following death and is first observed as a green discoloration of the skin, usually in
the right iliac fossa because of its closeness to the cecum. From here, it spreads to
the rest of the abdominal wall, the trunk, neck, face and lastly to the limbs (Tracqui
2000; Green 2000; Vass 2001). During this early stage of putrefaction, marbling of
the skin, skin blisters, and bloating (associated with anaerobic fermentation) of the
trunk, abdomen and scrotum occur.

By the second and third weeks, the rise in the internal pressure from the buildup
of gases will result in the protrusion of the tongue and eyes as well as the expulsion
of the accumulated gases and fluids from the nose, mouth and anus. The abdomen
may also rupture (Knight 1997; Green 2000; Vass 2001).

During the next few weeks the green discoloration changes to black, the skin
sloughs off and the abdomen and trunk collapse due to purging/rupturing. Tissues
around the eyes and throat will cave in. As muscle breaks down, parts of the skeleton
will become visible until complete skeletonization takes place, usually after a few
months (Traqui 2000; Vass 2001; Megyesi et al. 2005).



Later Phases of Decomposition

Later phases of decomposition in open areas are usually characterized by skele-
tonization (Fig. 2.19) and eventually extreme skeletonization (Fig. 2.20) that may
be associated with bleaching and weathering. In specific circumstances, however,
adipocere may form or natural mummification may occur. Adipocere formation or
saponification results from the hydrolysis and hydrogenation of adipose tissue.
During this process a yellowish or white, fatty, waxy substance is formed that covers
parts or most of the body. This process usually occurs in warm, damp, and prefer-
ably anaerobic environments, which usually means that the body was either
buried/covered or submerged in water. Specific bacteria need to be present to facil-
itate this process. As time passes, the adipocere becomes lighter in colour, harder
and brittle, but there is little correlation between the formation of adipocere and
the period of decomposition (Clark et al. 1997; Green 2000; Pounder 2000; Vass
2001; Pinheiro 2006).

Mummification usually refers to the deliberate treatment of the body for pur-
poses of conservation. However, in the right conditions a body may mummify nat-
urally. This process is associated with dehydration and may occur in either very hot
and dry or very cold and dry conditions, often associated with air currents. In order
for mummification to take place, it is also necessary that the body is protected to
some extent against insects and other scavengers that could have caused destruction
before the body had time to dry out. A mummified body is usually dehydrated and
shrivelled with a leathery skin but is otherwise very well preserved. 

3. Stages of Decomposition and Their Timing

A large number of studies are available that investigated processes and timing of
decomposition in a wide variety of conditions. Some studies focused on trying to
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Figure 2.19. Early skeletonization, with
some desiccated tissue still adhering to the
remains (photo: M Loots).
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more accurately define the broad stages of decomposition (Reed 1958; Galloway et al.
1989; Weigelt 1989; Vass et al. 1992), with several others also developing smaller sub-
categories within each stage (Micozzi 1991; Clark et al. 1997; Galloway et al. 1997).
When describing the early stages of decomposition, researchers have remained
relatively consistent when defining stages. However, as decomposition advances,
this uniformity is lost and the stages can no longer be separated or defined as easily
as during the early stages (Adlam & Simmons 2007). This is probably due to the
decreased rate of decomposition during the later stages and varying patterns of
decomposition in different geographic areas, which makes it difficult to draw
comparisons across studies. 

Qualitative methods to estimate the PMI can be problematic due to the large
amount of variation in the decomposition process, the differences in the experience
of forensic anthropologists and the discrepancy in the descriptions of the stages of
decomposition (Mann et al. 1990; Haglund & Sorg 1997; Megyesi et al. 2005). Most
of the studies were done with relation to remains found on the surface, and much
less is known about the rate of decomposition in buried bodies. In their landmark
study in an arid and warm climate, Galloway et al. (1989) and later Galloway (1997)
divided the decompositional stage of a body into five major phases. This is

Figure 2.20. Extreme skeletonization. These remains are probably of archaeological origin.



shown in Table 2.2, with the timing indicated in the last column. This timing is a
very approximate and highly variable schedule extracted from the published re-
sults.

Two similar studies were those by Komar (1998) and Prieto et al. (2004) (Table
2.3). Komar reported on the decomposition of 20 cases from a colder, relatively wet
climate (Alberta, Canada). Two of these cases were buried, 11 were found in wooded
areas, 4 were found in a river and 3 on the banks of a river. Results from this study
indicated that skeletonization can occur in less than 6 weeks in summer and 4 weeks
in winter, even in this cold area. Prieto et al. (2004) investigated 29 cases from all
over Spain, which included bodies found in water, open environments or were
buried. They describe the areas where the remains were found as ranging from a
temperate Mediterranean climate in coastal areas, to an interior with very hot
summers and very cold winters. Although the results of these two studies are not
directly comparable due to some differences in the way they were described with
regard to the phase of decomposition, a broad comparison is shown in Table 2.3.
From the time ranges shown in Tables 2.2 and 2.3, it is clear that the timing of de-
composition is highly variable and that it is difficult to make any estimation within
a narrow range, especially in later phases of decomposition. Large overlaps exist
between phases even within the same region.

Bass (1997) also gave an approximate sequence of events based on his experi-
ence in Tennessee, which has a hot climate with high summer rainfall. He describes
the events and their timing as follows:
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Table 2.2 

Categories and Stages of Decomposition in an Arid Region, With Approximate Time Scale

Stage Description Time

Fresh No signs of decay, no discoloration, no insect activity 1–7 days

Early decomposition 1. Pink-white appearance, skin slippage and hair loss
2. Gray to green, some relatively fresh tissue
3. Brown discoloration at fingers, nose and ears. Some relatively fresh 
tissue

4. Green discoloration and bloating  
5. Post-bloating, green to dark discoloration
6. Brown to black discoloration of arms and legs. Skin may be leathery

1–5 days

2–13 days
3 days–2 months

Advanced
decomposition*

1. Sagging in of flesh, caving in of abdominal cavity, may have extensive
maggot activity

2. Moist decomposition with bone exposure
3. Mummification with some surviving internal structures
4. Mummification of outer tissues, internal organs lost
5. Mummification with bone exposure in less than half of skeleton
6. Adipocere

4–10 days

Usually day 10–30

Skeletonization 1. Skeletonized but greasy with decomposed tissue, sometimes body fluids
2. Bones with desiccated or mummified tissue on less than half of skeleton
3. Bones mostly dry but some grease
4. Dry bone

7 days to ?
Usually 2–9 months
> 6 months

Extreme decomposition 1. Skeletonized and bleached
2. Skeletonized and exfoliated
3. Skeletonized with metaphyseal loss in long bones, cancellous exposure of
vertebrae

2 months to > 3 years

*Overall, this can range between 3 days and 3 years.
Note: After Galloway et al. (1989) and Galloway (1997).



46 The Human Skeleton in Forensic Medicine

• First day (fresh)
Egg masses present, subcutaneous veins turn blue or dark green, body fluids
around nose and mouth.

• First week (fresh to bloated)
Maggots hatched and are active in the face (distended lips, skin around eyes
and nose eaten away), beetles appear, skin and hair slippage, prominent sub-
cutaneous veins, odorous, body fluids may be flowing from orifices, bloating
of abdomen, molds start to appear. Mammalian carnivores, if present, will
greatly speed up the decrease of soft tissue due to feeding. Body fluids may
have killed vegetation near body.

• First month (bloated to decay)
Less maggots, beetles present. Post-bloating, active decay. In a covered body,
bones may be exposed. In an uncovered body, skin between skeleton and sun-
light will be intact, as maggots use it as protection against the sun. Skin will be
more dry and leathery and may hold rib cage together. Mammalian carnivores
may carry some of the bones away. Molds and adipocere may be present. 

• First year (dry)
Bleaching, portions in shade may have algae. Rodent gnawing, may be mice or
wasp activity.

• First decade (bone breakdown)
Surfaces of bone exfoliate or flake. Longitudinal cracks may be present. 

Roots may be growing into the bones and rodent gnawing can be extensive. Bass
noted that in winter months, decomposition is markedly delayed, but he often
found carnivores to be more active during winter.

A detailed discussion of the processes of decomposition in buried bodies is given
in Janaway (1997) and Rodriguez (1997), where various factors that may influence
the process are discussed. However, little information is given on the timing of

Table 2.3 

Stages of Decomposition with Timing in Studies from Spain (Prieto et al. 2004) and Canada (Komar 1998)

Stage Description Time
Prieto et al. (2004)

Time 
Komar (1998)

Phase 1 Putrefaction: Advanced decomp without bone exposure.
Moist decomp, nail and hair attachment. Purging of fluid

8 days–2 months <2 months–3.5 months

Phase 2 Early skeletonization: abundant decomposed tissue with
some bone exposure

1 month–6 months* 1.5 months–18 months

Phase 3 Advanced skeletonization: bones greasy, some decomposed
tissue, cartilage and tendons

2 months–2.5 years 4 months–18 months

Phase 4 Complete skeletonization, dry bones >3 years 2 months–8 years

Phase 5 Mummification 4 months (n=1) 35 months (n=1)

Phase 6 Adipocere 1.5 years (n=1)

*Open air cadavers were closer to 1–2 months, found in water closer to 5 or 6 months.
Note: Some adjustments were made to compensate for differences in descriptions of phases between the two publications.



events, as they are so highly variable. Generally speaking, burial delays the tempo of
decomposition. Like burial, submersion of a body in an aquatic environment not
only delays the rate decomposition but may also have some specific characteristics.
The rate of decomposition in a submerged body may be roughly half of that of a
body exposed to air (Rodriquez 1997). Bodies found in water masses often follow a
specific sequence of events. Initially, the body sinks in the water, as most of the air is
expelled from the lungs. As active decomposition takes place, gas collects in the gas-
trointestinal tract and this putrefaction causes the body to float to the surface.
When purging of the gases take place, the body sinks again (Boyle et al. 1997;
Rodriquez 1997). There are different aspects to aquatic environments that influence
decomposition, such as the temperature, depth and salinity of the water, aquatic
insects/scavengers, and bacterial content (Boyle et al. 1997; Rodriquez 1997; Sorg et
al. 1997). In general, bodies submerged in salt water sources decompose at a slower
rate than those in fresh water. Adipocere formation is common in submerged
bodies. 

In summary, it seems that even within a specific region the rate of decomposi-
tion can be highly variable, as many factors (described in more detail below) may
influence the process. Comparisons between decay rates in different regions are
even more problematic, and caution is advised when attempting to predict the PMI
based on morphological changes only. It is safe to err on the side of caution.

4. Factors That Influence Decomposition

There are numerous internal and external factors that can influence the rate at
which decomposition occurs. Even though the sequence of decomposition remains
relatively stable, intersubject variability exists (Tracqui 2000). The degree to which
external factors influence the rate of decomposition varies between geographical
regions; therefore, studies on decomposition rate are needed in each geographical
area throughout a particular country (Mann et al. 1990; Pinheiro 2006). With geo-
graphically specific data, it may potentially be possible to create models to deter-
mine the PMI in a variety of circumstances and environmental locations (Adlam &
Simmons 2007). 

The different factors that can influence the rate of decomposition are summa-
rized in Table 2.4. This follows the basic summary of Mann et al. (1990), who used
a subjective five-point scale to indicate the relative importance of each factor (with
1 being the least important and 5 the most important). A core list of references is
included, but there is such a wealth of published material that it is impossible to add
all these here. Based on recent research results, some modifications were made to
the list. For example, direct exposure to sunlight was added as an important factor,
whereas rainfall was pushed down lower on the list. Currently, it seems that there is
no clear consensus on how rainfall influences the date of decomposition. On the one
hand, hard rainfall may impede insect activity while the rain falls, but on the other
hand the increase in moisture may increase the insect activity after the shower. 

One factor that is not included in this list relates to seasonality. Generally, bodies
deposited in summer or spring will decompose faster (e.g., Sharanowski et al. 2008;
Myburgh et al. n.d.). On a superficial level one can probably conclude that it relates
to the importance of temperature in speeding up decomposition, but the activity
patterns of insects during different seasons also play a role. On the other hand, Bass
(1997) reported increased carnivore activity in winter in Tennessee, which may
speed up the process in winter. 
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In conclusion, it seems that among the factors that influence the rate of decay,
heat, accessibility to insects and burial/submersion are the most important. This
may differ region-by-region, and a common sense approach and experience of the
environment in which the investigator works are essential.

5. Quantification of the PMI

As mentioned above, the temperature or amount of heat a body was exposed to is
one of the most important factors that influences decomposition. This forms the
basis for attempts to develop a more quantifiable, less subjective method of estimat-
ing the PMI through the use of Accumulated Degree-Days or ADD (Megyesi et al.
2005; Schiel 2008; Parsons 2009; Simmons et al. 2010; Suckling 2011; Myburgh et al.
n.d.). Megyesi et al. (2005) define Accumulated Degree-Days as “heat energy units
available to propel a biological process” e.g., the development of fly larvae or bacte-
ria. ADD is essentially used to express days in terms of their temperatures and is
calculated by adding all the daily temperatures from the death until the discovery
of the body. ADD thus represents chronological time and temperature combined.

Table 2.4

Variables Affecting the Decay Rate of a Human Body

Variable Scale Rate of Decomp References

Temperature 5 ↑ with higher temp Micozzi 1991, 1997; Galloway 1997; Vass et al. 1991;
Megyesi et al. 2005

Access by insects 5 ↑ if more accessible Rodriguez & Bass 1983; Haskell et al. 1997; Prieto et al. 2004

Burial and depth 5 ↓ if buried, more reduced
with deeper burials

Rodriquez & Bass 1985
Rodriquez, 1997; Turner & Wiltshire 1999

Submersion 5 ↓ if submersed in water Boyle et al. 1997; Rodriquez 1997

Direct exposure to sun 4 ↑ with direct exposure Shean et al. 1993; Wells and Lamotte, 2001; Campobasso et al.
2001; Sharanowski et al. 2008

Carnivores/Rodents 4 ↑ if more accessible Mann et al. 1990; Bass 1997; Haglund and Sorg 1997; Galloway
1997; Sorg et al. 1997

Trauma 4 ↑ if trauma is present Galloway et al. 1989; Mann et al. 1990; Rodriquez 1997;
Campobasso et al. 2001

Humidity/aridity 4 ↑ in higher humidity
(except if saponification)

Galloway et al. 1989; Bass 1997; Campobasso et al. 2001

Body size and weight 3 ↑ in larger bodies Denno & Cothram 1975; Hewadikaram & Goff 1991;
Campobasso et al. 2001

Embalming 3 ↓ with embalming Mann et al. 1990; Sledzik & Micozzi 1997

Clothing 2 ↑ may protect maggots
↓ if accessibility is reduced

Mann et al. 1990; Campobasso et al. 2001
Haglund 1997; Campobasso et al. 2001

Surface placed on 1 ↑ on ground
↓ on concrete

Mann et al.1990

Rainfall ? ↓ with hard rain
↑ due to more moisture

Mann et al. 1990; Anderson & Van Laerhoven 1996
Lopes De Carvalho & Linhares 2001; Archer 2004

Soil pH ? ?↑ with acidity Janaway 1997

Source: Adapted from Mann et al. (1990). 
Note: The scale of 1 to 5 subjectively indicates the importance of the variable.



Simmons et al. (2010) elaborated on this by explaining that ADD measures the
energy that is placed into a system as accumulated temperature over time, and when
an equal amount of thermal energy (ADD) is placed into a body or carcass, an equal
amount of reaction (decomposition) is expected to take place. By making use of
ADD, standardization across regions is achieved and comparisons between different
studies can be made.

When using ADD to predict the PMI, qualitative data (stages of decomposition) as
well as quantitative data (ADD) are used. Firstly, the stages of decomposition for three
anatomical regions (head and neck, trunk and limbs) are scored and these values are
added to produce a Total Body Score (TBS) for the body under investigation. This
scoring for TBS is shown in Table 2.5 (Megyesi et al. 2005). The values for all three re-
gions are added up to give a TBS for a particular case. This TBS is then used to
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Table 2.5

Stages of Decomposition and Scoring to Calculate the TBS

Point Head and Neck Trunk Limbs

Fresh

1 Fresh, no discoloration Fresh, no discolouration Fresh, no discolouration

Early decomposition

2
3
4

5

6

Pink-white, skin slippage, hair loss
Gray to green, some fresh flesh
Discoloration or brownish shades. Drying
of ears, nose, lips

Purging of fluids, some bloating of neck
and face

Brown to black discoloration

Pink-white, skin-slipping, marbling
Gray to green, some fresh flesh
Bloating with green discoloration
and purging

Postbloating, green changes into
black

–

Pink-white, skin slipping hands and feet
Gray to green, some fresh flesh, marbling
Discoloration or brownish shades, drying
of fingers, toes

Brown to black discoloration, leathery
skin

–

Advanced decomposition

6

7

8

9

–

Caving in of flesh and tissues of eyes and
throat

Moist decomposition with bone exposure
less than half of observable area

Mummification with bone exposure less
than half of observable area

Sagging of flesh, caving in of
abdominal cavity

Moist decomposition with bone
exposure less than half of
observable area

Mummification with bone
exposure less than half of
observable area

–

Moist decomposition with bone exposure
less than half of observable area

Mummification with bone exposure less
than half of observable area

–

–

Skeletonization

8

9

10

11

12
13

–

–

Bone exposure more than half of area,
greasy substances and decomposed
tissue

Bone exposure more than half, dry or
mummified tissue

Bones largely dry but greasy
Dry bone

–

Bones with decomposed tissue,
sometimes with body fluids
and grease

Bones with dry or mummified
tissue on less than half of area

Bones largely dry but greasy

Dry bone
–

Bone exposure more than half, some
decomposed tissue and body fluids
remaining

Bones largely dry but greasy

Dry bone

–

–
–

Note: From Megyesi et al. (2005).
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predict the ADD, or total number of energy units that
was needed to reach that state of decomposition. Based
on the average daily temperatures (mean of the mini-
mum and maximum temperature for that day) obtained
from the closest weather station, the days are counted
backwards until all the ADDs are accounted for, which
will then give the day the body was deposited. 

Megyesi et al. (2005) found that approximately 80% of
the variation in the decomposition process is due to
ADD, and they believed that decomposition should thus
be modelled as being dependant on the accumulated
temperature rather than just the elapsed time. In their
retrospective study it was shown that decomposition in
progressed rapidly then levelled off in a loglinear fashion.
Schiel (2008), on the other hand, found that only 73% of
the decomposition was attributable to ADD, and in a lon-
gitudinal study on human cadavers (n=10), Suckling
(2011) found relatively poor results in using ADD. It was
suggested that scavengers contributed as much as tem-
perature to decomposition rates. 

In a recent, controlled, experimental study, Myburg et
al. (n.d.) used 30 pigs to test the usability of ADD to pre-
dict the PMI in a South African setting with moderate
temperatures and summer rainfall. This study produced a
conversion to table to translate TBS into ADD, with 95%
confidence intervals. The conversion from TBS into
ADD is shown in Table 2.6. For example, if a body with
an unknown season of death was received and the TBS
value was 6, the estimated ADD would be 37.11 or be-
tween 29.59 and 46.54. The result is an estimated PMI of
approximately 5 to 8 days of average 6ºC weather. There-
fore, in order to transform the TBS into a PMI, informa-
tion on average daily temperatures needs to be obtained
from the local weather station, and added together from
the day of discovery until the indicated ADD for the TBS
is reached. The number of days for which the ADD was
added together will thus reflect the PMI. 

In the same study a validation sample of 16 pigs was used to test the accuracy of
the predicted PMI. However, relatively poor results were obtained. The PMIs of 11
pigs were underestimated while PMIs of 4 pigs were overestimated. It therefore
seems that factors other than temperature play a major role, once again showing
that variability is the rule. While this approach shows some promise, more research
is needed and the possibility to account for other major factors (e.g., rainfall) in
these conversion formulae should be investigated.

6. Specialized Methods of Assessing the PMI

Various methods, other than assessing morphological changes in the decomposition
of the body itself, can be used to estimate the PMI. This includes forensic entomol-
ogy and botany, as well as several other more specialized biochemical, histological

Table 2.6 

Conversion of TBS into ADD in 
a South African Setting

ADD 95% Prediction interval

TBS ADD Lower Limit Upper Limit

3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

22.49
26.58
31.41
37.11
43.85
51.82
61.23
72.36
85.5
101.03
119.38
141.07
166.69
196.97
232.75
275.02
324.98
384.01
453.77
536.19
633.59
748.68
884.67
1045.37
1235.25
1459.63
1724.77
2038.07
2408.27
2845.72
3362.64
3973.45
4695.21

17.80
21.09
24.98
29.59
35.05
41.50
49.14
58.17
68.85
81.49
96.42
114.08
134.94
159.60
188.72
223.13
263.77
311.75
368.40
435.26
514.18
607.30
717.16
846.75
999.60
1179.85
1392.37
1642.91
1938.23
2286.30
2696.47
3179.77
3749.16

28.43
33.50
39.48
46.54
54.87
64.70
76.31
90.00

106.17
125.26
147.81
174.44
205.91
287.04
243.09
338.98
400.40
473.03
558.92
660.52
780.73
922.97
1091.31
1290.56
1526.46
1805.77
2136.52
2528.27
2992.30
3542.03
4193.39
4965.24
5879.98

Note: From Myburgh et al. (n.d.).



and immunological techniques. Detailed discussions of these fall outside the scope
of this work, but for more details see Knight and Lauder (1967), Castellano et al.
(1984), Vass et al. (1992), Pollard (1996), and Forbes and Nugent (2009). Studies by
Morse et al. (1983), Rowe (1997), Janaway (2002) and others who investigated the
rate of decay of clothing and other associated materials are also of interest.

I. SUMMARIZING STATEMENTS

• Forensic anthropology is no longer a laboratory-based science, and involvement
in all aspects of the investigation is essential to provide contextual information
in forensic anthropological cases.

• Forensic archaeology and taphonomy are two of the key growth areas of the
discipline.

• Both forensic archaeology and taphonomy are specialities in their own right,
and expert involvement is needed. 

• Methods used in forensic archaeology are based on meticulous and systematic
observation and should lead to the maximum amount of information and
material retrieval. It should always be emphasized that once the skeleton or an
artefact has been removed, it can never be placed back into its original position.

• When retrieving human remains, documentation must be complete and the
chain of custody ensured. Repeated documentation, with the focus on context,
by various means (e.g., photographs, videos and written descriptions) is cru-
cial at all stages of the operation.

• Most remains will require some cleaning. This is essential both for visualization
of skeletal features and to make sure that there are no biological risks when
working with the remains. During this process it is of the utmost importance
to ensure that the bones are not damaged or altered in any way.

• Factors involving the decomposition of human remains are complex, and the
PMI can only be estimated within a wide range. This range gets wider the
more time has elapsed since death.

• Decomposition will vary between various environments and geographical
areas. This should be taken into account when estimating the PMI.

• New mathematical models to estimate the PMI (such as ADD) show some
promise, but need further investigation.

• Various environmental, individual and cultural factors may have an effect on
the postmortem fate of human remains.

• Many modern anthropologists and archaeologists will find employment in in-
vestigations of genocide or mass disasters. It is essential to have some skills in
this regard.
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A. GENERAL CONSIDERATIONS

Estimation of age at death is one of the demographic characteristics that has
extensively been studied by osteologists and is of interest to both forensic

anthropologists and paleodemographers. Acsádi and Nemeskéri (1970) pointed
out that two kinds of age can be distinguished: absolute or chronological age and
biological age. An individual’s chronological age will be the number of years lived
from birth, and will be what is documented for a specific person. Biological age,
however, is characterized not so much by the number of years lived, but by the
condition of the individual. This is not easy to quantify and is dependent on the
aging of the various systems of the body. It varies considerably between individuals,
and the factors that influence this (e.g., lifestyle, activity levels) are not constant
throughout life. Forensic osteologists will attempt to estimate the chronological
age, although they have only the biological characteristics of the skeleton to go by.
Obviously there is a strong relationship between the two kinds of age, and in juve-
niles the difference is bound to be relatively small. In adults this may differ consid-
erably and will continue to increase in older ages.

Methods of estimating age in fetuses and children are based on changes that
result from development and growth from the immature to adult stage. This involves
appearance of ossification centres, development and eruption of teeth and the
growth of various parts of the skeleton. As these changes occur at a fairly fast pace
and in a relatively predictable sequence, narrow age estimates can be obtained. In
fetuses and postnatal individuals, age can most probably be reported in months and
sometimes even in weeks. During the growing years age estimates may be possible
within a range of one to three years.

As soon as adulthood is reached, growth and development stop and age estima-
tion becomes much more difficult. In the young adult relatively little happens as far
as the skeleton is concerned, but changes associated with degeneration slowly start
to appear as the individual ages. These continue into old age, where the changes
become highly variable. Age estimation in especially older individuals is problemat-
ical and many osteologists will simply revert to estimates such as “older than 50” or
“of advanced age.” With the recent development of transitional analysis (Boldsen et
al. 2002) and other more sophisticated statistical techniques there may be more
hope to address this problem, and this will be discussed in more detail under adult
age estimation.

General good practice in assessment of age is to use as many methods as possi-
ble to verify and cross-check estimates, and there is a clear trend towards using
multifactorial age estimation techniques. Some methods provide narrower esti-
mates than others, but if various methods give very different results it is important
that good judgment should be used to decide why this may be so. In juvenile re-
mains, for example, long bone lengths are very variable as they are dependent on
environmental and genetic factors, whereas dental development is more stable and
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would thus carry relatively more weight. As a general rule, the aging of juvenile
bones is also more precise with respect to the appearance of centers of ossification
than it is with respect to the union of epiphyses. In order for an age estimation tech-
nique to be usable in a forensic setting, the method must be transparent and prov-
able with a clear indication of its rate of accuracy (Ritz-Timme et al. 2000a).

Before continuing with the subject of age determination, a word of a caution
should be given. It is axiomatic in biology that stability is the exception, variability
is the rule. That is to say, there really is no average; there is only a central tendency
with a normal range of variability clustering around it. It is within this predictable
and measurable range that reliability lies. The osteologist should therefore resist the
temptation to provide a too narrow estimate.

This chapter is divided into three sections: estimation of age in fetal remains,
juvenile remains and adults. Age estimation from teeth will be discussed in Chapter
7 and will not be included here.

B. FETAL REMAINS

1. Ossification Centres

The bones of the human and other mammalian skeletons develop from a number
of separate centers of ossification and growth. This is true not only of the long and
short bones but also of the bones of the vertebral column, thorax, shoulder and hip
girdles. Some idea of the complexity of overall ossification may be gleaned by the
estimation that at the 11th prenatal week in humans there are some 806 centers of
bone growth, at birth about 450, while the adult skeleton has only 206 bones. From
the 11th prenatal week to the time of final union some 600 centers of bone growth
“disappear,” i.e., they coalesce or unite with adjacent centers to give rise to the
definitive adult bones as we know them. This process of appearance and union has,
in the normal human skeleton, a fairly definite sequence and timing that makes it a
reliable age indicator.

With the exception of the intramembranous bones of the skull and the clavicle,
the bones of the skeleton are of endochondral origin, being first preformed in carti-
lage. The cartilage takes on the characteristic shape of the bone-to-be and is replaced
by osseous tissue. A typical long bone, the tibia, for example, has three centers or
principal loci of growth: the shaft or diaphysis; and two end portions, the proximal
and distal epiphyses. At either end, between diaphysis and epiphysis, is a plate of
hyaline cartilage, which is the diaphyseoepiphyseal zone or metaphysis. It is here
that growth actually occurs until the epiphysis unites with the diaphysis.

In Figures 3.1 and 3.2, redrawn from Ham (1957), the diaphyseoepiphyseal rela-
tionship is shown. The epiphysis, epiphyseal disk or plate and diaphysis of an im-
mature bone are shown. With time, the cartilaginous epiphyseal disk is replaced by
bone and epiphyseal union (between epiphysis and diaphysis) takes place. Figure 3.2
shows diagrammatically how a long bone gains in length and is remodelled in shape.

A number of ossification centres appear before birth. These include those of the
skull, vertebral column, ribs, sternum, pelvis, major long bones and phalanges
(Scheuer & Black 2000). Primary centres around the ankle and secondary centres in
the knee appear a few weeks before birth. A primary centre is the initial site of ossi-
fication of a particular bone, and most of these appear before birth. The secondary
ossification centres occur in the epiphyses, and they mostly develop later during



postnatal life. As a rule, ossification begins centrally and spreads peripherally as it
expands. At first, the epiphysis is entirely amorphous; it is usually rounded, no
bigger than a pinhead or a small lead shot. As growth proceeds, the bone begins to
take on the ultimate form showing the osteological details of the bone part it is to
become, e.g., the condyle of the femur. 

Fetal age is best stated in terms of lunar months (10 lunar months of 28 days
each is the human gestation period of 280 days), although an age in weeks is fre-
quently given. The most definitive texts dealing with fetal and juvenile osteology
and development are those of Fazekas and Kósa (1978) and Scheuer and Black
(2000). This last extensive text has also been converted into a laboratory and field
manual that provides only the relevant drawings and tables needed to identify and
estimate age of immature bones (Schaefer et al. 2009). 

Scheuer and Black (2000) remarked that the formation times of the ossification
centres are useful in estimating age in an unknown individual and may be of use in
specific forensic situations where the body is decomposed, but intact enough for x-
rays to be taken. However, they may not be of much use in skeletonized remains, as
the remains are usually disassociated and it will not be possible to identify specific
centres. Of importance here is that the presence of primary ossification centres of
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Figure 3.1. Low power representation (left) of a longitudinal section through the upper end of a growing long bone to show dia-
physeoepiphyseal relationships. To the right is the indicated area under higher magnification (redrawn from Ham 1957, Figure 187).
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the talus, calcaneus and possibly the cuboid as well as the secondary ossification
centres in the distal femur and proximal tibia, are usually seen as indicative of a
full-term fetus (Knight 1996).

Many of the bones, such as the skull, vertebral arches and centra, and major long
bones, are recognizable from midfetal life onwards, whereas others such as those
around the ankle or hands are only recognizable later in life. Tchaperoff (1937)
noted that no centers ossify before the seventh week; by the ninth week all cervical
and thoracic vertebral bodies, iliac wings, and femoral, tibial, and fibular shafts have
appeared; between weeks 21–25 the calcaneus appears, and between weeks 24–28

Figure 3.2. Schematic illustration of the growth and remodelling of a long bone (redrawn from Ham 1957, Figure 193).



the talus; by the 35th week the body of the first
coccygeal, and by the 39th week the proximal
tibial epiphysis. Schaefer et al. (2009) provided
slightly different appearances of ossification
centres, some of which are summarized in
Table 3.1. According to these authors, the first
ossification centres such as those in the maxilla,
mandible and frontal bones may appear as early
as 6 weeks.

Flecker (1932) analyzed extensive data on
appearance in terms of fetal length, basing his
findings on 70 fetuses, 30–334 mm in length. In
the vertebral column, the cervical neural arches
are present at fetal length of 70 mm; cervical
bodies are present by 165 mm or more. Thoracic
and lumbar vertebrae all have centers by 70 mm.
In the sacrum, bodies of S1–S2 are present by 70
mm, and S1–S5 bodies are all present by 90 mm
(there is great variability here). Sacral neural
arches appear for S1 at 109 mm, and for S1–S5
by 171 mm in males and 205 mm in females.

Sacral lateral masses appear as three centers: first pair at 180 mm in males and
220 mm in females; second pair at 220 mm in both sexes; third pair at 220 mm in
males and 312 mm in females. The first coccygeal vertebra is present at 262 mm in
females and 295 mm in males.

In the thorax, there are 11 pairs of ribs present by 70 mm, and the sternum has
segments 1–3 for males at 180 mm, segments 1–4 for males at 218 mm, and all five
segments at 283 mm in males and 285 mm in females. In the upper extremity, the
clavicle is present in males of 30 mm, the humerus is seen at 294 mm in females
and 295 mm in males. No carpals were seen in Flecker's series; phalanges 2 of the
hand were found at 109 mm or more.

In the lower extremity the ilium is seen at 70 mm or more, the ischium at 109
mm or more, and the pubis at 165 mm in males and 205 mm in females. Figures for
the distal femur are 262 mm (female), 263 mm (male); for the proximal tibia 294
mm (both sexes); calcaneus 165 mm (male), 205 mm (female); talus 180 mm
(male), 205 mm (female); and cuboid 295 mm (male), 220 mm (female). 

Bagnall et al. (1982) found that the female fetus is ahead of males in terms of os-
sification after 21 weeks gestation. They found that the growth of the two sides of
the fetal body differs, in that growth of the humerus, tibia, and fibula appears to be
dominant on the left side of the body, whereas growth in the femur is dominant on
the right. This may be related to handedness, but this is not certain. 

2. Cranium

When estimating fetal age, the skull is most probably not as important as the bones
of the rest of the skeleton. In the skull itself, the cranial base will give more informa-
tion than the cranial vault (Kósa 1989). Detailed descriptions of growth and devel-
opment of the various bones of the skull can be obtained from Scheuer and Black
(2000). Based on data from Schaefer et al. (2009), ossification in some of the major
cranial bones proceeds as follows:
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Table 3.1

First Appearance of Ossification Centres in Selected Parts
of the Postcranial Skeleton

Bone Appearance of Ossification Centre

Centra of C4–S2
Centra of C2–3 and S3–4
Clavicle
Humerus shaft
Humerus head
Radius shaft
Ulna shaft
Femur shaft
Femur distal epiphysis
Tibia shaft
Tibia proximal epiphysis
Fibula shaft
Ilium
Ischium
Pubis

Month 3
Month 4
Week 5–6
Week 6
Shortly before birth (week 36–40)
Week 7
Week 7
Week 7–8
Shortly before birth (week 36–40)
Week 7–8
Shortly before birth (week 36–40)
Week 8
Month 2–3
Month 4–5
Month 6–8

Note: Summarized from Schaefer et al. (2009).
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• Occipital bone: ossification for supraoccipital, interparietal and pars lateralis
commences around weeks 8–10, and by birth the occipital bone is represented
by the pars basilaris, the two lateral parts and squama.

• Temporal bone: ossification for squamous part first appears around weeks
7–8, and at birth there are two parts—namely, the petromastoid and squamo-
tympanic areas.

• Parietal bone: two ossification centres appear from weeks 7–8, becoming a
single bone at birth.

• Frontal bone: at weeks 6–7 the primary centre appears; by birth the bone is
represented by its right and left halves.

• Maxilla: ossification starts at 6 weeks; main parts are present at birth with the
crowns of deciduous teeth in crypts. Calcification of the first permanent
molar begins.

• Mandible: ossification begins at 6 weeks; at birth 2 separate halves are present.

Figures 3.3 to 3.6 show the skull of a late fetal/neonatal infant from anterior, lateral,
superior and inferior views. With regard to age estimation in the cranial vault of the
fetus, Kósa (1989) mentioned that development of the temporal bone may be very
helpful in age estimation. Ossification of the squamous part of the temporal bone
with the tympanic ring and the os petrosus can be seen as a morphological sign that
the fetus was viable. In most cases, fusion of these bones is present at the beginning
of the 7th lunar month, and it should be clearly seen by lunar months 8–10. Also,
the presence of the anterior inferior part of the parietal bone, which is situated
between the frontal and temporal bones, is characteristic of the full-term infant. 

As far as the development of the bones of the cranial base is concerned, Kósa
(1989) emphasized the following five characteristics that can be helpful (pp. 34–35):

Figure 3.3. Fetal/neonatal skull in anterior view.



1. Fusion of the lesser wing of the sphenoid bone with the body begins in the 7th

lunar month. This indicates that the fetus was probably viable.
2. The pointed, spear-shaped formation of the lesser wing of the sphenoid is

characteristic of a mature fetus. This occurs when the length of the wing is
more than twice its width.
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Figure 3.4. Fetal/neonatal skull in lateral view.

Figure 3.5. Fetal/neonatal skull in superior view.
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3. Closure of the fissure of the greater wing of the sphenoid parallel with the
midline happens around the 8th–9th lunar months, also indicating that the
fetus is nearing viability. This fissure extends from the foramen rotundum to
the posterior margin of the greater wing.

4. Fusion of the petrous bone with the squama of the temporal bone and the
tympanic ring also indicates a viable fetus.

5. Once the breadth of the basilar part of the occipital bone is more than its
length, the fetus may have reached a viable stage. Scheuer and Black (2000),
however, suggest that this only happens around 6 months postnatally.

Several formulae are provided in Fazekas and Kósa (1978) and Kósa (1989)
where measurements of selected cranial bones and sections of cranial bones can be
used to estimate body length. This body length can then, in turn, be used to esti-
mate gestational age. Similar data for the occipital bone are provided by Scheuer
and MacLaughlin-Black (1994) and for the frontal and parietal bones by Young
(1957).

3. Body Length and Long Bone Lengths

Kósa (1989) pointed out that age estimation in the fetus is relatively uncomplicated,
as most estimations can simply be based on basic osteometric data (bone lengths
vs. age). This is true for both cranial and postcranial bones. Gestational age is
usually determined by assessing either crown-rump (CRL) or crown-heel length
(CHL). In order to estimate the age of a fetus, the length of a long bone is usually
used to estimate either CRL or CHL, which is then converted to gestational age.

Figure 3.6. Fetal/neonatal skull in basal view.



The CRL by lunar month as published by Hill
(1939) and by gestational days from Daya (1993) is
shown in Table 3.2, whereas CHL by lunar month is
shown in Table 3.3 (Fazekas & Kósa 1978; Warren
1999)

Fazekas and Kósa (1978) contains much useful
information on bone lengths at various ages, but as
Scheuer and Black (2000) pointed out, “age/bone-
size correlations involve an inherent circular argu-
ment as their material, being of forensic origin, was
essentially of uncertain age” (p. 9). In the Fazekas
and Kósa study, fetuses were aged according to their
crown-heel length, and in their figures the length of
a long bone was plotted as the dependent variable
against the body length as independent variable.

A large body of literature is available that deals
with lengths of diaphyses versus age. Dry bone
lengths at various ages age can be found in Balthazard
and Dervieux (1921), Hesdorrer and Scammon
(1928), Moss et al. (1955), Olivier and Pinneau
(1960), Olivier (1974), Keleman et al. (1984) and
Bareggi et al. (1994, 1996). Several sources also pub-
lished data from x-rays (e.g., Scheuer et al. 1980;
Adalian et al. 2001; Khan & Faruqi 2006) and ultra-
sound (e.g., Bertino et al. 1996). According to the
study by Khan and Faruqi in Indians, maximum
growth rates occurred between 4 and 6 months for
most of the long bones. 

Warren (1999) addressed the issue of compara-
bility between various studies, and used a large
modern sample of fetuses derived from the U.S. He
investigated the correlation between lengths of long
bones as observed on radiographs, and compared
the age estimates to those published by the much
older study of Fazekas and Kósa (1978). Using least-
squares linear regression, he produced formulae to
predict CHL from radiographic long bone lengths.
These formulae are shown in Table 3.4, and the CHL
estimates can be used to determine age by using the
data in Table 3.3 (according to Haase’s rule which
states that the age of the fetus can be estimated by its
body length). Surprisingly, no statistical significant
differences were found in the proportions between
the two samples, with the exception of the femur. It
seems that the Fazekas and Kósa data are valid for
estimating CHL of fetuses in the U.S. This may
imply that fetal development is very similar in vari-
ous populations, and that inter-individual variation
within a sample is more than variation observed
between populations.
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Table 3.2

Fetal Age and Equivalent Crown-Rump Length 
(CRL in mm). Hill (1939) Shows CRL Throughout

Gestation, Daya (1993) First Trimester

Lunar
Month

CRL (Range)
Hill 1939

Gestational
Age (Days)

CRL
Daya 1993

2
3
4
5
6
7 (male)
7 (female)
8 (male)
8 (female)
9 (male)
9 (female)
10 (male)
10 (female)

69 (up to 80)
115 (81–135)
157 (136–175)
194 (176–215)
233 (216–255)
274 (256–285)
268 (256–285)
298 (286–315)
298 (286–315)
332 (316–340)
333 (316–340)
348 (341+)
349 (341+)

47.0
48.0
55.0
56.0
61.5
70.5
78.0
81.0
86.5
88.5
90.0
92.0

6
7
14
15
21
32
43
48
59
64
68
75

Table 3.3

Fetal Age and Equivalent Crown-Heel Length (CHL)

CHL Lunar Month

24–26 cm
27–28 cm
29–31 cm
32–33 cm
34–36 cm
37–38 cm
39–41 cm
42–43 cm
44–46 cm
47–48 cm
49–51 cm

5
5.5
6
6.5
7
7.5
8
8.5
9
9.5
10

Note: After Fazekas and Kósa, as shown in Warren (1999).

Table 3.4

Linear Regression Equations to Predict Crown–Heel
Length (CHL) from Long Bone Lengths (Warren 1999)

Equation SE

CHL = 90.835 + 5.188(femur)
CHL = 82.858 + 6.308(tibia)
CHL = 79.677 + 6.896(fibula)
CHL = 45.571 + 6.839(humerus)
CHL = 47.886 + 8.196(radius)
CHL = 51.642 + 7.193(ulna)

7.866
8.351
9.948
7.704
8.696
8.097

Note: Reprinted with permission from the Journal of Forensic
Sciences 44(4), © ASTM International, 100 Barr Harbor Drive,
West Conshohocken, PA 19428.
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Case Study 3.1

Two Young Victims

A series of rapes and murders occurred between 2004 and 2008 in the Modimolle region of the Limpopo
Province of South Africa. Of the 10 missing victims, the bodies of three had not been found by the time the suspect
was arrested. Near the end of 2008, the skeletonized remains of two juvenile individuals were discovered in the
region of Modimolle and sent for analysis. They were suspected of having been victims of the same perpetrator. 
The remains of the first victim were very poorly preserved and incomplete, and comprised of two ribs, hand

and foot bones, four loose teeth (three deciduous and one permanent), a complete left humerus (diaphysis) and
a number of unfused vertebrae. Based on the develop-
ment of the dentition and the length of the humerus, the
individual was estimated to have been 8 ± 2 years of age
when he/she died. 
The second individual (Case Study Figure 3.1a) was

much better preserved, and a near complete but frag-
mentary skeleton was found. Although initially reported
to have been two individuals, reconstruction of the skull
indicated that the remains represented only one individ-
ual. The skull could not completely be reconstructed due
to extensive plastic deformation, and showed signs of
blunt force trauma (Case Study Figures 3.1b–c). The
degree of development and eruption of the teeth as well
as the characteristics of the occipital bone and the devel-
opment of the vertebrae indicated an age of about 3–5
years for this individual.
Of the three victims that were still unaccounted for at

the time, one was a girl of 4 years and the other a girl of 8
years. This correlated very well with the age estimates for
these two individuals. In this case, the age estimations
were thus spot-on.
The 45-year old accused was eventually found guilty on

10 counts of murder, 17 of rape, and 18 of kidnapping.
He committed suicide shortly after sentencing.

M Steyn

Case Study Figure 3.1a. Reconstructed incomplete
skull of child found near Modimolle.

Case Study Figure 3.1b. Blunt force trauma to the skull. Case Study Figure 3.1c. The skull shown in lateral view.



C. JUVENILE REMAINS

1. Ossification Centers and Epiphyseal Union

Ossification Centers

Figures 3.7 and 3.8 and Table 3.5 outline basic data on the appearance of major
centers of ossification (from Schaefer et al. 2009). It is to be noted that appearance
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Figure 3.7. Approximate age of appearance of some of the major ossification centres of
the upper limb.
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of ossification centers differs between the sexes. The sex dichotomy is a real one,
with the females advanced compared to males. Pryor (1923, 1927, 1933) was among
the first to establish this fact.

Many studies have been published with data on appearance of ossification centers,
and only the summary is given here. In principle they represent optimum values
(i.e., they give about the 80th percentile) or age values for the best growing children.
This situation in itself offers one explanation for the wide age differences so often

Figure 3.8. Approximate age of appearance of some of the major ossification centers of
the lower limb.



noted in the literature. Some authors cite age of first
appearance, others of the latest appearance. Some give
an average age or 50th percentile, others give an age of
total appearance in the sample (100th percentile). The
80th percentile is an acceptable standard or norm to
use. It should be noted that these tables and figures give
average values, while all have ranges that should be
taken into account. These are outlined in detail, for
example, in Scheuer and Black (2000). 

As Stewart (1979) has observed, the appearance of
ossification centres is not frequently used in skeletal
cases, as they are easily overlooked during recovery or
broken. Ossification centres are most useful if bodies
are fleshed and could be assessed by means of x-rays.
Ossification centres are also commonly used in ortho-
dontic practice to evaluate the skeletal age and devel-
opment of patients. Atlases such as those by Greulich
and Pyle (1959) which show appearance of ossification
centres and union between primary and secondary
centres are mostly used for this purpose. It also finds
application in age estimation of the living. These will be
addressed in more detail in the chapter dealing with
age estimation in living individuals.

Epiphyseal Closure

Epiphyseal union is more commonly used in skele-
tonized cases than ossification centres. This process of
epiphyseal union usually begins by about 12 to 14 years
and occurs earlier in females than in males. The study
by Stevenson (1924) was a historical landmark in this
regard. It was the first study of epiphyseal union made
on a sizable sample (128 skeletons with an age of 15–28
years) of known age, sex, and ancestry, and was impor-
tant also because it is an osteological study, rather than
a radiographic one. This study has definite limitations,
though, in that: (1) “known age” is usually really “stated
age,” which is often rounded off; (2) the number, 128,
spread over 14 years and both sexes, becomes inadequate
when broken down by age and sex; and (3) it is said that
“dead material is defective material” and hence complete
normality is not always achieved (e.g., Wood et al. 1992). 

The four stages recognized by Stevenson are no union,
beginning union, recent union and complete union: 

(1) In the first, or stage of no union, the clearly evident
hiatus between the epiphysis and diaphysis, as well as
the characteristic saw-tooth like external margins of
the approximated diaphyseal and epiphyseal surfaces,
present unmistakable evidence of the condition of non -
union. In this stage the epiphysis has not infrequently
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Table 3.5

Appearance of Secondary Ossification Centres 
in the Long Bones and Pelvis

Skeletal Location Age Range

Clavicle
Shaft only 
Medial epiphysis
Lateral epiphysis

Birth
12–14 yrs
19–20 yrs

Humerus
Shaft only
Humeral head
Capitulum
Greater tubercle
Lesser tubercle
Medial epicondyle
Trochlea
Lateral epicondyle

Birth
2–6 months
By 1st year
6 months–2 yrs
4+ yrs
4+ yrs
By 8th year
10th year

Radius
Shaft only
Distal epiphysis
Radial head
Styloid process

Birth
1–2 yrs
5th year
By 8th year

Ulna
Shaft only
Distal epiphysis
Styloid process and 
olecranon

Birth
5–7 yrs
8–10 yrs

Pelvis
Ilium, ischium and pubis 
present

Birth

Femur
Shaft and distal epiphysis
Femoral head
Greater trochanter
Lesser trochanter

Birth
By 1st year
2–5 yrs
7–12 yrs

Tibia
Shaft and proximal 
epiphysis

Proximal secondary 
centre

Distal secondary centre
Ossification of medial
malleolus
Distal part of tuberosity 
starts to ossify

Birth

By 6 weeks

3–10 months
3–5 yrs

8–13 yrs

Fibula
Shaft only 
Distal epiphysis
Proximal epiphysis in 
girls

Proximal epiphysis in 
boys

Ossification of styloid 
process in girls

Ossification of styloid 
process in boys

Birth
9–22 months
During the 4th year

During the 5th year

During the 8th year

During the 11th year

Note: From Schaefer et al. (2009).
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become entirely separated from the diaphysis in the process of maceration (or decomposi-
tion), leaving a billowy surface which is characteristic of this stage; a point to be noted in
connection with the less frequent cases of epiphyses becoming forcibly separated at a later
stage when partial union has taken place. 
(2) In the second, or stage of beginning union, a tendency is evident for the distinct superficial
hiatus between epiphysis and diaphysis to be replaced by a line. The saw-tooth character of
the approaching margins is gradually lost through the deposition of finely granular new
bone in the depressions. Quite as characteristic of this stage is an occasional bridging over or
knitting together of the two margins, an external manifestation of the process of obliteration
of the space between the diaphysis and its epiphysis. The process of bridging over and pro-
gressive obliteration of the epiphyseal line becomes increasingly conspicuous from this stage
on. Diaphyseal and epiphyseal surfaces resulting from the occasional complete separation of
the epiphysis at this stage are not difficult to distinguish from those of the preceding stage
when the filling in of the depressions by new bone deposition and the resultant smoothing
out of the former rugged surface is noted. 
(3) The third, or stage of recent union, is the least definite of the four and offers at times some
difficulty even to the most experienced observer. This stage is characterized chiefly by the
retention of a fine line of demarcation, although the active process of bony union is plainly
over. This line, which varies much in distinctness on different bones and in different skeletons,
can be seen best in freshly macerated skeletons, when it usually, though not always, has a
faintly reddish color. The line in question must be clearly distinguished from the "epiphyseal
scar" which is occasionally met within the fourth stage, and less frequently throughout life.
(4) The fourth, or stage of complete union, represents the completion of the process of
union and usually offers no difficulties in its recognition. In a certain small percentage of
cases there may be a faint epiphyseal line persisting throughout life. Care must be taken in
the case of such lines, however, especially in the case of the distal end of the femur and the
proximal end of the tibia not to mistake a relatively conspicuous line of capsular attachment
for the epiphyseal line itself. 

In practice, non-union is scored in the Stevenson method as 0, beginning as B, recent
as R and complete as C. These stages are shown in Figure 3.9. Stevenson's sequence for
the age period is given as follows (the order is variable, i.e., a given center may be before
or after another center, but generally the sequence holds):

Distal extremity of humerus Proximal extremity of tibia
(Medial epicondyle of humerus) (Proximal extremity of fibula) 

Coracoid process of scapula Distal extremity of femur
Three primary elements of innominate bone Tuberosity of ischium
Head of radius Distal extremities of radius and ulna

(Olecranon of ulna) Head of humerus
Head of femur Crest of ilium

(Lesser and greater trochanters of femur) Heads of ribs
(Tuberosities of ribs) Ramal epiphysis of pelvis

Distal extremities of tibia and fibula Clavicle

Stewart (1934) studied the sequence of epiphyseal union in two Mongoloid samples:
the Pueblo Indians of Southwest U.S., and the Eskimo. He stated (p. 447) that “racial dif-
ferences in sequence of epiphyseal union are most apparent in connection with earliest
epiphyses” in Stevenson's list, i.e., the first six. Stewart also indicated greater variability
than is implicit in Stevenson's study, especially with reference to beginning union and
published a slightly altered sequence. Since these early studies a number of researchers
have studied closure in many populations (e.g., Krogman 1955; McKern & Stewart 1957;



Johnston 1961). A very easy and popular way to remember the relative sequence of epiphy-
seal closure is shown in Figure 3.10.

Once again there is no such thing as an “average individual,” and the timing of epiphyseal
union should be seen as having only a central tendency. This concept is demonstrated in

Table 3.6 (from McKern & Stewart 1957).
Here it can be seen that—for the iliac
crest, for example—20% of individuals
had complete union at age 18, with 100%
attaining closure at age 23. This is also
graphically represented in Figure 3.11
(from Buikstra & Ubelaker 1994), where
the age range of closure for a specific epi-
physis is given.

Recent, updated data for epiphyseal
union are provided by Scheuer and Black
(2000) and Schaefer et al. (2009). Schaefer
et al. also provided very user-friendly
scoring sheets, summarized in Table 3.7
for females and Table 3.8 for males. If the
sex of the individual is unknown, the
upper and lower age ranges should be ad-
justed accordingly. According to Cardoso
(2008a), data on the upper limb and
scapula could be used to obtain an age
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Figure 3.9. Examples of stages of epiphyseal union, from left to right, open (O), early closure (B) and completely fused (C). In
recent union (R), a feint epiphyseal line is present.

Figure 3.10. Order of epiphyseal closure, starting from the elbow,
to hip, ankle, knee, wrist and shoulder (redrawn after Loth & Îşcan
2000). Key: E = elbow, H = hip, A = ankle. K = knee, W = wrist, S =
shoulder; 1-6 shows the relative sequence.
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within a 5-year age range, and with the
clavicle to within a 9-year range. For the
lower limb and pelvis age estimates
within 5–6 years can be obtained (Car-
doso 2008b).

Where available, population-specific
data should be used as differences be-
tween various populations have been
noted (Cardoso 2008a, b). Schaefer and
Black (2005), for example, compared
data from 10 epiphyses in Bosnian ma-
terial to the McKern and Stewart (1957)
data on soldiers killed in the Korean
War. In general, all Bosnian closures
were about 2 years earlier than that
reported by McKern and Stewart. For
forensic work in the Balkans, an upper
limit is thus produced that is often 2
years too high when the McKern and
Stewart data are used. 

Similarly, Crowder and Austin (2005)
studied the range of variation in distal
epiphyseal union of the tibia and fibula
from radiographs in North Americans
of European, African and Mexican
American children. Complete fusion
was found to occur as early as 12 years
in the distal fibula and tibia in females,
while all were completely fused by 16.
No differences were found between
ancestral groups. Complete fusion oc-
curred in males as early as 14, with all
being complete by 19 years. African and
Mexican-American males demonstrated
complete fusion at 14, whereas European-
Africans did not express complete fusion
until age 16. In Banerjee and Agarwal’s
(1998) study of 180 Indian girls and
boys, the ankle epiphyses closed rela-
tively earlier in males (17–18), and later in females (16–17). Wrist joint closure was
complete in all Indian males by 19–20, and 18–19 in females. 

Coqueugniot and Weaver (2007) studied 137 individuals from the Coimbra col-
lection in Portugal and compared it to the Buikstra and Ubelaker (1994) standards.
Some differences and some similarities were found. For example, ages at union of the
distal radius, greater trochanter of the femur, distal femur, both ends of the fibula,
and distal end of the tibia were similar. However, the humeral medial epicondyle
and distal humerus were delayed by about 5 years. In the Coimbra sample, the iliac
crest, medial clavicle, femoral head, and proximal tibia closed earlier, whereas the
acromion and humeral head reached union about 3 years later than in the Buikstra
and Ubelaker graph. In general, the Coimbra sample seemed more variable. 

Table 3.6 

Age Range of Stage 4 Epiphyseal Union Expressed in Percentage
(Male Only)

Epiphysis Age-range of Stage 4

1. Iliac crest 20% at 18, 100% at 23

2. Ischium 10% at 17, 100% at 24–25

3. Clavicle, R and L 37% at 24–25 100% at 31

4. Thoracic vertebrae (1–12)
Epiphyseal rings 4–13% at 17–18

6–24% at 19
68–100% at 20
83–100% at 21
67–100% at 22
81–100% at 23
100% at 24–25

5. Scapula
Acromion
Inferior angle
Vertebral border

40% at 17, 100% at 23
40% at 17, 100% at 23
20% at 17, 100% at 23

6. Sternum
Complete fusion between
1st and 2nd segment
2nd and 3rd segment

14% at 19, 92% at 24–25
1% at 20, 57% at 28–30

7. Rib (1–12)
Vertebral epiph. 11–40% at 18

11–41% at 19
28–64% at 20
51–78% at 21
72–96% at 22
92–96% at 23
100% at 24

8. Sacrum
S4–5
S3–4
S2–3
S1–2
S1

Sup. epiphyseal ring
Lateral joints
Auricular epiphysis

47% at 17–18, 100% at 23
24% at 17–18, 100% at 23
30% at 17–18, 100% at 24
22% at 20, 100% at 33+

at at
30% at 18, 100% at 22
32% at 18, 100% at 22
12% at 18, 100% at 22

Note: Modified from McKern and Stewart (1957).



These examples indicate that although the general data as produced by Buikstra
and Ubelaker (1994) and Schaefer et al. (2009) are broadly accurate, age estimates
should be adjusted if the data for a specific sample are available.

Radiographic Assessment of Epiphyseal Union

While Stevenson (1924) identified four stages (O, B, R, C) and McKern and Stewart
(1957) five (0–4) when they assessed epiphyseal union, it may be more difficult to
assess on radiographs. Todd (1930, p.193) presented nine roentgenographic stages
as follows:
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Figure 3.11. Relationship between epiphyseal union and fusion of primary ossification centers and chronological age (Fig. 20,
Buikstra & Ubelaker 1994). Original data are from Krogman and Îşcan (1986), McKern and Stewart (1957), Redfield (1970), Suchey
et al. (1984), Ubelaker (1989a–b). Bars indicate period of fusion. Key: M = male, F = female, na = neural arches.
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• The first extends to the period when dia-
physeal and epiphyseal bone approximate
each other but as yet show no intimate rela-
tion, the adjacent surfaces being ill-defined
and composed of cancellous tissue.

• The second is the stage of obscuration of
the adjacent bony surface by their transfor-
mation into thick, hazy zones.

• The third stage shows clearing of the haze
with appearance of a fine delimiting surface
of more condensed tissue, shown on the
roentgenogram as a fine white line.

• The fourth stage exhibits billowing of adja-
cent surfaces.

• In the fifth stage the adjacent surfaces show
reciprocal outlines which are parallel to
each other.

• In the sixth stage the gap between adjacent
surfaces is narrowed.

• The seventh is the stage of commencing
union when the fine white billowed outlines
break up.

• In the eighth stage union is complete, though
recent, and appears on the naked bone as a
fine line.

• The ninth stage is that of perfected union
with continuity of trabeculae from shaft to
epiphysis.

These differences in visualization are
something to be taken into account if union
is studied radiographically. The problem of
evaluating and comparing epiphyseal union
on the actual bone with the radiograph is a
difficult one. A radiograph can be very mis-
leading (“a confused medley of shadows” as
Todd called it). It is also true that radiographic
interpretation is a matter of a special training
by itself. In a film, the “scar” of recent union
(the maintenance of radiographic opacity at
the site of the piled up calcification adjacent
to the epiphyseo-diaphyseal plane) may per-
sist for several years after demonstrable
complete union in the bone itself. 

Drennan and Keen (1953) stated that “the
periods of fusion indicated by radiographs of
the bony extremities are approximately three years earlier than the periods of fusion
indicated by anatomical evidence and as given in anatomy textbooks, because epi-
physeal lines can remain visible on the bone for a considerable time after the radio -
graphs indicate that fusion has taken place.” However, this statement may not be
entirely accurate. For example, in the illustration of the humerus taken from Drennan
and Keen (Fig. 3.12), the degree of union would be recorded as a B (Stevenson), or

Table 3.7

Adolescent and Postadolescent Aging According to
Epiphyseal Union in Males

Open Partial Complete

Humerus Proximal
Medial
Distal

≤ 20
≤ 18
≤ 15

16–21
16–18
14–18

≥ 18
≥ 16
≥ 15

Radius Proximal
Distal

≤ 18
≤ 19

14–18
16–20

≥ 16
≥ 17

Ulna Proximal
Distal

≤ 16
≤ 20

14–18
17–20

≥ 15
≥ 17

Hand Metacarpals & 
phalanges

≤ 17 14–18 ≥ 15

Femur Head
Greater trochanter
Lesser trochanter
Distal

≤ 18
≤ 18
≤ 18
≤ 19

16–19
16–19
16–19
16–20

≥ 16
≥ 16
≥ 16
≥ 17

Tibia Proximal
Distal

≤ 18
≤ 18

16–20
16–18

≥ 17
≥ 16

Fibula Proximal
Distal

≤ 19
≤ 18

16–20
15–20

≥ 17
≥ 17

Foot Calcaneus
Metatarsals & 
phalanges

≤ 16
≤ 17

14–20
14–16

≥ 16
≥ 15

Scapula Coraco-glenoid
Acromion
Inferior angle
Medial border

≤ 16
≤ 20
≤ 21
≤ 21

15–18
17–20
17–22
18–22

≥ 16
≥ 17
≥ 17
≥ 18

Pelvis Tri-radiate complex
Ant Inf Iliac spine
Ischial tuberosity
Iliac crest

≤ 16
≤ 18
≤ 18
≤ 20

14–18
16–18
16–20
17–22

≥ 15
≥ 16
≥ 17
≥ 18

Sacrum Auricular surface
S1–S2 bodies
S1–S2 alae
S2–S5 bodies
S2–S5 alae

≤ 21
≤ 27
≤ 20
≤ 20
≤ 16

17–21
19–30+
16–27
16–28
16–21

≥ 18
≥ 25
≥ 19
≥ 20
≥ 16

Vertebrae Annular rings ≤ 21 14–23 ≥ 18

Ribs Heads ≤ 21 17–22 ≥ 19

Clavicle Medial end ≤ 23 17–30 ≥ 21

Manubrium 1st costal notch ≤ 23 18–25 ≥ 21

Note: Published with permission from Schaefer et al. (2009), Juvenile
Osteology, Academic Press.



1 (McKern and Stewart), on the bone. In the
radiograph, since union has begun centrally
(which is normal), one would certainly go no
further than B+ or 2 (i.e., with the radio graph
depth is gained and, hence, some increase in
progress towards union becomes obvious).
The same reasoning applies to the illustration
of the femur (Fig. 3.13); certainly in the distal
or condylar end, one would follow the bone
rather than the film. Actually, the differences
between bone and radiograph (between, say
Stages B and B+, or between Stages 1 or 2) are
not too great: probably no more than about
plus or minus six months. The “three years
earlier” dictum in favor of the x-ray can
therefore not be accepted. However, the fact
that stages of union on radiographs and the
actual dry bone may not be entirely com -
parable should be taken into account when
standards derived from radiographs are used
on dry bone and vice versa. Cardoso (2008a)
recently also confirmed this difficulty with
reciprocity between the two methods of in-
vestigation.

In radiographs of growing long bones, one
or more transverse (Harris) lines are often
observed at the diaphyseal ends. These have
traditionally been thought to be evidence of
growth disturbance and were thus called
“scars of arrested growth” (e.g., Park & How-
land 1921; Harris 1926; Wells 1967; Gindhart
1969; Hunt & Hatch 1981; Maat 1984). These
lines were said to mark pauses in bony
growth due to disease or nutritional deficien-
cies. In the context of estimation of age, if
many of them are observed, it may be possi-
ble that epiphyseal union has been delayed in
the specific individual. More recently, how-
ever, it has been suggested that these lines
may result from normal growth and growth
spurts and may not be related to pathology
or nutritional deficiencies at all (Alfonso-
Durruty 2011; Papageorgopoulou et al. 2011).

Vertebrae and Sacrum

Typical vertebrae consist of three separate parts in the very young individual: one
centrum and two unfused neural arches (Fig. 3.14). These three parts will fuse in
the various parts of the vertebral column in a particular sequence which can be
very useful in age estimation. During puberty the epiphyses will appear, which will
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Table 3.8

Adolescent and Postadolescent Aging According to
Epiphyseal Union in Females

Open Partial Complete

Humerus Proximal
Medial
Distal

≤ 17
≤ 15
≤ 15

14–19
13–15
11–15

≥ 18
≥ 16
≥ 15

Radius Proximal
Distal

≤ 15
≤ 18

12–16
14–19

≥ 16
≥ 17

Ulna Proximal
Distal

≤ 15
≤ 18

12–15
15–19

≥ 15
≥ 17

Hand Metacarpals & 
phalanges

≤ 15 11–16 ≥ 15

Femur Head
Greater trochanter
Lesser trochanter
Distal

≤ 15
≤ 15
≤ 15
≤ 16

14–17
14–17
14–17
14–19

≥ 16
≥ 16
≥ 16
≥ 17

Tibia Proximal
Distal

≤ 17
≤ 17

14–18
14–17

≥ 17
≥ 16

Fibula Proximal
Distal

≤ 17
≤ 17

14–17
14–17

≥ 17
≥ 17

Foot Calcaneus
Metatarsals & 
phalanges

≤ 12
≤ 13

10–17
11–13

≥ 16
≥ 15

Scapula Coraco-glenoid
Acromion
Inferior angle
Medial border

≤ 16
≤ 18
≤ 21
≤ 21

14–18
15–17
17–22
18–22

≥ 16
≥ 17
≥ 17
≥ 18

Pelvis Tri-radiate complex
Ant Inf Iliac spine
Ischial tuberosity
Iliac crest

≤ 14
≤ 14
≤ 15
≤ 16

11–16
14–18
14–19
14–21

≥ 14
≥ 16
≥ 17
≥ 18

Sacrum Auricular surface
S1–S2 bodies
S1–S2 alae
S2–S5 bodies
S2–S5 alae

≤ 20
≤ 27
≤ 19
≤ 20
≤ 14

15–21
14–30+
11–26
12–26
10–19

≥ 18
≥ 25
≥ 19
≥ 20
≥ 16

Vertebrae Annular rings ≤ 21 14–23 ≥ 18

Ribs Heads ≤ 21 17–22 ≥ 19

Clavicle Medial end ≤ 23 17–30 ≥ 21

Manubrium 1st costal notch ≤ 23 18–25 ≥ 21

Note: Published with permission from Schaefer et al. (2009), Juvenile
Osteology, Academic Press.
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be fused by the early twenties. These changes are de-
scribed in detail in Scheuer and Black (2000) and
Schaefer et al. (2009).

Posterior fusion between the laminae occurs in the
thoracic and lumbar vertebrae in the first year of life,
while it usually commences in C3–C7 during the
second year. During year two this process is usually
completed in the thoracic and upper lumbar vertebrae.
By 3–4 years, neurocentral fusion occurs in C3–C7
and all the thoracic and lumbar vertebrae. At ages 4–5,
posterior fusion of the atlas occurs and the dens of the
axis unites with the centrum. The laminae of L5 will
also fuse. 

By ages 5–6, the axis is basically complete and the anterior arch of the atlas fuses.
All centra have fused to their neural arches. Superior and inferior annular rings
(epiphyses) appear during puberty, and their fusion is completed in the early twenties.

As far as the sacrum is concerned, all primary centres (21 parts) are present at
birth except for the distal coccygeal segments. Neurocostal fusion of S1 and S2
occurs during ages 3–4 and these unite with the centra by 4–5 years. By ages 5–6, the
primary centres are fused in all sacral segments, except for the posterior synchon-
drosis which only starts around 6–8 years. This process is completed by 10 years.
Around 12–14 years, the lateral elements and the central regions of the bodies in
the lower sacrum start to unite and by puberty the posterior sacrum is completed. 

Fusion between S1 and S2 is highly variable and may occur as late as 35 years of
age (Belcastro et al. 2008).

Sternum

At birth the sternum is composed of at least four separate parts, the uppermost of
which is called the manubrium, and the lower three or four which will unite to
form the body (Girdany & Golden 1952; Schaefer et al. 2009). The timing of the
appearance and union of the sternebrae are highly variable. Broadly speaking,

Figure 3.12. Photograph and x-ray of a female humerus,
age unknown. The epiphyseal gap is plainly seen on the
bone, but some trabeculation across the gap has occurred.
The x-ray film suggests a higher degree of union, for it has
begun in the depths, i.e., centrally (from Drennan & Keen
1953, Fig. 8).

Figure 3.13. Photographs and x-rays of upper and
lower ends of male a femur with stated age at death of
23 years. In the upper end the head and trochanter
have begun to unite, while in the lower x-ray, the
degree of union seems to suggest a “scar of recent
union.” In the lower end, the photograph and radi-
ographic image show a similar contrast (from Drennan
& Keen 1953, Fig. 9).



sternebrae 3 and 4 fuse between ages 4 and 15, whereas number 2 fuses to 3 and 4
by 11–20 years. Sternebra 1 fuses to the rest of the mesosternum at 15–25 years.
The xiphoid will fuse to the rest only in older age.

2. Linear Growth of Long Bones

A number of studies have been published attempting to estimate age from the linear
length of long bones in children. These include the works of Scammon (1937),
Maresh (1955), Anderson et al. (1964), Gindhart (1973), Sundick (1978), Ubelaker
(1987), Hoffman (1979), Hunt and Hatch (1981), and Steyn and Henneberg (1996).
While some of these studies have been primarily interested in the assessment of
normal growth, their results may be helpful in forensic estimation of age at death.
This method, however, may show so much variation that their applicability must
be supplemented by additional methods such as the epiphyseal union and dental
development where possible.

Unfortunately, many of the published studies have been done on archaeological
materials, where the age of the individual was determined by dental development,
and the length of the diaphysis then plotted against the estimated age. These stud-
ies include sixth to seventh century Germans (Sundick 1978), American Arikara
Indians (Merchant & Ubelaker 1977; Jantz & Owsley 1984) and the Indian Knoll
population (Sundick 1978). In others, such as Saunders et al. (1992), the ages were
recorded as cemetery data, but they are of historic age and their relevance to
modern forensic cases can be questioned. The most relevant data are still those by
Maresh (1970), Gindhart (1973), Hoffman (1979) and Hunt and Hatch (1981), but
they need to be updated with more recent material.

Hunt and Hatch (1981) developed a radiographic method to estimate age at
death from the diaphyseal length of either the femur or tibia in individuals aged 1
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Figure 3.14. Juvenile vertebra consisting of three separate parts.
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through 18 years. In their sample, average lengths were calculated separately from
adult male and female values. A subadult age is derived from the proportion of
adult lengths attained at death. Calculations are based on double logistic curves for
the male tibia and femur. 

Hoffman (1979) presented age estimates based on diaphyseal length in sub-adults
(below 12 years of age). In this study, Hoffman pointed out that the published dia-
physeal length data based on radiography are 2%–3% greater than the actual
anatomical length of the diaphysis. The data he presented are for females, since the
male sample was too small. Of all the long bones, the femoral diaphysis, if present,
may serve as the best indicator of age.

Figures 3.15 and 3.16, taken from Hoffman (1979) present the curve of the average
growth of the femoral and radial diaphyses, 2 months to 12 years, with standard
deviation. Tooth eruption is also shown up to and including the eruption of the
second permanent molar. The figure for the femur (Fig. 3.16) demonstrates that the
diaphyseal length is not much more variable than tooth eruption time. Hence, dia-
physeal length is a reasonably acceptable means of age estimation for individuals
less than 12 years. As Byers (2011) points out, these graphs also show the deceleration
that occurs during early childhood and also the increasing variation in older ages.
The 95% confidence intervals are thus increasing during later childhood. This
method can therefore be used with relative accuracy in younger ages, but gets less
accurate in older children.

Figure 3.15. Maximum diaphyseal length variation of the
radius compared to tooth eruption time variance. Middle curve
is the mean length and the others are ± 1.96 SD (Hoffman
1979, Fig. 1).

Figure 3.16. Maximum diaphyseal length variation of the
femur compared to tooth eruption time variance. Middle curve
is the mean length and the others are ± 1.96 SD (Hoffman
1979, Fig. 2). 



Figures 3.17 to 3.22 show the age versus long bone diaphyseal lengths using
three datasets. For the Maresh (1970) and Gindhart (1973) data, the average of male
and female bone length at a specific age is shown. South African black, white, and
cape colored children aged between birth and 12 years comprise the Stull et al. (in
prep.) sample which was acquired from two institutions in Cape Town, South
Africa. The total sample size is 600 individuals, though the sample size differs per
long bone. The smallest sample size was 360 individuals for the ulna, whereas the
largest was 436 individuals for the radius. These represent modern South African
children; most individuals were born after 1995. The mean long bone lengths are of
a pooled male and female sample, as forensic anthropologists do not have reliable
sex estimation techniques which would allow for further separation by sex. Figures
3.17–3.22 illustrate South African mean long bone lengths (Stull et al. in prep.)
compared to North American mean long bone lengths by age in years (Maresh
1970; Gindhart 1973). These mean long bone graphs are not intended for age
estimation, as they are showing long bones by age, rather than age by long bones.
However, they do illustrate the differences in bone lengths, relative to age, between
various populations.

The South African sample is comprised of middle to low socioeconomic class
individuals, whereas the North American samples are comprised of healthy
middle class white children (Maresh 1955; Stull et al. in prep.). The general pat-
tern seems to be for South Africans to have longer diaphyses in younger ages,
but shorter diaphyses in older ages. The observed differences in the plotted
means could be a result of either population or environmental influences (Stull
et al. in prep.). Sciulli (1994) addressed part of this problem and indicated that
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Figure 3.17. Relationship between age and
humerus length. Data from Maresh (1970)
show the average between male and female
length. The Stull (in prep) data are for South
African children (sexes combined).

NA = North American
SA = South African
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Figure 3.18. Relationship between age and
radius length. Data from Maresh (1970) and
Gindhart (1973) show the average between
male and female length. The Stull (in prep)
data are for South African children (sexes
combined).

NA = North American
SA = South African

Figure 3.19. Relationship between age and
ulna length. Data from Maresh (1970) show
the average between male and female length.
The Stull (in prep) data are for South African
children (sexes combined).

NA = North American
SA = South African
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Figure 3.10. Relationship between age and
femur length. Data from Maresh (1970) show
the average between male and female length.
The Stull (in prep) data are for South African
children (sexes combined).

NA = North American
SA = South African

Figure 3.21. Relationship between age and
tibia length. Data from Maresh (1970) and
Gindhart (1973) show the average between
male and female length. The Stull (in prep)
data are for South African children (sexes
combined).

NA = North American
SA = South African
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nutritional stress and disease may not affect all bones equally. Studying diaphy-
seal lengths of long bones of juveniles from five prehistoric Native American
populations, it was found that the relative lengths of all long bones are not equiv-
alent. Long bones lengths in this sample were found to exhibit a consistent, signif-
icant sequence from relatively most affected to relatively least affected—this
sequence is femur, fibula, tibia, humerus, ulna and radius. The fact that the most
rapidly growing long bones can be assumed to be affected most by nutritional
deficiencies and disease may explain this phenomenon. In a diseased child, bones
of the upper limb may therefore possibly give better results than those of the
lower limb.

3. Cranium

General Considerations

The bones of the skull are separated by sutures which, in a sense, are analogous to
epiphyseo-diaphyseal planes, in that both are loci of growth and have a sequence and
timing of union. The present discussion will be limited mostly to growth of cranial
bones and cranial sutures. Just as epiphyseo-diaphyseal union most frequently
begins centrally and proceeds peripherally, so suture closure begins endocranially
and proceeds ectocranially. There is a difference, however, in that epiphyseal union
is always complete in normal cases (with the possible exception of the iliac crests of
the ilium), whereas suture closure may be incomplete (so-called “lapsed union”) in
perfectly normal, healthy individuals.

Figure 3.22. Relationship between age and
fibula length. Data from Maresh (1970) show
the average between male and female length.
The Stull (in prep) data are for South African
children (sexes combined).

NA = North American
SA = South African



Estimation of age from cranial remains in immature individuals has been a subject
of a number of studies, and their anatomy, sequence and timing of union, etc., are
discussed in several major textbooks and atlases (e.g., Scheuer & Black 2000; Schae-
fer et al. 2009). The temporal, occipital, frontal and sphenoid bones are the most
usable in age estimation in juveniles.

Temporal Bone

In 1979, Weaver attempted to estimate age from the temporal bones of 179 infants
and children in a Grasshopper Pueblo skeletal series. He established six develop-
mental sequences of the tympanic plate and used these to provide an age estimate
from fetal to 2.5 years that has been in popular use for many years. However,
Scheuer and Black (2000) described these stages as misleading and indicated that
by birth, the temporal bone is represented by two parts—the petromastoid and
squamotympanic. These two parts fuse during the first year of life. The tympanic
plate grows from year one to five, when the foramen of Huschke is formed as a
roughly circular opening in the tympanic plate, below the original meatus. This
foramen gradually closes and is obliterated by about 5 years of age (Reinard &
Rösing 1985).

Occipital Bone

The occipital bone has been extensively studied and is very helpful in age estimation
in children under the age of 6 years. At birth, this bone is represented by two lateral
parts (pars basilaris), the squama and the basilar part (pars basilaris). These can be
seen in the inferior view of the fetal skull shown in Figure 3.6. Several authors,
amongst them Redfield (1970), provided detailed information on age-related changes
in this bone. These are summarized by Scheuer and Black (2000) as follows:

• By 6 months: Width of pars basilaris always more than its length
• During year 1: Median sagittal suture and remains of mendosal suture close.

Jugular process develops on pars lateralis
• 1 to 3 years: Lateral parts fuse to squama
• 2 to 4 years: Hypoglossal canal (excluding pars basilaris) complete
• 5 to 7 years: Fusion of lateral and basilar parts
• 11 to 16 years: Fusion of sphenooccipital synchondrosis in females
• 13 to 18 years: Fusion of sphenooccipital synchondrosis in males

It is interesting to note the age of fusion of the synchondrosis. Many earlier texts
indicated that this suture closes between 18 and 25 years (e.g., Frazer 1948; Grant
1948; Ford 1958), but based on more recent data, Scheuer and Black (2000, p. 59)
comment that “closure of the synchondrosis almost certainly occurs during the
adolescent rather than the young adult period.” It seems that it closes at the end of
adolescence, after all permanent teeth (except molar three) had erupted, and occurs
about two years earlier in females than in males.

This was confirmed by Shirley and Jantz (2011) in modern Americans using
transition analysis. Maximum likelihood estimates indicate that females are most
likely to change from open to closing at 11.4, with the corresponding age for males
being 16.5 years. Transition from closing to closed occurs in females at 13.7 and
males at 17.4 years.
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Frontal Bone

At birth the frontal bone is represented
by a right and left half, separated by the
metopic suture. The anterior fontanelle
(Figs. 3.3 & 3.5) closes between 12 and 24
months and should be completely oblit-
erated by age 2. The metopic suture starts
closing from the nasal side during the
first or second year and is usually closed
by age 4. It may, however, persist until
adulthood (Scheuer & Black 2000).

Sphenoid Bone

The fusion of the various parts of the
sphenoid bone is complex and highly
variable. At birth, this bone is represented
by the body with two lesser wings as well
as two separate greater wings with ptery-
goid plates attached. In the first year of
life the greater wings fuse to the body, the
foramen ovale is completed and the sinus
starts to pneumatisize. By year 2 the fora-
men spinosum is completed, and by age 5
the dorsum sella is ossified (Scheuer &
Black 2000). 

D. ADULTS

1. General Considerations

For many years age estimations of the
adult skeleton have focused mostly on the
skull and pelvis, with studies on ribs
added in the 1980s. Relatively few new
methods have been added in the last few
years, but a whole host of studies have
been published that stringently test each
of these methods, singly or in combina-
tion, with many adaptations made for
specific populations. More detailed test-
ing of inter-observer repeatability has
also been the norm, as well as advanced
statistical techniques.

Age changes in the adult skeleton are
complex and occur gradually, and levels
of inter-individual variations are quite
high. Aging very much depends on the

Case Study 3.2

ADBOU Analysis of Orange Farms CAS 1140/11/2009

Around 4:00 a.m. on 16 November 2009, the burning body of a
female was discovered in a field alongside Welgevonden road near the
Orange Farms squatter camp in Johannes-
burg, South Africa. A week later, a forensic
sketch and description of the victim was
released (Case Study Figure 3.2a). She
had worn a multicoloured striped shirt,
had manicured fingernails and toenails,
long blonde hair with pink-striped strands,
and had been suggested to be approxi-
mately 15–20 years of age. Various police
and missing person reports had claimed
that she had “clearly” been a teenager. 
Seven months later, the body was not

identified and was sent for anthropological
analysis and facial reconstruction. On 18
May 2010, a complete and slightly charred body of a female was
received for processing and analysis in the Department of Anatomy,
University of Pretoria. While the skeletal remains were consistent
with a female, they belonged to an adult, not an adolescent. Age at
death was estimated using three methods—namely, morphoscopic
analysis (pubic symphysis, bone degeneration), transition analysis
(Boldsen et al. 2002), and dental microscopy (Gustafson 1950; Jo-
hanson 1971; Bang & Ramm 1970). 
Since the sternal ends of the ribs had fragmented during process-

ing, morphological features from the pubic symphysis were used to
estimate age at death. The ventral rampart of the pubic symphysis
had completed development, the symphyseal face had a distinct out-
line, and slight remnants of a ridge and furrow system on the inferior
face were observed. Slight lipping on the dorsal margin of the pubic
bone was noted. These characteristics correspond with a Phase 4
(23–76 years) in the Brooks and Suchey (1990) six-phase scoring
system. Epiphyses that fuse in late adolescence and early adulthood
such as the proximal humerus, medial clavicle, ischium and ilium
were closed and indicated a person older than 25 years of age.
Evidence of degenerative joint disease such as vertebral osteo-

phytosis and osteoarthritis was noted on several skeletal elements.
Osteophytic lipping was observed on C3 to C7 with mild to moderate

osteophytic growths on T9 to
T12 and L4. Osteoarthritis, arth -
ritic lipping and slight ebur -
nation were observed on the
proximal ends of both first met -
a tarsals and associated pha -
langes (Case Study Figure 3.2b).
Based on the above-mentioned
evidence from the skeleton, age
was estimated as 40–65 years. 

(Continued)

Case Study Figure 3.2a.
Police sketch of the victim.

Case Study Figure 3.2b.Osteoarthritis
and eburnation (not visible) on the first
metatarsals.
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Case Study 3.2 (Continued)

Transition analysis, using the ADBOU software program (Boldsen et al. 2002), was employed to record age-related
information from the cranial sutures, pubic symphysis and auricular surface (Case Study Figure 3.2c). It supplied an
age-at-death estimation between 28 and 54 years of age (95% confidence interval) (Case Study Figure 3.2d). From
the macroscopic skeletal evidence, the estimated age range for Orange Farms CAS 1140/11/2009 was 28–54 years.
Subsequently, the upper left central and lateral incisors (teeth

21 and 22) were extracted and sectioned. Both the Gustafson
(1950) and Johanson (1971) methods use six age-related dental
features—namely, dental attrition, secondary dentine formation,
cellular cementum, translucent dentine, periodontal loss and
apex resorption to estimate age. While the Gustafson (1950)
approach utilizes single linear regression formulae for each
variable, the Johanson (1970) technique applies multiple linear
regression formulae in which weights are applied to these
dental features based on association with external factors such
as diet and bruxism. Since environmental conditions and diet
least affect trans lucent dentine, Bang and Ramm (1970) consider
this feature to be the most reliable for estimating age at death.
All dental age methods provided a range of 42–63 years of
age, with mean values between 52 and 55 years.
In summary, both the macroscopic and microscopic age at

death methods used in this case provided a more accurate estima-
tion of the victim’s age
than those obtained
from the appearance
of her soft tissue. From
the adjusted biologi-
cal profile a missing
person was tentatively
identified and later
confirmed with DNA.
She was 53 years of
age at the time of
death. With the use of
soft tissues alone, age
at death can be grossly
misconstrued and in
such cases a closer
examination of hard
tissues, dentition and
skeleton, is necessary. 

Case study by EN L’Abbé and H Bernitz
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individual’s genetic makeup, lifestyle and nutrition. In younger adults a relatively accu-
rate estimate can be obtained, but in older adults estimates become more difficult (e.g.,
Saunders et al. 1992; Loth & İşcan 2000; Boldsen et al. 2002). In general, we tend to
overestimate age of young adults and underestimate the age of old individuals. Konigs-
berg and Frankenberg (1992) also noted that the low incidence of older adults in
archaeological populations is most probably due to our poor ability to age them correctly,
rather than being a true reflection of what is happening in that specific population. In
many cases estimates in older age will simply be “over 50” or something similar. This is
something that is being addressed in transition analysis and will be discussed later.

The onset of skeletal adulthood is usually marked by the eruption of the third
molar and the closure of epiphyseal plates. Although the literature is not always clear
as to what should be seen as the beginning of adulthood, Falys and Lewis (2011)
argued that this threshold should be set at 20 years. In young adulthood the closure of
the medial end of the clavicle is very helpful, as the closure of all long bone epiphyses
in the absence of closure or partial closure of the medial end of the clavicle usually
indicates a person in his/her late teens or twenties. An open S1–S2 segment of the
sacrum can also be helpful, but its closure is highly variable and may occur as late as
35 years of age (Belcastro et al. 2008). Recent closure of iliac crests may also indicate a
person in the early twenties.

Inter-observer repeatability is a major problem in adult age estimation, since most
of the methods are qualitative and open to interpretation. The various features of, for
example, sternal ends of ribs and pubic symphyses all change gradually, and the tran-
sition from one stage to the next is not always clear or exact. Detailed descriptions,
drawings and casts are available to help the observer, but it seems there is a wide vari-
ation in how an individual case is scored, even among experienced observers (e.g.,
Kimmerle et al. 2008).

Recently, much has been written on the statistics applied in age estimates (e.g.,
Boldsen et al. 2002; Konigsberg et al. 2008; Rogers 2009; Garvin et al. 2012), which is
problematic especially if we want to give our confidence levels in the estimates. In this
chapter, we have opted in several places to give age ranges as mean ± 2 SD to indicate
the possible ages for a specific phase (e.g., a rib phase), as some confusion exists as to
exactly how 95% confidence intervals were derived in some earlier publications. Con-
fidence intervals are particularly problematical when multifactorial methods are used,
and it is not clear how exactly they should be calculated. As Garvin et al. (2012) point
out, it is commonly accepted that multiple indicators of age at death used together are
better than single indicators. However, there are no clear standards as to how these
should be put together to arrive at a single estimate. Some researchers use the overlap
of age ranges of the various techniques to arrive at a single estimate, whereas others
will combine “the lowest range of the method providing the oldest age and the highest
range of the method providing the lowest age” (pp. 217–217). Other approaches include
using the complete broad age range of all the methods included. None of these methods
are, however, statistically valid and this is an aspect that is currently receiving much
attention in the literature (e.g., Boldsen et al. 2000; Milner & Boldsen 2012).

Konigsberg et al. (2008) also state that we do not need population-specific data for age
estimates but rather more data from larger samples. The prior distribution of age of the
reference sample is most probably responsible for “perceived differences in aging between
samples” (p. 542). It is well-known that age estimates tend to mimic the structure of the
known-age reference sample (Bocquet-Appel & Masset 1982; Boldsen et al. 2002). Boldsen
et al. also emphasized that we should focus on the best way to represent the unavoidable,
often large uncertainty in adult age estimation, and find methods to combine multiple



age indicators to give best overall estimates. Methods by which anatomical features
can be scored in a way that most effectively captures morphological variation should
also be refined. Transition analysis (Boldsen et al. 2002) or Bayesian prediction using
prior probabilities may help to address some of these problems. 

Several authors have published recommendations on which methods and combina-
tions of methods should be used in adult age estimation (e.g, Acsádi & Nemeskéri
1970; Ferembach et al. 1980; Lovejoy et al. 1985a; Buikstra & Ubelaker 1994; Ritz-
Timme et al. 2000a; Rösing et al. 2007). Ritz-Timme et al. commented on dental and
other methods and recommended that pubic symphyses, sternal ends of ribs and bone
histology should be used (skeletal methods). However, they argue that pubic symphyses
and ribs are only usable in people under 40 years of age (with correlation to age being
0.85 at best), whereas bone histology could be used in all ages (r = 0.69 – 0.90). Rösing
et al. (2007) divide age-estimation methods into two groups: the “field methods” that
give wider estimates but are rapid (e.g., pubic symphyses), and laboratory methods
which are more accurate. They recommend aspartic acid racemization as the most
precise method, followed by cementum annulation. Cranial sutures and dental wear are
only good for rough orientation, according to these authors. In an extended literature
survey on the use of age-estimation techniques by anthropologists, Falys and Lewis
(2011) found that Ferembach et al. (1980) were often consulted in Europe, whereas
Buikstra and Ubelaker (1994), Ubelaker (1999) and Bass (1995) were consulted world-
wide. They found it worrying that many authors continued to use dental attrition and
cranial suture closure to estimate age, and that the majority of osteologists do not use
population-specific standards (most probably because they are not available).

It is interesting to note that Falys and Lewis (2011) argue for more standardization
in age categories (e.g., a young adult should be seen as 20–34 years, middle adult
35–45 years, etc.), whereas the move in transition analysis (Boldsen et al. 2002) is more
towards individualized age estimates (with confidence intervals calculated for each in-
dividual estimate). Whereas the idea of standardized age categories is probably a good
one when it comes to archaeological material since it makes comparisons between
groups easier, more individualized estimates would be better in single forensic cases.
However, in an assessment of age of Branch Davidian Compound victims, Houck et al.
(1996) (like many others) found that their accuracies of age estimation in individual
cases can be far off, and this is something that all should be aware of. 

George R. Milner, in training academics to use transition analysis, points out that
our future needs in adult age estimation would be to work on several skeletal charac-
teristics, including clear definitions and refinements, and also to investigate “low infor-
mation traits,” as they can be included in analyses using sophisticated statistical
techniques. These additional skeletal characteristics only allow one to say that an indi-
vidual is young or old relative to each particular trait, but taken together they show
promise with respect to their capacity to improve age estimates. Most probably the in-
formation to be gained from well-known methods such as pubic symphyses and sternal
ends of ribs have been exhausted, and we now need to add these other traits to refine
our estimates. Mathematical approaches and computer interfaces also need attention. 

2. Sternal Ends of Ribs

Analysis of age-related changes in the sternal end of the rib at the costochondral junc-
tion has been investigated by a number of researchers using radiography (e.g., Michel-
son 1934; Semine & Damon 1975), histology (e.g., Sedlin et al. 1963; Epker et al. 1965;
Stout et al. 1994; Pavón et al. 2010) and direct morphological observation (Kerley 1970;
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İşcan et al. 1984a-b, 1985). Michelson (1934) was among the first to study calcifica-
tion of the first costal cartilage from radiographs of 5,098 healthy (living) Ameri-
cans. He observed that calcification does not occur before 11 years, and proceeds
from the rib towards the sternum. There are no sex differences until about 15 years,
but at 16 years males show more intensive calcification. The sex difference persists
until age 66, “when both sexes approach the final stage of calcification.” The “most
rapid increase of average calcification” is found at about 20 years, irrespective of
ancestry and sex; after 40 years the tempo drops markedly. In African Americans of
both sexes the entire process proceeds more rapidly than in European Americans.

Following on this, İşcan et al. (1984a-b, 1985) developed two techniques (com-
ponent and phase analyses) to estimate age by direct examination of the sternal ex-
tremity of the rib. Phase analysis was based on nine metamorphic stages (phases)
observed in the bones of both sexes. In these studies, the authors used the right
fourth rib of 118 males and 86 females of known age, sex and ancestry autopsied at
a medical examiner’s office.

The distribution of specimens into different phases was based on changes noted
in the form, shape, texture and overall quality of the sternal rib (İşcan et al. 1984b).
These changes begin with the formation of an indentation (pit) in the medial articular
surface. The depth and shape of the pit, as well as the walls and rim surrounding it,
are important. Initially, the pit is an amorphous but noticeable indentation in the once
almost flat, billowy endplate. As the pit deepens, the indentation between the anterior
and posterior walls takes on a V-shape that gradually widens into a U as the walls
become thinner. With increasing age, the pit becomes wider and deeper. Associated
with this pit development, the rim changes from having a regular, rounded border to a
scalloped but still fairly regular edge. With advancing age the rim grows increasingly
sharp and irregular. The overall texture and quality of the bone itself, being dense,
smooth and solid in youth, deteriorate until the bone becomes thin, brittle and porous
in the elderly. Nine phases (0-8) were developed based on these changes in the rib.

In short, the following major morphological changes were observed (Fig. 3.23):

Figure 3.23. Anatomical features used in the
estimation of age from the sternal rib end: (1)
scallops, (2) V-shaped pit, (3) smooth walls, (4)
U-shaped pit, (5) rounded edge, (6) projec-
tions, (7) porosity in pit, (8) deteriorated, fragile
bone texture. 



1. Amorphous indentation to V-shaped then U-shaped pit.
2. Billowy articular surface to smooth walled pit, to deep, porotic pit sometimes

filled with bony accretions.
3. Smooth, regular rim with rounded edge to scalloped, then sharp and irregular

edge.
4. No projections, superior/inferior projections (more often in males), projec-

tions arising from floor of pit.
5. Thick, solid walls to very thin walls with window-like openings.
6. Firm and solid to brittle, fragile texture and deteriorating bone quality.

Age ranges were then added to the original phase descriptions as follows:

Phase 0 (16 and younger): The articular surface is flat or billowy with a regular rim
and rounded edges. The bone itself is smooth, firm and very solid (Fig. 3.24, Phase 0).
Phase 1 (16–18): There is a beginning amorphous indentation in the articular sur-

face, but billowing may also still be present. The rim is rounded and regular. In some
cases scallops may start to appear at the edges. The bone is still firm, smooth and solid
(Fig. 3.24: Phase 1).
Phase 2 (18–26): The pit is now deeper and has assumed a V-shaped appearance

formed by the anterior and posterior walls. The walls are thick and smooth with a
scalloped or slightly wavy rim with rounded edges. The bone is firm and solid (Fig.
3.24, Phase 2).
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Figure 3.24 Age-related metamorphosis at the costochondral
junction of the rib in males and females. Phase 0—The smooth, reg-
ular, rounded rim shown in this frontal view (M1) is typical of the
adolescent rib. Note the billowy articular surface with no pit forma-
tion (M2 and M3); Phase 1—Rim is still smooth and rounded, but is
slightly wavier (M1). Figures M2 and M3 show the initial indentation
of the pit, along with some billowing still present on the articular
surface; Phase 2—Male: Figure M1 shows the scalloped rim with
smooth rounded edges first seen in this phase. A side view of the V-
shaped pit can be seen in M2, while M3 shows the increased depth
of the pit surrounded by thick walls. Female: The rounded, wavy rim
is first beginning to show some scallops forming at the edge (F1), a
side view of the now V-shaped pit is seen in F2, while F3 illustrates
the deepening pit surrounded by thick, smooth walls. 
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Phase 3 (19–33): The deepening pit has taken on a narrow to moderately U-shape.
Walls are still fairly thick with rounded edges. Some scalloping may still be present,
but the rim is becoming more irregular. The bone is still quite firm and solid (Fig. 3.24,
Phase 3).
Phase 4 (21–36): Pit depth is increasing, but the shape is still a narrow to moder-

ately wide U. The walls are thinner, but the edges remain rounded. The rim is more
irregular with no uniform scalloping pattern remaining. There is some decrease in
the weight and firmness of the bone, however, the overall quality of the bone is still
good (Fig. 3.24, Phase 4).
Phase 5 (25–53): There is little change in pit depth, but the shape in this phase is

predominantly a moderately wide U. Walls show further thinning and the edges are
becoming sharp. Irregularity is increasing in the rim. Scalloping pattern is completely
gone and has been replaced with irregular bony projections. The condition of the
bone is fairly good, however, there are some signs of deterioration with evidence of
porosity and loss of density (Fig. 3.24, Phase 5).
Phase 6 (28–72): The pit is noticeably deep with a wide U-shape. The walls are thin

with sharp edges. The rim is irregular and exhibits some rather long bony projections
that are frequently more pronounced at the superior and inferior borders. The bone is
noticeably lighter in weight, thinner and more porous, especially inside the pit (Fig. 3.24,
Phase 6).

Phase 7 (40–78): The pit is deep with a wide to very wide U-shape. The walls are thin and
fragile with sharp, irregular edges and bony projections. The bone is light in weight and
brittle with significant deterioration in quality and obvious porosity (Fig. 3.24, Phase 7).

Figure 3.24b. Phase 3—Male: The rim is becoming more irregular with
only a little scalloping remaining (M1). The deepening pit has taken
on a narrow U-shape with fairly thick walls and rounded edges (M2
and M3). Female: The rounded rim now exhibits a pronounced, regular
scalloping pattern (F1). The still V-shaped pit has widened as the
walls flare and thin slightly, but there is only a modest, if any, increase
in pit depth (F2 and F3); Phase 4—Male: Regular scalloping pattern is
gone from the increasingly irregular rim (M1). Figures M2 and M3
show the moderately wide U-shaped pit with slightly thinner walls
whose edges are still rounded. Female: Figure F1 clearly shows the
central arc. Scallops remain at the still rounded rim, but the diversions
are not as pronounced and the edges look somewhat worn down.
The noticeable deeper, flared V or U-shaped pit has again widened
as the walls become thinner (F2). Figure F3 shows a small plaque-
like deposit beginning to form in the pit. 



Phase 8 (51 and older): In this final phase the pit is very deep and widely U-shaped.
In some cases the floor of the pit is absent or filled with bony projections. The walls
are extremely thin, fragile and brittle with sharp, highly irregular edges and bony
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Figure 3.24c. Phase 5—Male: Rim is slightly more irregular
(M1). Figure M2 shows evidence of porosity and some dete-
rioration of bone inside the pit. Note the deep, moderately
wide U-shaped pit with thinner walls and sharper edges
(M3). Female: No regular scalloping remains at the now
sharpening edge of the increasingly irregular rim (F1). The
central arc is still present. Note the smooth plaque-like
deposit covering most of the interior of the pit which is now
a very wide flared V or U with appreciably thinner walls
(F2 and F3); Phase 6—Male: Note the bony projections aris-
ing from the superior and inferior borders of the rib (M1,
Figures M2 and M3 show the noticeably deep, widely U-
shaped pit, thinning walls and sharper edges. Increased
porosity and deterioration of bone can also be seen inside
the pit. Female: The central arc is less obvious on the sharp
rim which is starting to show irregular projections of bone
(F1). Figures F2 and F3 show the noticeably deeper, wider
U-shaped pit, thinning walls along with roughening and
porosity inside the pit. Porosity and deterioration of bone
can also be seen inside the pit.

Figure 3.24d. Phase 7—Male: Figure M1 shows the irregular rim
with long bony projections. Porous, deteriorating bone can be
seen in a deep, widely U-shaper pit surrounded by noticeably
thin, fragile walls with sharp edges. (M2 and M3). Female: Figure
F1 shows the very sharp, irregular rim and nearly obscured central
arc. The depth of the flared U-shaped pit appears slightly shal-
lower than in the preceding phase. Bony projections can be seen
arising from both the rim and floor of the pit, along with evident
deterioration of the bone itself (F2 and F3); Phase 8—Male: Figures
M1 and M3 show the extremely irregular rim with sharp, brittle
projections of bone. “Window” formation can be seen in M3,
along with the very thin walls surrounding a very deep pit. Bony
projections can also be seen arising from the floor of the very
widely U-shaped pit (M2). The inside of the pit shows extreme
porosity and obvious deterioration. Female: Figure F1 shows the
extremely sharp, irregular rim with brittle projections of bone now
prominent at the superior and/or inferior margins of the rib. Pro-
jections are also seen extending from the floor of the pit (F2).
These bony processes can be seen nearly filling the widely U-
shaped pit surrounded by very thin, badly deteriorated, porous
wall with “window” formation (F3). (From İşcan & Loth 1986). 
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projections. The bone is very lightweight, thin, brittle, friable and porous. "Window"
formation is sometimes seen in the walls (Fig. 3.24, Phase 8).

It was later observed (İşcan et al. 1985) that the aging process was different in
females. Thus, they felt it was necessary to develop new standards for females. The
following description was given by the authors (pp. 855-858):

As in the males, differences in shape, form, texture and overall quality of the bone
served as the basis for defining the phases. Metamorphosis in females also began with
the development of an indentation (pit) in the nearly flat, billowy or ridged medial
articular surface of the rib. It is important to note the relative depth and shape of this
pit, along with the appearance of the rim and walls surrounding it. This amorphous
but noticeable indentation between the anterior and posterior walls deepened and
took on a V-shaped appearance. As the walls became thinner, the pit widened into a
U-shape, the edges of which flare with increasing age. 

Concurrently, the initially rounded, regular rim developed into a scalloped, but
still rounded and fairly regular edge. As age advanced, the rim became increasingly ir-
regular with sharp edges. The smooth, dense, solid bone quality and texture seen in
youth thins and deteriorates, until it is very fragile, porous and brittle in the elderly.
Phase 0 (13 and younger): The articular surface is nearly flat with ridges or billow-

ing. The outer surface of the sternal extremity of the rib is bordered by what appears
to be an overlay of bone. The rim is regular with rounded edges, and the bone itself is
firm, smooth, and very solid (Fig. 3.24, Phase 0).
Phase 1 (±14): A beginning, amorphous indentation can be seen in the articular

surface. Ridges or billowing may still be present. The rim is rounded and regular with
a little waviness in some cases. The bone remains solid, firm, and smooth (Fig. 3.24,
Phase 1).
Phase 2 (14–20): The pit is considerably deeper and has assumed a V-shape be-

tween the thick, smooth anterior and posterior walls. Some ridges or billowing may
still remain inside the pit. The rim is wavy with some scallops beginning to form at
the rounded edge. The bone itself is firm and solid (Fig. 3.24, Phase 2).
Phase 3 (19–26): There is only slight if any increase in pit depth, but the V-shape is

wider, sometimes approaching a narrow U as the walls become a bit thinner. The still
rounded edges now show a pronounced, regular scalloping pattern. At this stage, the
anterior or posterior walls that may first start to exhibit a central, semicircular arc of
the bone. The rib is firm and solid (Figure 3.24, Phase 3).
Phase 4 (19–37): There is a noticeable increase in the depth of the pit, which now

has a wide V- or narrow U-shape with, at times, flared edges. The walls are thinner but
the rim remains rounded. Some scalloping is still present, along with the central arc;
however, the scallops are not as well defined and the edges look somewhat worn
down. The quality of the bone is fairly good but there is some decrease in density and
firmness (Fig. 3.24, Phase 4).
Phase 5 (16–64): The depth of the pit stays about the same, but the thinning walls

are flaring into a wider V- or U-shape. In most cases, a smooth, hard, plaque-like
deposit lines at least part of the pit. No regular scalloping pattern remains and the
edge is beginning to sharpen. The rim is becoming more irregular, but the central arc is
still the most prominent projection. The bone is noticeably lighter in weight, density
and firmness. The texture is somewhat brittle (Fig. 3.24, Phase 5).
Phase 6 (21–81): An increase in pit depth is again noted, and its V- or U-shape has

widened again because of pronounced flaring at the end. The plaque-like deposit may
still appear but is rougher and more porous. The walls are quite thin with sharp edges
and an irregular rim. The central arc is less obvious and, in many cases, sharp points
project from the rim of the sternal extremity. The bone itself is fairly thin and brittle
with some signs of deterioration (Fig. 3.24, Phase 6).



Phase 7 (43–88): In this phase, the depth of the predominantly flared U-shaped pit
not only shows no increase, but actually decreases slightly. Irregular bony growths are
often seen extruding from the interior of the pit. The central arc is still present in
most cases but is now accompanied by pointed projections, often at the superior and
inferior borders, yet may be evidenced anywhere around the rim. The very thin walls
have irregular rims with sharp edges. The bone is very light, thin, brittle, and fragile,
with deterioration most noticeable inside the pit (Fig. 3.24, Phase 7).
Phase 8 (62 and older): The floor of the U-shaped pit in this final phase is rela-

tively shallow, badly deteriorated, or completely eroded. Sometimes it is filled with
bony growths. The central arc is barely recognizable. The extremely thin, fragile walls
have highly irregular rims with very sharp edges, and often fairly long projections of
bone at the inferior and superior borders. “Window” formation sometimes occurs in
the walls. The bone itself is in poor condition—extremely thin, light in weight, brittle
and fragile (Fig. 3.24, Phase 8).

The statistical results are presented in Table 3.9, where descriptive statistics and
age ranges per phase (mean ± 2 SD) for each sex are shown. In males, this interval
was about 2 years for Phase 1, but became considerably wider in older ages. Al-

though the figures for females were
not considerably different, the first
changes were noted at age 14 and
the mean age per phase remained
about 3 years younger until Phase
4, when both sexes reach age 28.
The authors claimed that the ster-
nal extremity of the rib is a viable
site for the estimation of age in in-
dividuals up to the seventies in
both sexes. 

The rib technique has certain
advantages over the pubic symphy-
seal methods. Metamorphosis in
the rib is detectable well beyond
the maximum age that can be esti-
mated reliably from the pubic sym-
physis. Another important factor is
that the rib is not directly affected
by the stress of pregnancy and par-
turition as is the pelvic region.
İşcan et al. (1985) cautioned that

inter-observer error, human variability, occupation, general health, side differences
and the effects of disease could all influence the accuracy of the method. 

This technique has since been tested by a number of researchers, also on other
ribs and even on three-dimensional images (Dedouit et al. 2008). Oettlé and Steyn
(2000), for example, used 339 (265 male and 74 female) sternal ends of right fourth
ribs of black individuals from South Africa and found that the method was good to
use but somewhat less accurate than reported by the original researchers. They
found very good repeatability between three observers. New phases with adjusted
age ranges and slightly adjusted criteria were published for this population (Table
3.10). A tendency towards delayed maturation was found in this group, as well as a

Skeletal Age 95

Table 3.9

Descriptive Statistics of Rib Phases. The Age Range Shown Here 
Is ±2 SD.

Males Females

Phase N Mean
Age

SD Range N Mean
Age

SD Range

1 4 17.3 0.50 16.3–18.3 1 14.0

2 15 21.9 2.13 17.6–26.2 5 17.4 1.52 14.4–20.4

3 17 25.9 3.50 18.9–32.9 5 22.6 1.67 19.3–25.9

4 12 28.2 3.83 20.5–35.9 10 27.7 4.62 18.5–36.9

5 14 38.8 7.00 24.8–52.8 17 40.0 12.22 15.6–64.4

6 17 50.0 11.17 27.7–72.3 18 50.7 14.93 20.8–80.6

7 17 59.2 9.52 40.2–78.2 16 65.2 11.24 42.7–87.7

8 12 71.5 10.27 51.0–92.0 11 76.4 8.83 58.7–94.1

Total 108 83

Note: From İşcan et al. (1984a, 1984b, 1985).
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diversion of the appearance of female ribs
around menopausal age. Phases 6 and 7 in
females overlapped completely and were
pooled. In older females, some individuals
exhibited a more male pattern, and projec-
tions were found on the rim (male pattern)
and in the pit (female pattern). Sample size
of females in this study was, however, small.
Russell et al. (1993) also found that African
Americans showed a trend to be delayed
relative to European Americans, but found
the method to be usable.

More recently, Hartnett (2010) re-evalu-
ated the method on a large sample (419
male, 211 female) of modern Americans.
She found that clear changes with age could
be observed, but that in the higher phases
the mean ages were much older than those
reported by İşcan et al. (Table 3.11). To
some extent this may mimic the age of the
reference sample, which contained a large
number of older individuals. Different pop-
ulation composition may also play a role, as
no separation of individuals based on an-
cestry was made. Only seven phases were
described, with one variant phase where the
cartilage may be completely ossified. The
descriptions of the various phases were re-
fined, and the importance of bone quality
and density emphasized—if large bone pro-
jections are seen but the bone feels solid
with no porosity or window formation, it
should rather be assigned to a younger age
category. Although the accuracy was not as
high as was found by İşcan et al., the
method was found to be better than pubic
symphyses.

Results of inter-observer repeatability
testing report different results, and this re-
mains a major problem with all qualitative methods (Kimmerle et al. 2008; Hartnett
2010). Fanton et al. (2010) found that especially pit depth was difficult to score
consistently. 

Following on these studies, attempts have also been made to test the method on
other ribs. Most likely, ribs 3 to 5 can all be used using the methods described
above. The use of the first rib was introduced by Kunos et al. (1999), who assessed
three distinct areas: the head, tubercle and costal face. Age changes that take place
within the first rib of adults include ossification of the costochondral interface,
remodelling of the ossified surfaces and peripheral margins, as well as degenerative
changes of these ossified surfaces and peripheral margins. These changes were used
to construct an aging standard for sub-adults and adults. When testing this method,

Table 3.10 

Age Categories for Rib Phases in South African Blacks. The
Age Ranges Shown Here Include 100% of Individuals.

Male Female

Phase N Mean
Age

SD Range N Mean
Age

SD Range

1 9 20.7 3.71 17–22 6 14.5 2.35 11–18

2 31 22.6 2.63 17–27 4 21.3 3.10 17–24

3 28 25.8 2.54 21–32 5 24.0 0.71 23–25

4 52 33.2 4.40 27–47 15 29.4 2.29 25–34

5 55 41.6 8.59 30-69 19 35.7 5.98 26–46

6 53 50.8 12.99 29–74 11 53.1 8.30 40–65

7 13 60.2 13.96 39–82 8 48.5 7.07 41–64

8 13 70.0 11.28 46–94 –

Note: From Oettlé & Steyn (2000) and original data.

Table 3.11

Age Categories for Rib Phases in Modern Americans. The Age 
Ranges Shown Here Include 100% of Individuals.

Males Females

Phase N Mean SD Range N Mean SD Range

1 20 20.00 1.45 18–22 7 19.57 1.67 18–22

2 27 24.63 2.00 21–28 7 25.14 1.17 24–27

3 27 32.27 3.69 27–37 22 32.95 3.17 27–38

4 47 42.43 2.98 36–48 21 43.52 3.08 39–49

5 76 52.05 3.50 45–59 32 51.69 3.31 47–58

6 61 63.13 3.53 57–70 18 67.17 3.41 60–73

7 75 80.91 6.60 70–97 71 81.20 6.95 65–99

Note: Published with permission from Hartnett (2010), J Forensic Sci
55:1152–1156.



it was found that observers were prone to overestimate age before the sixth decade
of life, while tending to underestimate age after the age of 60 years. However, esti-
mated ages did not differ significantly between sexes or ancestral groups, suggest-
ing that age estimations of different groups and sexes are comparable with one
another. The method was described as simple and reliable. 

The method was subsequently tested on a Thai population (Schmitt & Murail
2004) and the results indicated that only 55% of individuals could be classified
correctly. Especially individuals over the age of 60 years were underestimated. It was
thus suggested that age changes in the first rib may be more variable than initially
thought. This method was also tested on a small sample from the JCB Grant Col-
lection in Canada (Kurki 2005). The reported results indicated similar findings in
that a low accuracy was achieved for individuals over the age of 50 years. DiGangi
et al. (2009) then attempted to improve the method by modifying the three vari-
ables and creating 11 variables in total. A different statistical approach was used to
calculate the ages-of-transition for each component analysed which offered numer-
ous advantages, including lowering the risk of intraobserver error. Although show-
ing some potential, more research on the usability of the first rib is needed.

3. Pubic Symphysis

Of all adult skeletal elements showing changes with age, the pubic symphyses are
probably the most commonly used. Two approaches have been followed—either
the entire anatomical unit is assessed (Todd 1920; Meindl et al. 1985; Brooks &
Suchey 1990), or a component approach is followed where different parts are
scored separately, and the scores are then combined (McKern & Stewart 1957;
Gilbert & McKern 1973).

The right and left pubic bones, separated from each other by the symphyseal car-
tilage, meet anteriorly in the midline to form the pubic symphysis. Each pubic bone
presents a symphyseal surface or face, which Todd (1920) stated to be “a modified di-
aphyseo-epiphyseal plane and, as such, may be expected to show a metamorphosis, if
not actual growth, as an age feature.” In evaluating the role of the pubic symphysis as
an age indicator, studies by Todd (1920, 1921a-c, 1923, 1930), McKern and Stewart
(1957) and Gilbert and McKern (1973) should be consulted. Todd considered each
pubic symphysis to possess a more or less oval outline, with the long axis orientated
supero-inferior. This oval had five main features: a surface, a ventral (outer) border or
“rampart,” a dorsal (inner) border or “plateau,” a superior extremity and an inferior
extremity. In addition, he analyzed subsidiary features found mainly on the surface
and described them as “ridging” and “billowing” and “ossific nodules.”

The ventral arc and rampart differ between males and females (Fig. 3.25). In
females, the pubic bone broadens during adolescence. This causes lateral movement
of the ventral arc, resulting in the formation of a ventral rampart between the arc
and the ventral aspect of the symphyseal rim in females (Budinoff & Tague 1990).
There are no similar structures in males, and in males the ventral demi-face will be
enclosed within the symphyseal rim.

Varying and progressive combinations of these features resulted in the establish-
ment of Todd’s (1920) 10 pubic symphyseal phases with an age range of 18 to 50+
years. These phases were defined as follows (Fig. 3.26):

I. First post-adolescent phase—Age 18–19. Symphyseal surface rugged, traversed by
horizontal ridges separated by well-marked grooves; no ossific (epiphysial) nodules
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fusing with the surface; no definite delimiting margin; no definition of extremities
(p. 301).

II. Second post-adolescent phase—Age 20–21. Symphyseal surface still rugged,
traversed by horizontal ridges, the grooves between which are, however, becoming
filled near the dorsal limit with a new formation of finely textured bone. This for-
mation begins to obscure the dorsal extremities of the horizontal ridges. Ossific
(epiphyseal) nodules fusing with upper symphyseal face may occur; dorsal limiting
margin begins to develop; no delimitation of extremities; foreshadowing of ventral
bevel (pp. 302–303).

III. Third post-adolescent phase—Age 22–24. Symphyseal face shows progressive
obliteration of ridge and furrow system; commencing formation of the dorsal plateau;

Figure 3.25. Ventral view of male (above) and female (below) pubic bones. In females older than 25, a well-defined ventral arc
(VA) is present. The area between the ventral arc and the ventral aspect of the symphyseal rim is called the ventral rampart (VR),
and show age changes in the female. Males have no counterpart, but may have a ridge parallel and close to the symphyseal
border (R).



presence of fusing ossific (epiphyseal) nodules; dorsal margin gradually becoming
more defined; beveling as a result of ventral rarefaction becoming rapidly more pro-
nounced; no delimitation of extremities (p. 304).

IV. Fourth phase—Age 25–26. Great increase of ventral beveled area; correspon-
ding diminution of ridge and furrow formation; complete definition of dorsal margin
through the formation of the dorsal plateau; commencing delimitation of lower ex-
tremity (p. 305).

V. Fifth phase—Age 27–30. Little or no change in symphyseal face and dorsal
plateau except that sporadic and premature attempts at the formation of a ventral
rampart occur; lower extremity, like the dorsal margin, is increasing in clearness of
definition; commencing formation of upper extremity with or without the interven-
tion of a bony (epiphyseal) nodule (p. 306).

VI. Sixth phase—Age 30–35. Increasing definition of extremities; development
and practical completion of ventral rampart; retention of granular appearance of
symphyseal face and ventral aspect of pubis; absence of lipping of symphyseal margin
(p. 308).

VII. Seventh phase—Age 35–39. Changes in symphyseal face and ventral aspect of
pubis consequent upon diminishing activity; commencing bony outgrowth into attach-
ments of tendons and ligaments, especially the gracilis tendon and sacro-tuberous
ligament (p. 310).

VII. Eighth phase—Age 39–44. Symphyseal face generally smooth and inactive;
ventral surface of pubis also inactive; oval outline complete or approximately complete;
extremities clearly defined; no distinct “rim” to symphyseal face; no marked lipping of
either dorsal or ventral margin (p. 311).

IX. Ninth phase—Age 45–50. Symphyseal face presents a more or less marked rim;
dorsal margin uniformly lipped; ventral margin irregularly lipped (p. 312).

X. Tenth phase—Age 50 and upward. Symphyseal face eroded and showing erratic
ossification; ventral border more or less broken down; disfigurement increases with
age (p. 313).
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Figure 3.26. Todd’s 10 typical
phases (from McKern & Stewart
1957; Fig. 23). 
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Todd remarked that these phases as a whole were “a much more reliable age indi-
cator from 20 years to 40 than after the latter age” (p. 313). Furthermore, Todd
(1921a) suggested that the phases may be grouped into three periods: I–III, the
post-adolescent stages; IV-VI, the various processes by which the symphyseal outline
is built up; and VII-X, the period of gradual quiescence and secondary change.
Todd found no population or sex differences. Hanihara (1952) applied Todd’s
method to 135 Japanese male skeletons and found his phases workable, though they
tended to overestimate the ages of some specimens.

McKern and Stewart (1957), however, felt that childbearing may be a factor in
causing certain symphyseal changes (e.g., “pitting and irregularities in pubic symphy-
seal areas” were noted in female Eskimo pelves). They concluded that “assessment of
age of females by the pubic symphysis cannot be as accurate as in the case of males.”

In his 1923 study, Todd uttered words of caution to the effect that “unless it is
absolutely unavoidable, the symphysis should never be used alone. . . . Age prediction
is at best an approximation: the most sanguine would not expect the prediction to
be within less than two or three years if founded upon the entire skeleton, or to
within less than five years if founded upon the pelvis alone” (p. 288).

These Todd’s phases were later modified and used in the Suchey-Brooks
method, which is commonly used today. This method and the related validation
studies will be described in more detail later in this section. 

In 1957, McKern and Stewart made further revisions to the Todd method. They
started with Todd’s nine morphological features of the pubic symphysis: 

1. Ridges and furrows 4. Lower extremity 7. Ventral rampart
2. Dorsal margin 5. Superior ossific nodule 8. Dorsal plateau
3. Ventral bevelling 6. Upper extremity 9. Symphyseal rim.

McKern and Stewart noted that Feature 1 (ridges and furrows) is divided by a
longitudinal ridge or groove into dorsal and ventral halves; these are accordingly
termed “dorsal demi-face” and “ventral demi-face.” Obliteration of ridges and
grooves was not considered a separate feature. They then observed that Features 4
and 2, 6 and 3, and 5 and 7 are related (paired) and that all six features might well be
included in the description of the two demi-faces. Similarly, Features 2 and 8, 3 and
7, are considered to be interrelated and part of the demi-face complex. This recom-
bining leaves Feature 9 as a distinct characteristic.

As a result, McKern and Stewart presented three components (Fig. 3.27) for the
pubic symphysis for males, each with five developmental stages as follows (pp. 75–79):

I. Dorsal Plateau
0. Dorsal margin absent.
1.  Slight margin formation first appears in the middle third of the dorsal border.
2. The dorsal margin extends along entire dorsal border.
3. Filling in of grooves and resorbtion of ridges to form a beginning plateau in the

middle third of the dorsal demi-face.
4. The plateau, still exhibiting vestiges of billowing, extends over most of the

dorsal demi-face.
5. Billowing disappears completely and the surface of the entire demi-face be-

comes flat and slightly granulated in texture.
II. Ventral Rampart
0. Ventral beveling is absent.
1. Ventral beveling is present only at superior extremity of ventral border.



2. Bevel extends inferiorly along
ventral border.

3. The ventral rampart begins by
means of bony extensions from either
or both of the extremities.

4. The rampart is extensive but gaps
are still evident along the earlier ventral
border, most evident in the upper two-
thirds.

5. The rampart is complete.
III. Symphyseal Rim
0. The symphyseal rim is absent.
1. A partial dorsal rim is present,

usually at the superior end of the
dorsal margin, it is round and
smooth in texture and elevated
above the symphyseal surface.

2. The dorsal rim is complete and
the ventral rim is beginning to form.
There is no particular beginning site.

3. The symphyseal rim is complete.
The enclosed symphyseal surface is
finely grained in texture and irregular
or undulating in appearance.

4. The rim begins to break down.
The face becomes smooth and flat and
the rim is no longer round but sharply
defined. There is some evidence of lip-
ping on the ventral edge.

5. Further breakdown of the rim
(especially along superior ventral edge)
and rarefaction of the symphyseal face.
There is also disintegration and erratic
ossification along the ventral rim.

The components and their stages may be used to give a total score which could range
from 0 to 15. If all three components are stage 0, the score is 0; if Component I is in stage 2,
Component II in stage 2, and Component III in stage 3, the score is 7; and so on. Table 3.12
gives the age range and mean age, for the total scores.

In light of the obvious sexual dimorphism at this site, Gilbert and McKern (1973)
then also established standards for females based on the three components that
McKern and Stewart (1957) introduced for males. These components for recording
age changes in the pubic symphysis of females are as follows (Table 3.12; Fig. 3.28):

I. Dorsal Plateau
0. Ridges and furrows very distinct; ridges are billowed; dorsal margin not defined.
1. Ridges begin to flatten, furrows to fill in; a flat dorsal margin begins in the mid-

third of the demi-face.
2. Dorsal demi-face extends ventrally and becomes wider as flattening proceeds;

dorsal margin extends superiorly and inferiorly.
3. Dorsal demi-face quite smooth; the margin may be narrow or not distinct from

the face.
4. Demi-face is complete and unbroken; it is broad and very fine-grained but may

show vestigial billowing.
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Figure 3.27. Component analysis of the pubic symphysis in males (from
McKern & Stewart 1957, Figures 39, 41 and 42).
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5. Demi-face is pitted, irregular because of rarefaction.
II. Ventral Rampart
0. Ridges and furrows very distinct; the entire demi-

face is beveled up toward the dorsal demi-face.
1. The furrows of the ventral demi-face begin to fill in

inferiorly, forming and expanding beveled rampart, the lat-
eral margin of which is a distinct, curved line extending
the length of the symphysis.

2. The fill-in of the furrows and the expansion of the
demi-face continue, both superiorly and inferiorly; the
rampart spreads laterally along its ventral edge.

3. All except one-third of the ventral demi-face is filled
in with fine-grained bone.

4. The ventral rampart has a broad, complete, fine-
grained surface, from the pubic crest to the inferior ramus.

5. The ventral rampart may begin to break down and
assumes an extremely pitted and possibly cancellous ap-
pearance because of rarefaction.

III. Symphyseal Rim
0. The rim is absent.
1. The rim begins in the mid-third of the dorsal surface.
2. The dorsal part of the symphyseal rim is complete.
3. The rim extends from the superior and inferior ends

of the symphysis until all except one-third of the ventral
aspect is complete.

4. The symphyseal rim is complete.
5. The ventral margin of the dorsal demi-face may

break down, and hence gaps appear in the rim; or it may
round off so that there is no longer a distinct dividing line
between the dorsal demi-face and the ventral rampart.

Meindl and associates (1985) re-evaluated the effectiveness of age estimation
using the methods developed by Todd (1920), McKern and Stewart (1957), Gilbert
and McKern (1973), and Hanihara and Suzuki (1978). Their analysis consisted of
two tests carried out on a sample of 96 and 109 specimens (ancestral groups and
sexes combined), respectively, from the Hamann-Todd Collection. The authors
found Todd’s system to be the most accurate of the techniques tested. No significant
estimation bias was observed in relation to sex or ancestral group. Today, the
McKern and Stewart (1957) and Gilbert and McKern (1973) systems are not often
used, but they did form the basis for the assessment of pubic symphyses used in
transition analysis (Boldsen et al. 2002). These will be further discussed in the section
on multifactorial age estimation and transition analysis below. 

The most commonly method used today is that of Suchey-Brooks, which is based
on six phases (Suchey et al. 1986; Katz & Suchey 1986; Brooks & Suchey 1990; Suchey
& Katz 1998). These authors combined the Todd phases I, II and III into one category,
and also IV and V as well as VII and VIII. The sample of 1,225 pubes (739 males, 486
females) on which this method is based came from modern forensic specimens and
were collected from 1977 to 1979. The details of each phase, with descriptive statistics,
are shown in Table 3.13 for both males and females (Figs. 3.29 & 3.30). It should be
noted that the age ranges in especially the older age categories are quite wide.

Many researchers have since tested the Suchey-Brooks method (e.g., Klepinger
et al. 1992; Sinha & Gupta 1995; Baccino et al. 1999; Hoppa 2000; Schmitt 2004;

Table 3.12

Age Limits of the Component Stage in the Male
and Female Pubic Symphyses

Males Females

Stage Age Range Mean Age Range Mean

Component 1

0
1
2
3
4
5

17–18
18–21
18–21
18–24
19–29
23+

17.0
18.0
19.0
20.0
23.0
31.0

14–24
13–25
18–40
22–40
28–59
33–59

18.0
20.0
29.8
31.0
40.8
48.0

Component 2

0
1
2
3
4
5

17–22
19–23
19–24
21–28
22–33
24+

19.0
20.0
22.0
23.0
26.0
32.0

13–22
16–40
18–40
27–57
21–58
36–59

18.6
22.5
29.6
38.8
40.9
48.5

Component 3

0
1
2
3
4
5

17–24
21–28
24–32
24–39
29+
38+

19.0
23.0
27.0
28.0
35.0
–

13–25
18–34
22–40
22–57
21–58
36–59

20.2
21.8
32.0
35.1
39.9
49.4



Berg 2008; Kimmerle et al. 2008) on various samples. Klepinger et al. used modern
autopsy samples and found that the Suchey-Brooks method performed better
than the McKern-Stewart or Gilbert-McKern methods, but stressed that 2 SD’s
should be included in the estimates, and that the chances of error should be consid-
ered. The adaptation for population specificity (Katz & Suchey 1986) should be
used. Sinha and Gupta (1995) looked at males in India and found significantly
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Figure 3.28. Component analysis of the pubic symphysis in females (from Gilbert &
McKern 1973, Fig. 1).



104 The Human Skeleton in Forensic Medicine

lower mean ages of development of various phases. Schmitt (2004) found, in a rela-
tively small Thai population, that the degree of inaccuracy is as high as 27.2–32.2
years in older individuals. 

It can also not be assumed that changes observed in the symphysis in modern
reference samples are applicable to past populations. Hoppa (2000) found differences

Figure 3.29. Suchey-Brooks phases for male pubic symphysis (Brooks & Suchey 1990).



in timing of changes between samples, and especially females had a fundamentally
different pattern in the archaeological (Spitalfields) sample. Caution is advised
when using modern reference samples in older material.

In 2008, Kimmerle et al. published results from large American and medium-sized
East European (limited female) samples and also provided an atlas with photographic

Skeletal Age 105

Figure 3.30. Suchey-Brooks phases for female pubic symphysis (Brooks & Suchey 1990).
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images of the observed changes. Although several
conflicting reports have been published about
which of the two sexes showed the most variation
in different populations, these authors found a sig-
nificant association between females and popula-
tion of origin, whereas males of both populations
aged similarly. New age ranges per phase are pro-
vided and are shown in Table 3.14. Kimmerle et al.
(2008) also provided posterior densities for each
pubic symphyseal phase and indicated the age of
transition from each phase to the next. 

Mean age of transition for both sexes combined
are as follows: from phase I to II, 21.49 years (SD
3.50); from phase II to III, 22.99 years (SD 3.97);
from phase III to IV, 28.63 years (SD 8.76); from
phase IV to V, 43.53 years (SD 17.18); and from V
to VI, 61.12 years (SD 15.22). The variability in age
of transition between phases is especially notice-
able in the later stages. Berg (2008) also worked
on East European specimens and suggested that
an extra phase (phase VII) should be added for
old females. In this phase, the symphyseal face is
described as very porous, with erosion of more
than 50% of its surface. Osteopenia is evident, and
the symphyseal face appears to be flat as the rim is
highly eroded and has lost definition. Scarring and
ligamentous outgrowths are evident.

In summary, it seems that the changes seen in
the pubic symphysis are still the most widely used
age estimation method, although the age ranges
are wide and the changes are very variable in older
ages. Caution is advised and, where possible, appro-
priate reference samples should be used, especially
for females. The age ranges by Kimmerle et al.
(2008), shown in Table 3.14, are based on fairly
large samples and originate from modern remains
and are probably the most appropriate for Euro-
pean and American remains. 

4. Auricular Surface

The posterior pelvis, sacroiliac articulation and
auricular surface of the ilium have been analyzed
to account for the effects of sex, growth and age
(İşcan & Derrick 1984; St. Hoyme 1984; Lovejoy
et al. 1985b). The study by St. Hoyme is an excel-
lent review of growth in the total pelvis, includ-
ing the preauricular sulcus, auricular surface of
the ilium, iliac tubercle, and accessory articular
facets.

Table 3.13

Description of the Suchey-Brooks Age Estimation Phases, 
with Descriptive Statistics for Males and Females

Phase 1

Symphyseal face has billowing surface with ridges and furrows, extends
to include pubic tubercle. Horizontal ridges well-marked, ventral bevel-
ling may be commencing. Ossific nodules may occur on upper extrem-
ity, but important is that there is no delimitation of either lower or upper
extremity
Male: mean = 18.5, SD = 2.1, 95% range = 15–23
Female: mean = 19.4, SD = 2.6, 95% range = 15–24

Phase 2

Symphyseal face may still show ridge development. Face has commencing
delimitation of upper and/or lower extremities occurring with/without
ossific nodules. Ventral rampart may be in early phases as an extension
of bony activity at one or both extremities
Male: mean = 23.4, SD = 3.6, 95% range = 19–34
Female: mean = 25.0, SD = 4.9, 95% range = 19–40

Phase 3

Symphyseal face shows lower extremity and ventral rampart in process
of completion. A continuation of fusing ossific nodules can be present,
forming the upper extremity and also along the ventral border. Sym-
physeal face is smooth or can continue to show distinct ridges. Dorsal
plateau complete. No lipping of symphyseal dorsal margin, no bony
ligamentous outgrowths
Male: mean = 28.7, SD = 6.5, 95% range = 21–46
Female: mean = 30.7, SD = 8.1, 95% range = 21–53

Phase 4

Symphyseal face generally fine grained, but remnants of ridges and
furrows may remain. Outline oval is usually complete, but hiatus may
occur in upper ventral rim. Pubic tubercle fully separated from the
symphyseal face by definition of upper extremity. Symphyseal face may
have a distinct rim. Bony ligamentous outgrowths may occur ventrally
on inferior portion adjacent to symphyseal face. If lipping occurs it is
slight and located on dorsal border
Male: mean = 35.2, SD = 9.4, 95% range = 23–57
Female: mean = 38.2, SD = 10.9, 95% range = 26-70

Phase 5

Rim is complete with little or no erosion, some slight depression of the
face may be present. Moderate lipping usually found on dorsal border.
Prominent ligamentous outgrowths on ventral border. Superior ventral
border may show breakdown.
Male: mean = 45.6, SD = 10.4, 95% range = 27–66
Female: mean = 48.1, SD = 14.6, 95% range = 25–83

Phase 6

Rim erodes, symphyseal face may show ongoing depression. Marked
ventral ligamentous attachments. Pubic turbercle appears as separate
bony knob in many individuals. Face may be porous or pitted, with dis-
figured appearance due to ongoing process of erratic ossification.
Crenulations may occur and the shape of the face is often irregular.
Male: mean = 61.2, SD = 12.2, 95% range = 34–86
Female: mean = 60.0, SD = 12.4, 95% range = 42–87

Note: Modified from Brooks and Suchey (1990) and Suchey and Katz (1998).



While admitting that they were initially un-
aware of Sashin's work in 1930, Lovejoy and as-
sociates (Lovejoy et al. 1985b; Meindl & Lovejoy
1989) developed a method to estimate age from
metamorphic changes observed in the posterior
ilium, especially the auricular surface. Their
sample was composed of over 250 specimens
from the Libben (Ohio Indian) population, 500
from the Hamann-Todd Collection and some
forensic cases. Figure 3.31 illustrates two demi-
faces (upper and lower faces) of the auricular
surface and the axillary areas (retroauricular
region and the apex of the articular surface) that
were assessed. The apex is described as the part
of the auricular surface that articulates with the
arcuate line, while the superior demi-face is the
part above the apex and the inferior demiface the
part below it. The retroarticular area is the region
between the auricular surface and the posterior
iliac spine (Buikstra & Ubelaker 1994).

Metamorphosis in the auricular surface was
analyzed in 8 phases, examples of which are
shown for each phase in Figure 3.32. In these

descriptions, billowing refers to transverse ridging (later replaced by striae), granularity to the
appearance of the surface, where a heavily grained appearance is described as resembling
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Table 3.14 

Age Ranges and Descriptive Statistics for Suchey-Brooks Pubic
Symphyseal Phases in East European and American Samples

Phase East European Sample American Sample

Mean
Age

SD Age Range Mean
Age

SD Age Range

Males

I
II
III
IV
V
VI

20.3
24.2
30.5
42.6
48.7
62.7

2.25
4.79
7.53
11.88
11.47
13.42

17.0–25.9
20.0–33.0
22.0–45.0
24.0–74.0
23.7–74.0
34.0–85.0

19.9
26.6
31.5
40.4
51.7
61.3

3.46
8.36
9.77
12.73
15.14
14.36

15.0–65.0
17.0–78.0
22.0–70.0
20.0–88.0
21.0–98.0
23.0–92.0

Females

I
II
III
IV
V
VI

20.3
22.0
30.3
44.2
53.6
68.1

3.39
–
7.43
13.11
16.65
14.79

17.0–28.0
–

21.0–44.0
26.0–65.0
27.0–79.0
33.0–96.0

21.9
31.7
36.5
44.3
55.7
59.8

4.44
10.60
11.74
13.22
18.21
20.62

16.0–40.0
18.0–74.0
20.0–66.0
22.0–95.0
22.0–101.0
21.0–102.0

Note: From Kimmerle et al. (2008).

Figure 3.31. Anatomy of
the posterior pelvis used
in the assessment of age
from the auricular surface
(redrawn from Lovejoy et
al. 1985b, Fig. 1).



108 The Human Skeleton in Forensic Medicine

Figure 3.32a–d. Characteristics of the auricular surface. These photographs show typical auricular surfaces in each of the phases:
(a) Phase 1, (b) Phase 2, (c) Phase 3, and (d) Phase 4  (photos: D Botha).

a b

c d



Skeletal Age 109

Figure 3.32e–h. Characteristics of the auricular surface. These photographs show typical auricular surfaces in each of the phases:
(e) Phase 5, (f) Phase 6, (g) Phase 7, and (h) Phase 8 (photos: D Botha).
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fine sandpaper, density to the compactness of the bone and porosity to the perforations or
pores (Lovejoy et al. 1985b; Buikstra & Ubelaker 1994).

These phases and modal age (years) ranges per phase are as follows (Lovejoy et al.
1985b, pp. 21–27), with statements in italics indicating the most important characteristics:

Phase 1 (20–24): Surface displays fine granular texture and marked transverse organiza-
tion. No retroauricular activity. No apical activity. No porosity. Surface appears youthful
because of broad and well defined billows which impart the definitive transverse organiza-
tion. Billows are well defined, and cover most of surface. Any subchondral defects are
smooth-edged and rounded. Billowing and very fine granularity.

Phase 2 (25–29): Changes from previous phase not marked, and mostly reflected in
slight to moderate loss of billowing, with replacement by striae. No apical activity, porosity, or
retroauricular activity. Surface still youthful due to marked transverse organization. Gran-
ulation slightly more coarse. Reduction of billowing, but retention of youthful appearance.

Phase 3 (30–34): Both faces largely quiescent with some loss of transverse organization.
Billowing much reduced and replaced by (definite) striae. Surface is more coarsely and rec-
ognizably granular than in previous phase, with no significant changes at apex. Small areas
of microporosity may appear. Slight retroauricular activity occasionally present. In general,
coarse granulation supersedes and replaces billowing. General loss of billowing, replacement
by striae, and distinct coarsening of granularity.

Phase 4 (35–39): Both faces coarsely and uniformly granulated, with marked reduction
of billowing and striae, but striae usually present under close examination. Transverse
organization present but less defined. Some activity in retroauricular area but usually slight.
Minimal changes at apex. Microporosity slight. No macroporosity. This is the primary
period of uniform granularity. Uniform coarse granularity.

Phase 5 (40–44): No billowing. Striae may be present but very vague. Face still partially
(coarsely) granular. Marked loss of transverse organization. Partial densification (which
may occur in islands) of surface with commensurate loss of grain. Slight to moderate
activity with commensurate loss of grain. Slight to moderate activity in retroauricular area.
Occasional macroporosity, but not typical. Slight changes usually present at apex. Some
increase in micro-porosity depending upon the degree of densification. Primary feature is
the transition between a granular and dense surface. Transition from coarse granularity to
dense surface. This may take part over islands of surface of one or both faces.

Phase 6 (45–49): Significant loss of granulation in most specimens, with replacement by
dense bone. No billows or striae. Changes at apex slight to moderate, but almost always
present. Distinct tendency for surface to become dense. No transverse organization. Most or
all of any microporosity lost to densification process. Increased irregularity of margins.
Moderate retroauricular activity. Completion of densification with complete loss of granularity.

Phase 7 (50–59): Further elaboration of previous stage. Marked surface irregularity
becomes paramount feature. Topography, however, shows no transverse or other form of
organization. Moderate granulation occasionally retained (if not lost during previous
phase) but generally absent. No striae or billows. Inferior face generally lipped at inferior
terminus, so as to extend beyond the body of the innominate bone. Apical changes almost
invariable and may be marked. Increasing irregularity of margins. Macro-porosity present
in some cases, but not requisite. Retroauricular activity moderate to marked in most
cases. Dense irregular surface of rugged topography and moderate to marked activity in peri-
auricular areas.

Phase 8 (60+): Paramount feature is nongranular, irregular surface with distinct signs of
subchondral destruction. No transverse organization. Definitive absence of any youthful
criteria. Macroporosity present in about one third of cases. Apical activity usually marked,
but not requisite for this age category. Margins become dramatically irregular and lipped,
with typical degenerative joint change. Retroauricular area becomes well-defined with pro-
fuse osteophytes of low to moderate relief. Breakdown with marginal lipping, macroporosity,
increased irregularity and marked activity in periauricular areas.



With the exception of marked preauricular development in females, these metamor-
phoses showed no sex-related differences. If this is observed, the age-related development
at the preauricular margin and the apex might be “accentuated,” as the authors suggested,
and should be disregarded when assessing age.

Unsurprisingly, subsequent research (e.g., Murray & Murray 1991; Bedford et al. 1993;
Buckberry & Chamberlain 2002; Osborne et al. 2004; Schmitt 2004; Mulhern & Jones
2005; Hens et al. 2008) found that the method worked in general, but that original age
categories were too narrow. No differences between sexes or ancestral groups were found,
but the method tends to overestimate younger individuals and underestimate older indi-
viduals (in effect showing not too much age progressive changes).

Osborne et al. (2004) reduced the original eight Lovejoy et al. (1985b) phases to a
six-phase system, with new age ranges. They stated that the “auricular surface performs

as well as any other single skeletal indicator of
adult age” (p. 1), with wide age ranges in the
middle aged and older groups (e.g., phase 4:
20–75 years; phase 6: 24–82 years).

The revised Buckberry and Chamberlain
(2002) method on the Spitalfields (UK) sample
is commonly used, also because of the ease of
applying it. They quantified the original Love-
joy et al. method, using 5 characteristics. These
are shown in Table 3.15, with corresponding
composite scores, surface stage and ages in
Table 3.16. The values for each of the 5 charac-
teristics should be added and the age read off
from Table 3.15 as falling into one of 7 stages.
As can be seen, the ranges in the later phases
are quite high with large standard deviations.

The Buckberry and Chamberlain (2002)
method has also been tested on a number of
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Table 3.15

The Revised Auricular Surface Scoring System of
Buckberry and Chamberlain (2002)

Phase Description

Scoring system for transverse organization

1
2
3
4
5

90% + of surface is transversely organized
50–89% of surface is transversely organized
25–49% of surface is transversely organized
Less than 25% of surface is transversely organized
Transverse organization absent

Scoring system for surface texture

1
2

3
4

5

90% + of surface is finely granular
50-89% of surface is finely granular; in some areas
replaced by coarsely granular bone, no dense bone

50% + of surface is coarsely granular, no dense bone
Dense bone present on less than 50% of surface, even
only one small nodule of dense bone

50% + of surface occupied by dense bone

Scoring system for microporosity

1
2
3

No microporosity
Microporosity on one demiface only
Microporosity on both demifaces

Scoring system for macroporosity

1
2
3

No macroporosity
Macroporosity on one demiface only
Macroporosity on both demifaces

Scoring system for apical changes

1

2

3

Apex sharp and distinct, auricular surface may be
slightly raised

Some lipping at apex, but shape of articular margin
still distinct and smooth

Irregularity occurs in contours of articular surface,
shape of apex no longer a smooth arc

Note: For each characteristic, a score of 1 to 3 or 1 to 5 should be
assigned and added together to provide an auricular surface stage
shown in Table 3.16.

Table 3.16 

Composite Score, Stage and Corresponding Ages
of the Buckberry and Chamberlain Auricular Surface

Method

Composite
Score

Auricular
Surface
Stage

Mean
Age

Range SD

5–6 I 17.3 16–19 1.53

7–8 II 29.3 21–38 6.71

9-10 III 37.9 16–65 13.08

11–12 IV 51.4 29–81 14.47

13–14 V 60.0 29–88 12.95

15–16 VI 66.7 39–91 11.88

17–19 VII 72.3 53–92 12.73

Note: Published with permission from Buckberry JL, Chamber -
lain AT (2002), Am J Phys Anthropol 119:231–239.
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independent samples. Mulhern and Jones (2005) used the Terry and Huntington
Collections (U.S.) and found that the revised method is less accurate than the
original method for individuals 20–49 but more accurate for 50–69-year-olds. It is
also easier to use than orginal method. Falys et al. (2006) gave a very pessimistic
appraisal of the method when they tested it on a historic UK collection and could
not identify all seven phases. They suggested that only 3 broad stages could be seen,
with the middle phase ranging from 18–90 years. Hens et al. (2008) found it to be
slightly better than the pubic symphysis in a modern Italian sample, but also with
very wide ranges and underestimation in older groups. 

An alternative approach was followed by Igarashi et al. (2005) in a large sample
of modern Japanese skeletons. They followed a kind of binary system, where one has
to check for the presence/absence of 9 (in males) or 7 (in females) characteristics.
The nine surface features included four on the relief or grooves, and five on texture
such as granularity and porosity. They also looked at the rim and presence of osteo-
phytes. Age is then calculated by multiple regression analysis. These authors reported
high accuracies, but the method seems to be complex and need to be tested by other
researchers.

In general, the age ranges in auricular surface methods are quite high, and the
progression with age seems to be fairly limited. It is a method that can be included in
the suite of age assessments, but should be used in conjunction with other methods,
such as was proposed by Rougé-Maillart et al. (2009) where it was combined with
changes in the acetabulum.

5. Cranial Sutures

The progressive closure of the sutures on the inside and outside of the skull has
been used extensively to estimate age. Pioneering work has been done by Todd and
Lyon in the 1920s (Todd & Lyon 1924, 1925a–c), followed by numerous publications
since then (e.g., Acsádi & Nemeskéri 1970; Meindl & Lovejoy 1985; Aiello & Molleson
1994). Unfortunately, the relationship between cranial suture closure and age has
been shown to be very weak and most osteologists would only use it as a last resort
(Garvin & Passalacqua 2011). On the other hand, sometimes the skull is the only
part of the skeleton available, and therefore a very brief discussion of the topic will
be given here. 

In assessing cranial sutures, three areas can be assessed: the ectocranium, endo -
cranium and palate (Buikstra & Ubelaker 1994). The method by Acsádi and
Nemeskéri (1970), using endocranial sutures, still seems to be one of the relatively
more accurate methods (Key et al. 1994; Galera et al. 1998). Acsádi and Nemeskéri
divided the coronal suture into three, sagittal suture into four and lambdoid suture
into three parts totalling sixteen sections (Fig. 3.33). This is then scored according
to the degree of closure shown in Figure 3.34. Age was determined by calculating
the mean value—that is, total score based on all sutural parts divided by 16. The
mean values for closure and age are listed in Table 3.17 (Acsádi and Nemeskéri
1970). This table shows the wide age range for each stage. Sex was not found to be a
factor in the process of sutural closure. 

Buikstra and Ubelaker (1994) combined the Todd and Lyon (1924, 1925a–c),
Baker (1984), Meindl and Lovejoy (1985) and Mann et al. (1987) methods and only
recognize four stages of cranial suture closure, in contrast to Acsádi and
Nemeskéri’s five stages. These stages are described as: 0 = open (no evidence of
closure); 1 = minimal closure (some closure, any minimal to moderate closure for
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Figure 3.33. The 16 areas of the endo -
cranial sutures scored by Acsádi and
Nemeskéri (1970).

Figure 3.34. The description of the five stages of suture closure.
Stage 0: Open suture. There is still a little space left between the
edges of the adjoining bones; Stage 1: Suture is closed, but
clearly visible as a continuous, often zigzagging line; Stage 2:
Suture line becomes thinner, has less zig-zags and may be inter-
rupted by complete closure; Stage 3: Only pits indicate where the
suture is located; Stage 4: Suture completely obliterated, even its
location cannot be recognized (modified from Perizonius 1984,
Figure 3).
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example from a single bony bridge to about 50% clo-
sure); 2 = significant closure (marked degree of closure
but still not completely fused); 3 = complete oblitera-
tion. They advised that 10 sites are scored (1 cm
length) on the outside of the skull, 4 on the hard
palate (across their entire length) and three on the
inside of the skull. In case of bilateral segments the
left side should be scored. These 17 locations are
shown in Figure 3.35. Locations 1–7 are described as
forming part of the vault system, and locations 6–10
as part of the lateral-anterior system (note that mid-
coronal and pterion are in both). Scores ranging
from 1 to 3 for the two systems are then added,

Table 3.17

Estimation of Age by Sutural Closure

Mean
Closure
Stage

Mean
Age

SD Range Age Category

0.4–1.5 28.6 13.08 15–40 Juvenile–young adult

1.6–2.5 43.7 14.46 30–60 Young–middle adult

2.6–2.9 49.1 16.40 35–65 Young–middle adult

3.0–3.9 60.0 13.23 45–75 Middle–old adult

4.0 65.4 14.05 50–80 Middle–old adult

Note: From Acsádi & Nemeskéri 1970, Table 32.

Figure 3.35. Location of sites to be scored for suture
closure on the outside of the skull, hard palate and inside
of the skull: (1) Midlambdoid; (2) Lambda; (3) Obelion; (4)
Anterior sagittal; (5) Bregma; (6) Midcoronal; (7) Pterion;
(8) Sphenofrontal; (9) Inferior sphenofrontal; (10) Superior
sphenofrontal; (11) Incisive; (12) Anterior median palatine
suture; (13) Posterior median palatine suture; (14) Trans-
verse palatine suture; (15) Sagittal; (16) Left lambdoid;
(17) Coronal. Modified from Buikstra & Ubelaker (1994,
Fig. 11).



giving a possible maximum total of 21 for the
vault and 14 for the lateral-anterior system.
These composite scores and their possible age
ranges are shown in Table 3.18. The lateral-
anterior region is said to provide better results
than vault sites.

Although Buikstra and Ubelaker (1994) do
not give formal ages for the palatine and en-
docranial sutures, they provide quantitative
descriptions. The incisival suture (11 in Fig.
3.35) should be closed by young adulthood,
with “activity evident at the transverse palatine
and posterior median palatine segments” (p.
36). In middle-aged adults, the incisival, trans-
verse palatine and posterior median palatine
sutures are usually closed, with the anterior
median palatine suture remaining partially
open. All fuse completely in older adults

(Mann et al. 1987). Endocranial suture closure of the coronal, lambdoid and sagittal
sutures is said to commence during young adulthood, are advanced but incomplete
during middle adulthood and should be fully fused in older ages. 

Galera et al. (1998) found that Acsádi and Nemeskéri’s (1970) method was best
for individuals between 21 and 25, Meindl and Lovejoy (1985) for individuals
between 26 and 50, Masset (1982) between 51 and 65 and Acsádi and Nemeskéri
again for individuals older than 66. This information is difficult to apply in practice,
but may show that these methods are of value.

Nawrocki (1998) followed a somewhat different approach, using skeletons from
the Terry Collection. He used a total of 27 landmarks per skull (16 from the outside
of the skull, seven from the inside, and four from the palate) and assigned scores
from zero to 3 as described above (Buikstra & Ubelaker 1994). He then developed
regression formulae which use different combinations of scores. The adjusted r-
squared values, inaccuracy (mean deviation), bias and standard error for each for-
mula are also provided. Nawrocki argued that the overly pessimistic view of cranial
sutures for age estimations are unfounded, as they indeed do not perform much
worse than any of the other methods. In this publication a number of formulae are
given—for the whole sample combined, males and females separately, black males,
black females, etc. His formula for all groups is:

AGE = 5.86(left pterion) + 6.42(bregma) + 4.91(transverse palatine) + 24.3
Adj. r = 0.56; inaccuracy = 9.6 years; bias = 0.0 years; SE=12.1 years

If, for example, left pterion is scored as 2, bregma as 1, and transverse palatine as 3,
the calculation is as follows:

AGE = 5.86(2) + 6.42(1) + 4.91(3) + 24.3
= 11.72 + 6.42 + 14.73 + 24.3
= 57.2 ± 12.1 years

The formula for females is:
AGE = 5.29(right midcoronal) +7.38(left pterion) + 8.84(transverse palatine)

+ 26.8
Adj. r = 0.65; inaccuracy = 8.6 years; bias = 0.0 years; SE=10.9 years
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Table 3.18 

Composite Scores for the Meindl and Lovejoy (1985)
Ectocranial Suture Closure, with Associated Age Ranges

Vault Sites Lateral-Anterior Sites

Composite
Score

S-Phase Age
Range

Composite
Score

S-Phase Age
Range

0 <49 0 <50

1–2 S1 18–45 1 S1 19–48

3–6 S2 22–48 2 S2 25–49

7–11 S3 24–60 3–5 S3 23–68

12–15 S4 24–75 6 S4 23–63

16–18 S5 30–71 7–8 S5 32–65

19–20 S6 23–76 9–10 S6 33–76

21 (closed) 40+ 11–14 S7 34–68
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The formula for males is:
AGE = 7.00(left pterion) – 6.08(anterior sagittal) + 6.83(right superior spheno -

temporal) + 9.12(bregma) + 28.3
Adj. r = 0.61; inaccuracy = 8.6 years; bias = 0.0 years; SE=11.5 years

6. Acetabulum

Recently, Rissech et al. (2006, 2007) introduced a method that uses the acetabulum
in estimating age at death of adults. As the os coxa is usually well preserved in
forensic cases, it may have considerable potential as an age indicator. Seven variables
were used: the acetabular groove, acetabular rim shape, acetabular rim porosity, apex
activity, activity on the outer edge of the acetabular fossa, activity of the acetabular
fossa and porosities of the acetabular fossa. These seven traits are demonstrated
in Figures 3.36 to 3.42. For their initial study Rissech et al. used 242 os coxae of
males from Portugal, and Bayesian inference was used to estimate age. They found
significant correlation of each trait with age, and low levels of inter-observer and
intra-observer error. Difference between known and estimated ages were within
10 years (implying a 20-year range) for 89% of specimens. Testing this on other
samples, they found good results, but, as expected, results became less accurate
with geographically more distant collections.

Using a similar approach, Calce and Rogers (2011) used a Canadian sample to
test the precision of the Rissech et al. scoring techniques, evaluate the age estimates
for individuals over 40 and compare the results obtained by using different refer-
ence populations (i.e., test the impact of choosing other reference samples). They
found that the technique tended to underestimate age but was appropriate to
use in older individuals. Eighty-three percent of estimates were ± 12 years of
known age, which is probably comparable to what is found in many other
techniques. In order to yield reliable results, the chosen reference population
must be temporally and geographically close to the test population. 

The problem with using Bayesian inference is that this means that the
method is not readily usable for everyone as the database is needed to calculate
an individual-specific age. Calce and Rogers suggested that it may be appropri-
ate to use FORDISC as an appropriate forum, by adding the Rissech et al. data to
make it available to all. Rougé-Maillart et al. (2007, 2009) attempted to develop
a more user-friendly method that can be used to estimate age from unknown
remains. In their method they combined auricular surface and acetabular cri-
teria, but used only four auricular surface (transverse organization—scored
from 1 to 7; surface texture—scored from 1 to 5; porosity—scored from 1 to 5;
apical activity—scored from 1 to 3) and three acetabular (rim—scored from 1
to 5; fossa—scored from 1 to 4; apical activity—scored from 1 to 3) traits. A
composite score is obtained by adding the values of all 7 variables, which is then
read off from a table (Table 3.19). When they used only the three acetabular
criteria, a score of less than or equal to 6 included 80% of the individuals
younger than 40 years. Similarly, a score of less than or equal to 8 included 97%
of individuals under 60. These authors suggested that the acetabulum is good
to use because of its slow development to maturity.

In a test of 100 black males from South Africa, Steyn et al. (unpublished) struggled
to repeat the favourable results reported by other researchers. Inter-observer repeata-
bility was low, and most of the criteria showed limited progression with age, indicating
that younger individuals will be overestimated and older individuals underestimated.

Table 3.19 

Composite Scores with
Corresponding Age for the
Combined Auricular Surface
and Acetabulum Technique
by Rougé-Maillart et al. 

Total
Score

Average
Age 

Range

7–10 22.2 16–28

11–14 29.8 19–39

15–18 37.9 30–68

19–22 48.0 23–67

23–26 58.5 28–83

27–30 72.8 48–95

31–32 79.7 62–94

Note: Published with permission
from Rougé-Maillart et al. (2009),
Forensic Sci Int 188:91–95.



Figure 3.36. The acetabular groove is scored from 0 (no groove) to 3 (pronounced groove). This groove is found inside the
margin of the acetabulum and may be found along a smaller or larger part of the rim (photo: D Botha).

Figure 3.37. The acetabular rim shape is scored from 0 (dense and round) to 6 (destructed rim). As age increases, osteophytes
develop that cause the rim to become narrower, forming a sharp crest. Eventually it will break down (photo: D Botha).
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Calce (2012) recently published a simplified version of the method, using three char-
acteristics (acetabular groove, osteophyte development and apex growth), and found
reasonably good results when attempting to assign individuals to one of three broad
age groups (young adults 17–39, middle adults 40-64, old adults 65+).

7. Vertebral Column

The development of osteophytes in the vertebral column can be used as a general
indicator of age, although much variation can be expected due to factors such as BMI,
tendency towards osteoporosis and activity levels (e.g., Zukowski et al. 2012). Generally
speaking, the clear presence of osteophytes will most probably indicate an individual
of over 40 years of age. Relatively few papers have been published that systematically
assess vertebral changes with age (e.g., Stewart 1958; 1979; Snodgrass 2004; Watanabe &
Terazawa 2006), and it does warrant more research. Watanabe and Terazawa developed
an “osteophyte formation index” with regression formulae for males and females in a
Japanese autopsy sample with standard errors ranging between 13 and 16 years.

Figure 3.38. Acetabular rim porosity is scored from 0 (normal porosity) to 5 (extremely destructured rim). Microporosity begins
on the anterior iliac spine and travels along the rim (Calce & Rogers 2011). In older ages macroporosity is present on the rim and
on the adjacent ilio-ischiatic area of the acetabulum (photo: D Botha).



Figure 3.39. Apex activity is scored from 0 (smooth apex, no spicule) to 4 (large osteophyte present that may completely cross
the acetabular notch) (photo: D Botha).
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Figure 3.40. Activity of the outer edge of the acetabular fossa
is scored from 0 (slight activity of the outer edge) to 5 (destruc-
tion of outer edge). This trait relates to a crest that forms on
the outer edge of the fossa where it meets the lunate surface.
In younger adults it may be felt by moving the finger from the
lunate surface to the acetabular fossa (photo: D Botha).

Figure 3.41. Activity of the acetabular fossa is scored from 0
(lunate surface is level with fossa which appears dense and
smooth) to 5 (entire fossa covered by bone formation) (photo:
D Botha).

Figure 3.42. Porosities of the
acetabular fossa is scored from 0
(fossa dense and smooth, some
peripheral micro porosities) to 6
(most of fossa covered with tra-
becular bone, no microporosities,
large macroporosities) (photo: D
Botha).



8. Radiographic Methods

Bone density as observed on radiographs has been studied extensively to assess bone loss with age and
disease. In his 1959 work, Schranz reported on age changes in the proximal end of the humerus, starting
in adolescence and ending in old age. These studies were extended in 1960 by Nemeskéri and associates
to include the proximal epiphysis of both the femur and humerus. In this study, which was also sum-
marized by Acsádi and Nemeskéri (1970), each bone was analyzed and assigned to one of six phases
based on changes in morphology. Figures 3.43 and 3.44 show the six phases of change in the proximal
humerus and femur respectively, while Table 3.20 contains the phases with corresponding age ranges.
An analysis of the data indicates that the earliest mean age where one can expect major changes is about
41 years. These major metamorphoses are observed in the height of the apex of the medullary cavity,
structure of trabecular bone, cavity formation in the major tubercles, and the thinning of the cortex.
The following descriptions for the humerus are from Acsádi and Nemeskéri (1970, pp. 124-125):

Phase I:Apex of the medullary
cavity is well below surgical neck;
trabeculae exhibit radial systems
(ogival arrangement appears in
smaller portions).
Phase II: Medullary cavity ex-

tending proximally, apex at height
of surgical neck or above, to 1⁄4 of
the distance to the epiphyseal line.
Trabecular system more fragile and
in part exhibits ogival structure.
Phase III:Apex of the medullary

cavity may reach the epiphyseal
line; trabecular system is ogival.
Columnar structure appearing
along the cortex at the border of
diaphysis and epiphysis, while indi-
vidual trabeculae become thicker.
Phase IV: Apex of medullary

cavity reaches the epiphyseal line
or higher; trabecular system shows
gaps in the major tubercle and the
columnar structure along both
sides of the medullary cavity is
occasionally breached.
Phase V: 2–5 mm lacunae de-

velop in the major tubercle. Apex
of the medullary cavity ranges
above the epiphyseal line. Only
discontinuous remains of the
columnar structure appear on both
sides of the medullary cavity.
Phase VI:Diameter of the cavity

formed in the major tubercle ex-
ceeds 5 mm and may reach the
cortex. Trabecular system in the
head is intensely rarefied, the tra-
beculae become cobweb-like and
torn. Apex of the medullary cavity
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Figure 3.43. Phases of structural changes in the spongy substance of the
proximal epiphysis of the humerus (from Acsádi & Nemeskéri 1970, Fig. 20). 
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extends upward and merges with the cavity formed in the
major tubercle; there are only remains of the spongiosa. The
cortex becomes thin and transparent. The anatomical features
on the face of the proximal epiphysis are atrophied and the
cortical substance becomes fragile.

The proximal end of the femur shows similar progressive
proximalward extension of the medullary cavity. These
phases are described as follows (Acsádi & Nemeskéri 1970,
pp. 127–128):

Phase I: Apex of the medullary cavity well below the lesser
trochanter; truss texture of trabeculae is thick; individual features
hardly distinguishable.
Phase II: Apex of the medullary cavity reaches or surpasses

the lower limit of the lesser trochanter; at the border of diaphysis
and epiphysis, and in the neck trabecular pattern of fasciculus
trochantericus and fasciculus arciformis begins to rarefy. Incipient
rarefaction is most marked in the medial part of the neck.
Phase III: Apex of the medullary cavity reaches the upper

limit of the lesser trochanter. Rarefaction of the trabecular
pattern in the medial part of the neck is marked, individual
trabeculae become thinner and are breaking down. The bony
structure becomes loose also in the greater trochanter.
Phase IV:Apex of the cavity extends above the upper limit of

the lesser trochanter. A delimited cavity of 5–10 mm diameter
appears in the medial part of the neck. Distinct rarefaction at
the border diaphysis and epiphysis, in the greater trochanter
and in the head below fovea capitis.
Phase V: Only cellular remnants of the original trabecular

system appear in the neck. A delimited cavity of about 3 mm
diameter is formed in the greater trochanter. Formation of
cavities in the head beneath fovea capitis and at the medial and
lateral borders. Apex of the medullary cavity extends beyond
the upper limit of the lesser trochanter.
Phase VI:Cavities formed in the neck and greater trochanter

have enlarged (more than 10 and 5 mm diameter, respectively).
Cavities in the medial part of the neck merge with the
medullary cavity as a result of a further loosening of the bony
structure, and only fractions of the original trabecular structure
remain along the cortex. Cortex becomes thin and transparent,
relief of outer surface of bone atrophies.

As can be seen from Table 3.20 the age ranges are quite wide, but this method
does seem usable especially in older ages where the ranges tend to be somewhat
narrower. Considerable variation between populations can be expected, and also
between sexes where females who have a higher tendency towards earlier osteo-
porosis may show more variation and earlier changes.

Since the work by Acsádi and Nemeskéri, the most significant follow-up study
was by Walker and Lovejoy (1985) who assessed radiographs of the femur, humerus,
clavicle and calcaneus of individuals from the Hamann-Todd Collection. Of these
bones, they found the clavicle to provide the highest correlations with known age,
whereas the calcaneus performed the worst. The humerus was better than the

Figure 3.44. Phases of structural changes in the
spongy substance of the proximal epiphysis of the
femur (from Acsádi & Nemeskéri 1970, Fig. 22).



femur in females, and vice versa. Walker and Lovejoy de-
scribed eight phases with corresponding ages for the
femur and the clavicle. The data for the clavicle are as fol-
lows (Table 2 from Walker & Lovejoy 1985):

Phase 1: Prominent and thick posterior cortex. Medullary
canal filled with dense trabeculae that are fine-grained,
densely packed and tending to align in parallel plate-like
layers. Posterior cortex fine-grained, may be dense. Both
ends are filled with fine-grained trabeculae. Age: 18–24
Phase 2: Similar to Phase 1, but slight evacuation of

metaphyses. Little change in posterior cortex, anterior cortex
slightly increased trabecularization. Slight coarsening of
medullary trabeculae. No increase in translucency. Age: 25–29
Phase 3: Further evacuation of metaphyses that have

more moderately grained and fewer trabeculae. Slight thin-
ning of posterior cortex, but no scalloping. Medullary canal
filled, however dense, parallel, plate-like pattern is much
less evident. Age: 30–34
Phase 4: Posterior cortex is significantly reduced, par -

ticularly at the extremities. Metaphyses show continued
evacuation and trabeculae coarsen. Little or no plate-like
trabeculae present overall. Translucency increases distinctly.
Age: 35–39

Phase 5: Both ends may have only coarse trabeculae; those in medullary canal are
also coarse. Clear thinning of posterior cortex at both ends. Also thinning of anterior
cortex with trabecularization. General enlargement of medullary canal. Age: 40–44
Phase 6: Continues as in phase 5, but slightly accelerated. Overaging is possible.

Systemic bone loss as indicated by increased translucency. Age: 45–49
Phase 7: Typically very coarse trabeculae. Significant bone loss but no evacuation

of medullary canal. Cortex reduced everywhere. Age: 50–54
Phase 8: Generally a continuation of previous trends, with much bone loss and

translucency. Both cortex and trabeculae are reduced, and trabeculae are very coarse
or absent. Cortical trabecularization of anterior cortex may be extreme. Cortical scal-
loping occurs along medullary lumen. Age: 55+ years

Kaur and Jit (1990) also found clavicular resorbtion useful, but in their study
they used sections of actual bones and calculated the proportion of the cortical
thickness to total diameter of the bone. This could potentially also be useful on ra-
diographs. 

9. Microscopy

The histomorphometry of human cortical bone has been used extensively in esti-
mation of adult age. Although not the first researcher to introduce this method, the
work of Kerley (1965, 1970) is the most well-known of the early publications.
Kerley used complete osteons, fragmentary osteons, circumferential lamellar bone
and non-Haversian canals in his calculations. Since then many publications have
appeared that used different bones, included a variety of variables and also tested
the methods on many different populations. Several excellent book chapters are
available for more detailed reading (e.g., Stout 1992; Robling & Stout 2000; Crowder
2009). In general, the method is fairly difficult to use for the non-expert, and the
different definitions used for some of the variables (e.g., secondary osteons) may
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Table 3.20

Descriptive Statistics of Radiographic Age
Estimation from the Proximal Epiphyses of the
Humerus and Femur (Acsádi & Nemeskéri 1970)

Morpho -
logical
Phases

Mean
Age

SD Actual
Range

Calculated
Range 
(3 x SD)

Humerus

I
II
III
IV
V
VI

41.1
52.3
59.8
56.0
61.0
61.1

6.60
2.51
3.59
1.84
2.05
3.39

18–68
24–68
37–86
19–79
40–84
38–84

21.3–60.9
44.8–59.8
49.0–70.5
50.5–61.6
54.9–67.2
50.9–71.2

Femur

I
II
III
IV
V
VI

31.4
44.0
52.6
56.0
63.3
67.8

–
2.60
1.86
2.32
2.17
3.64

18–52
19–61
23–72
32–86
38–84
25–85

36.2–51.8
47.0–58.2
49.0–63.0
56.8–69.9
56.9–78.7
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be a deterrent. It is also a destructive method with many problems related to inter-
observer and intra-observer repeatability (e.g., Lynnerup et al. 1998). There have
also been conflicting reports on how some of the various features may change with
age (Robling & Stout 2000)—e.g., some researchers reported Haversian canal size to
increase with age (e.g., Yoshino et al. 1994; Bocquet-Appel et al. 1980), others found
it to decrease (e.g., Singh & Gunberg 1970), while some reported no change in its
size (e.g., Currey 1964; Jowsey 1966). Methods should therefore be carefully selected
before they are applied. 

Bone Dynamics

Bone is a dynamic tissue that continues to change throughout life, and the adult
skeleton is formed through processes of growth, modeling and remodeling (Robling
& Stout 2000). Growth and modeling take place during the development of the
bone. In adulthood primary bone is continuously being replaced by secondary
bone through a process of remodeling, and age estimation is based on the assump-
tion that this process occurs at a predictable and constant rate (Stout 1988; Pfeiffer
1992; Crowder 2009). Robling and Stout (2000) pointed out that modeling involves
either resorbtion or formation, whereas remodeling always follow a pattern of acti-
vation → resorbtion → formation at a specific site. During remodelling discrete,
measurable units of bone are removed and replaced by secondary osteons. These
units are sometimes referred to as basic multicellular units of remodeling (BMU’s).
Each BMU in bone results in the production of structures known as Haversian
systems or osteons (Stout 1988). Cortical bone thus tends to become more densely
packed with secondary osteons through time. Through this process the number of
osteon fragments also increase.

Histomorphological Features Used

There are several types of osteons, and it is advised that anyone who uses any of
these methods must become familiarized with the details of bone microstructure. A
secondary osteon is distinguished from a primary osteon by the presence of a re-
versal line at their periphery, but different authors use different criteria for includ-
ing a secondary osteon in their counts—e.g., Kerley (1965) included an osteon if it
exhibits 80% or more of its original lamellar area and has an intact Haversian canal,
Stout (1988) included it if it has a Haversian canal at least 90% “unencroached
upon,” and Ericksen (1991) required that it exhibits a completely intact Haversian
canal but also included Volkmann’s canals (see Table 7.1 in Robling and Stout
2000). In using any published method, the exact inclusion and exclusion criteria for
a feature should thus be exactly as it was described for that specific publication. 

Most methods include an assessment of the number of secondary osteons and
fragmentary osteons in cortical bone (Fig. 3.45), but these changes may also be
expressed in other ways—e.g., Stout and Paine (1992) combined the density of
intact and fragmentary osteons (number per mm2) and created a new variable—
namely, osteon population density. This osteon population density increases with
age until a point is reached where newly formed osteons have removed all signs of
previous osteons. 

Ahlqvist and Damsten (1969) used a method that measured the percentage of
the microscopic field occupied by remodeled bone (any kind of secondary osteon).
This reduces the errors with counting various substructures, and this variable has



also been included by other researchers. Other variables used in various studies
include number of lamellae per osteon, mean osteon area, mean Haversian canal
area, Haversian canal size and Type II osteon population density. Some of these are
shown in Table 3.21 (after Robling & Stout 2000). Figure 3.45 shows an example of
two of the most common features used, namely unremodelled bone and a secondary
osteon.
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Figure 3.45. Human adult bone cortical microstructure, showing secondary osteons and
unremodelled bone (photo: N Keough).

Table 3.21 

Selected List of Femur and Rib Histomorphometry References, Indicating Bone Used 
and Origin of Reference Sample

Bone Reference Sample Origin Variables Used

Femur Kerley 1965; Kerley &
Ubelaker 1978

North Americans Intact osteons, osteon fragments, non-Haversian canals, 
% unremodeled bone

Singh & Gunberg 1970 North Americans % remodelled bone

Fangwu 1983 Modern Chinese Intact osteons, osteon fragments, non-Haversian canals, thickness of
outer lamellae

Drusini 1987 Modern Italians No. of secondary osteons per mm2

Samson & Branigan 1987 English whites Haversian canals per mm2, Haversian canal diameter, cortical thickness

Ericksen 1991 Americans 8 variables

Narasaki 1990 Modern Japanese 8 variables

Thomas et al. 2000 Australians 6 variables

Maat et al. 2006 Modern Dutch % non-remodeled subperiosteal bone

Han et al. 2009 Koreans Cortical width, osteon density, osteon size, Haversian canal size

Keough et al. 2009 South African blacks 10 variables

Ribs Stout & Paine 1992 North Americans Intact and fragmentary osteons per mm2

Stout et al. 1996 American whites Intact and fragmentary osteons per mm2

Cho et al. 2002 North Americans Osteonal area, intact and fragmentary osteon density, osteon
population density, relative cortical area

Kim et al. 2007 Koreans 7 variables

Note: After Robling and Stout (2009).
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Bones Used

Most of the studies used femora, where more than one area around the midshaft are
usually sampled. The ribs and tibia (midshaft) have also frequently been studied, but
since the early publications almost all bones (e.g., occipital, second metacarpal,
mandible, fibula, ulna, humerus, clavicle) have been subjected to assessment. Some
of these studies on femora and ribs, being the most commonly used, are listed in
Table 3.21, including the population which has been studied and the variables used
(after Robling & Stout 2000).

Variability and its Causes

Cortical remodelling can be influenced by a number of factors, although there is
not always consensus as to how exactly these happen. Most researchers seem to
agree that there may be a difference between the sexes. Ericksen (1991), for example,
found that males would accumulate new osteons up to the tenth decade of life,
whereas this process stops much earlier in females. As females complete their bone
growth earlier than males and also have a higher tendency towards osteoporosis,
some differences are to be expected. Other factors that may play a role include dif-
ferences between populations, biomechanical stress and activity patterns, diagenesis,
nutrition and disease.

In a study of South Africans of low socioeconomic status, for example, Keough et
al. (2009) suggested that the low correlation of various variables to age in this
sample may be due to chronic disease and malnutrition. Hard labour which may
cause repetitive micro-fracturing may also affect turnover rates. These authors sug-
gested that it is important to include individuals of high and low socioeconomic
status/nutrition in a test sample, so as to include all possible variability. Regression
equations yielding wider age estimates may seem less useful but may in fact better
reflect reality in a specific environment. 

The Use of Regression Formulae

In using any specific formula, care should be taken to exactly replicate the method
used, giving attention to aspects such as microscopic field size (Stout & Gehlert
1982) and definitions of variables included. Robling and Stout (2000, p. 206) provide
an example of how adjustments should be made to correct for field size. Standard
errors of estimates reported by various authors range between about 2.6 and 15.0
years (Robling & Stout 2000; Maat et al. 2006; Crowder 2009; Keough et al. 2009),
potentially making bone histomorphometry one of the most accurate methods of
adult age estimation. Crowder (2009) advises that the methods used by Thompson
(1979) and Cho et al. (2002) provide results comparable to those of traditional
morphological methods, and that they should be used. 

10. Biochemical Methods

Several age-related changes occur in the proteins of the human body, including
oxidation, isomerization, and racemization. Of these, racemization has been used
most often to estimate chronological age or age at death. Racemization is a chemical
reaction whereby the L-forms of amino acids change to D-forms, and this change
correlates highly with the age of the protein (Ohtani & Yamamoto 2005; Yekkala et
al. 2006). In a living individual, newly formed proteins are normally composed of



L-form amino acids, and these L-form amino acids within proteins are changed
into D-forms by automatic chemical reactions with time. Aspartic acid racemiza-
tion ratios are usually used for this purpose, although other amino acids have also
been tested (Arany & Ohtani 2010). Analysis of the ratios is usually done through
gas chromatography.

Tissues with low metabolic rates are most suitable for use with this technique,
with dentine providing the best results. Enamel and cementum have also been used,
with other tissues such as bone, cartilage, white matter of the brain and the lens of
the eye also having been tested (Ohtani & Yamamoto 2005). The method works
very well—using teeth, various researchers found high correlations (r > 0.9) between
aspartic acid racemization ratios and chronological age (Helfman & Bada 1976;
Arany & Ohtani 2010; Ohtani & Yamamoto 2010). In most cases, the age was
accurate within ± 3 years. This method thus provides estimates that are much closer
to actual age than any morphological assessment (Ritz-Timme et al. 2000a; Rösing
et al. 2007).

When using teeth for this purpose, it should be kept in mind that not all
teeth are formed at the same time, and even all the dentine within one tooth is
not formed simultaneously. Therefore, the age at which the tooth is formed
should be taken into account, and the complete dentine of a specific tooth must
be used. 

Various factors may affect the rate at which the changes from the L-forms to D-
forms take place. These include temperature, humidity, and pH. The method may
also not perform well in burned bodies and cadavers left in alkaline solutions
(Ohtani & Yamamoto 2005). The accuracy may also decline the longer the post-
mortem period (Rosing et al. 2007), and the method is probably not usable in his-
toric material (Ritz-Timme et al. 2000a). Ritz-Timme et al. (2000b) also cautioned
that it is important that the intralaboratory quality of the method is evaluated,
using mixtures of D- and L-asp, and age-known teeth.

11. Multifactorial Age Estimation 

Throughout the years a number of studies have been carried out to determine if
combining various techniques would result in a more precise estimation of age
(e.g., Nemeskéri et al. 1960; Sjøvold 1975; Meindl et al. 1983; Lovejoy et al. 1985a;
Bedford et al. 1993), the most recent of these being Transition Analysis (Boldsen et
al. 2002; Milner & Boldsen 2012). Two of these methods—namely, the Complex
Method (Nemeskéri et al. 1960; Acsádi & Nemeskéri 1970) and Transition Analysis
(Boldsen et al. 2002)—will be discussed in more detail. 

Using the Complex Method described by Acsádi and Nemeskéri (1970), four
characteristics are included: pubic symphysis, radiological changes in the proximal
humerus, radiological changes in the proximal femur and endocranial suture
closure. These characteristics in the proximal humerus and femur can also be
studied in a cross-section of the bone. The pubic symphysis is classified into one of
five phases as shown in Figure 3.46. Radiological changes in the spongy structure
of the proximal humerus and femur are each classified into one of six stages (Figs.
3.43 & 3.44), and endocranial suture closure into one of five stages (Table 3.17). In
this table, scores from 0–1.5 correspond to phase I, 1.6–2.5 to phase II, etc. Age es-
timation according to these authors can be made by analyzing one or all of the four
bones. If all four bones are assessed, the average age must be computed using Table
3.22 as follows (Acsádi & Nemeskéri 1970, p. 131):
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The starting point in calculation should always be the symphysial face, from which it
can be said whether the age at death of the individual studied had been under 50,
about 50, or above 50 years. If it had been under 50 (phases I and II), the basis of esti-
mation (averaging) should be the lower limit of the age for all the other age indica-
tors. If the symphysial face indicates age about 50 (phase III), averaging is made on
the basis of the mean values. Finally, if it indicates age considerably higher than 50
(phases IV–V), the upper limit of the range should be used for averaging.

An example to demonstrate how their method works is shown in Table 3.23. If the
pubic symphyseal phase of a skeleton indicates that the individual is in phase III
(meaning an age of about 50 years), one must use the mean age values provided in
Table 3.22. If cranial sutures for this skeleton are in a phase IV, proximal humerus in
phase III and proximal femur in phase II, the mean ages are added to give a total of 213
as shown in the table. Divided by four, this gives a score of 53.3 years for this skeleton. 

The authors stated that the accuracy of this complex method is 80%-85%, with a
margin of error of ± 2.5 years, which is most probably somewhat optimistic. Thus,
the estimated age of the above specimen should be 53.3 ± 2.5 years.

Figure 3.46. Phases of superficial changes of the pubic symphyseal face (from Acsádi &
Nemeskéri 1970, Fig. 21). 

Table 3.22 

Age Correspondence of the Phases of the Four Morphological Age Indicators in Years

Lower Limit of Range Mean Upper Limit of Range

Phase Sut Sym Fem Hum Sut Sym Fem Hum Sut Sym Fem Hum

I 23 23 23 23 30 32 33 41 39 40 43 57

II 35 37 35 41 44 44 44 51 52 49 53 61

III 45 46 44 48 53 52 52 57 60 58 59 65

IV 53 54 50 52 60 60 58 59 66 68 66 67

V 58 61 54 54 63 67 63 61 72 75 71 69

VI – – 58 55 – – 67 62 – – 76 70

Note: From Acsádi and Nemeskéri (1970), Table 36. 
Key: Sut = endocranial sutures, sym = symphyseal face, femur = proximal end of femur, hum = proximal end of humerus.



Recently, Transition Analysis has been
introduced as a method using a combination
of variables (cranial sutures, sacroiliac joint
and pubic symphysis) (Boldsen et al. 2002)
with a modern statistical approach. This
approach helps us to better understand age-
related changes and how to use it in advanced
statistical analyses. It is a parametric method
that uses the change or transition of one
phase into a next, higher phase. For example,
when using the pubic symphysis, when will
individuals in a sample start to change over
from, say, a phase IV to V? Obviously there

will be a range of ages for different individuals as to when this transition takes place
to the higher phase, but when this range is known the probabilities of being in a
specific phase can be calculated, and an upper age limit set for when all individuals
should be in the next phase through what is basically likelihood functions. 

The principles of this are shown in Figures 3.47 and 3.48 for acetabular changes
(data: M Steyn). In these two graphs apex activity is shown, which entails the various
phases of the development of an osteophyte at the apex of the acetabulum. Figure 3.47
shows curves for age-specific probabilities of making the transition from one stage to
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Table 3.23 

Example of Calculating Age of an Individual Using the Complex
Method (Acsádi & Nemeskéri 1970). Refer to Table 3.22.

Phase of
Specimen

Range Mean
(Years)

Endocranial suture
Humerus, prox epiphysis
Pubic symphysis
Femur, prox epiphysis

IV
III
III
II

53–66
48–65
46–58
35–53

60
57
52
44

TOTAL
Mean age

213
53.3

Figure 3.47. Curves showing the age-specific probabilities of making the transition from one stage to the next for apex activity
of the acetabulum. Age is indicated on the x-axis (M Steyn, personal data; graph: S Pretorius & C Blignaut).
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the next, while Figure 3.48 shows likelihood curves with proportions of individuals in
the several stages at each age—calculated from the transition curves shown in Figure
3.47. In these two figures, age is shown on the x-axis and probability on the y-axis.

Using the same reasoning, Konigsberg et al. (2008) provided “log-normal age-at-
transition distributions” between the various phases for the Suchey-Brooks sym-
physeal phases. They argued that even though the ages of transition to a next phase
may differ between populations, “it does not necessarily translate into appreciable
differences in likelihoods.” These authors advocated for methods that provide 50%
coverage: 50% of individuals should have ages that are between the stated age limits
(with 25% above and 25% below). They also advised that the focus needs to be on
collecting data on age changes in large samples, rather than concentrating on in-
terpopulation variation in rates of aging.

Boldsen et al. (2002) argued that we do not need point estimates (with mean,
range, midpoint), but rather probability densities when estimating age. These esti-
mates are usually given in fixed intervals based on the method used, but this may
not be correct as all individuals assigned to an interval are not equally likely to
belong in it. The ideal is to have an age range for each skeleton, i.e., to express un-
certainty in estimates for each skeleton individually, and this is possible in transi-
tion analysis. The width of any particular age range depends on the age distribution

Figure 3.48. Likelihood curves showing the proportions of individuals in several stages at each age, calculated from the transition
curves shown in Figure 3.46 (apex activity of the acetabulum). Age is indicated on the x-axis (graph: S Pretorius & C Blignaut).



of the observed morphological variations, depending on which features are observ-
able. These authors also pointed out problems with age estimation in older individ-
uals, which in most methods are usually placed in an open-ended category of “over
50,” hoping that the proposed method would help rectify this problem. 

In selecting age indicators for inclusion in any composite method, it can be
argued that a good age indicator is one (a) that is unidirectionally age-progressive,
(b) where morphological features can be reliably classified or measured, with low
and known observer error, and (c) that change at roughly the same time in all
people (GR Milner, personal communication). The Boldsen et al. (2002) method
uses transition in cranial sutures, pubic symphysis (McKern & Stewart 1957) and
auricular surfaces/sacroiliac joints (Lovejoy et al. 1985b) from one stage to next.
The components for the pubic symphysis are scored similarly to what was the case
in the McKern and Stewart method, but the way in which they were combined are
very different. Symphyseal relief (6 phases), symphyseal texture (4 phases), superior
apex (4 phases), ventral symphyseal margin (7 phases) and dorsal symphyseal
margin (5 phases) are scored. For the auricular surface, nine traits are scored: superior
demi-face topography (3 phases), inferior demi-face topography (3 phases), superior
surface morphology (5 phases), middle surface morphology (5 phases), inferior
surface morphology (5 phases), inferior surface texture (3 phases), superior posterior
iliac exostoses (6 phases), inferior posterior iliac exostoses (6 phases), and posterior
exostoses (3 phases). For the original programme, a sample of 686 skeletons from
the Coimbra (Portugal) and Terry Collections were used.

To estimate the age of a specific skeleton, the phase estimates are entered into a
computer programme, which then gives a mean, minimum and maximum age
(95% confidence) for each of the three indicators alone and combined. This age
range is specific to that individual, and if all indicators were scored to be close to each
other, a smaller confidence interval will be obtained and vice versa. The programme
is fairly simple and easy to use and can be employed for incomplete remains—just
enter what is available.

In a recent test of the method on modern samples, Milner and Boldsen (2012) found
that the choice of prior distribution considerably influenced the final result, although
this had a smaller effect than the inaccuracy and imprecision of the age estimates.
Transistion analysis performed less well than experienced-based age assessments, but
this is probably due to the fact that the method is too narrowly focused on cranial
sutures (which performed very poorly) and pelvic characteristics. The addition of low
information traits (e.g., the appearance of vertebral osteophytes or acetabular
changes) as well as other generally recognized traits (e.g., sternal ends of ribs), must
be explored. However, the development of the transistion analysis programme should
probably be seen as a proof of concept, providing exiting new possibilities for the
future. More skeletons from a variety of geographical areas should also be included in
the database. As Falys and Lewis (2011) pointed out, this method now also needs to
be tested by researchers other than those who developed the method.

E. SUMMARIZING STATEMENTS

• The neonatal phase is the period before the eruption of teeth. Long bone
lengths and fusion of the two halves of the mandible should be used for age
assessment. If radiographs are available, dental development can be assessed. 
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• Early childhood starts with the eruption of the first deciduous tooth and ends
with the eruption of the first permanent molar (about 6 years). Eruption of
deciduous teeth and closure of cranial sutures (metopic, occipital) can be used.
If no teeth are available, long bone lengths may be used (not very accurate).

• Childhood starts with the eruption of the first permanent tooth (about 6
years), and ends with the eruption of the second permanent molar (about 12
years). Here the eruption sequence of permanent teeth can be used. If no
teeth are available, long bone lengths may be used (not very accurate).

• The adolescent period starts with the eruption of the second permanent molar
(about 12 years), and ends with adulthood (about 18–20 years, when the third
permanent molar erupts and its roots are completely developed). Closure of long
bone epiphyses and completion of dental development are used for age assess-
ment. The synchondrosis spheno-occipitalis usually fuses near the end of this
stage, and the first sacral segment and the medial end of the clavicle are unfused.

• The young adult period starts with the eruption of the third molar and com-
pletion of its root formation (about 18 years), although Falys and Lewis (2011)
recommend age 20 as the onset of adulthood. The synchondrosis spheno-
occipitalis and long bone epiphyses are mostly fused or in final stages of
fusion. The first sacral segment and the medial end of the clavicle will be open.
Sternal ends of ribs, pubic symphyses and early tooth wear can also be used.

• Middle adulthood (25–35 years) commences when all epiphyses are closed,
and the first sacral segment and medial ends of clavicle are closing. Sternal
ends of ribs, pubic symphyses, and auricular surfaces as well as tooth wear,
radiological changes, cranial sutures and histological changes can be used. 

• Mature adults range from about 35–45 years. All late epiphyses have closed.
Pubic symphyses, auricular surfaces and sternal rib ends can be used. Very few
degenerative changes are onservable.

• In older adults (45+), degenerative changes such as an atrophic mandible and
arthritic changes may be observed. The cranial sutures are often obliterated,
and dental wear may be prominent. Pubic symphyses, auricular surfaces, etc.,
should be in final phases. It is especially difficult to provide sensible estimates
of individuals beyond 50 years, but transisition analysis shows some promise
to provide better estimates in older ages.

• Variation is the norm rather than the exception. The estimation of skeletal
age, based on bone development, is not absolute; it is relative. Many tables
providing estimates have been given, but these are, of course, only a recogni-
tion of central tendency, an “average.” In children there are “early” and “late”
maturers who are all perfectly normal. In adults, some may age fast and others
less so. Too narrow estimates should therefore be avoided. Most conventional
methods of age estimation overestimate the age of younger individuals, and
underestimate the age of older individuals.

• Although it is generally recognized that more than one anatomical region should
be used in estimating the age of a specific individual, there is little consensus as
to how the information should be combined in a statistically meaningful way. 

• Future research should look towards combining samples from various conti-
nents to create large databases, rather than focusing on differences between
populations. 

• The inclusion of low information traits, sophisticated mathematical approaches
and the development of computer interfaces are all important for future research
in adult age estimation (GR Milner, personal communication).



• It is ironic that most methods of adult age estimation are described to be too
inaccurate to use in forensic cases, but they are all used in practice and it is
often not clear how a particular final estimate is arrived at. Combinations of
traits and sophisticated approaches are the only possible solution.
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A. INTRODUCTION

In living humans sex is a discrete trait as determined by the genetic makeup of an
individual. Therefore, easily identifiable characteristics exist that can be used to

classify any individual into one of two categories (male or female) only. Unfortu-
nately, this is much more difficult in the human skeleton, as all shape and size-based
traits form a continuum, with much overlap. This difficulty in estimating sex is
confounded by the fact that remains are often fragmentary, populations may vary
with regard to their expression of specific traits and the identification of some
characteristics are dependent on the experience of the observers. 

The most effective sex indicators do not begin to develop until adolescence, and
many are not fully expressed until adulthood. Sexing immature remains therefore is
extremely difficult and results are tentative at best. Recent research has also indi-
cated that changes that occur in the skeleton after adulthood has been reached may
obscure dimorphism. In his 2005 paper, Walker reported an association between
age and the greater sciatic notch shape, for example. The notch tends to be wider in
both males and females in younger ages (more feminine), but as individuals age it
tends to become more masculine in shape. Vitamin D deficiency was mentioned as
a possible cause for this phenomenon. Vance et al. (2011) demonstrated that post-
cranial robusticity in males may increase long after lengthwise long bone growth
has stopped, while it has also been shown that females may become more robust in
old age (Pfeiffer 1980; Ruff & Jones 1981; Simmons et al. 1985). In the Vance et al.
study, it was found that many postcranial measurements increased significantly in
size in white females and males as they age, while black females did not show any
change. In the population studied, whites tend to be more susceptible to osteoporosis,
and reasons for an increase in size may include normal degenerative changes,
microfractures at articular joint surfaces, and changes in the relationship of cortical
and endosteal bone (Jowsey 1960; Evans 1976; Thompson 1980). Sexual dimorphism
throughout the lifetime may thus not be as stable as one may think, and this may
hamper our ability to determine sex. 

How accurate can a forensic scientist be? Years ago Krogman sexed a sample of
750 adult skeletons (white and black, male and female) from the Hamann-Todd
Collection. His success rates were as follows: when the entire skeleton was present
(100%), pelvis alone (95%), skull alone (92%), pelvis plus skull (98%), long bones alone
(80%), long bones plus pelvis (98%). However, the results were most probably biased
as, in a medical school, the ratio of male to female cadavera is about 15 to 1. Hence,
for any case in doubt he had a 15 to 1 chance of being correct had he said male.

Stewart (1948, 1951) felt that for the entire skeleton or the pelvis, he could be
correct in 90%–95% of cases; for adult skulls alone in about 80%. In his earlier work,
Stewart (1948) also mentioned that Hrdlička was 80% accurate with a skull only,
but if mandibles were present he achieved 90% accuracy. In a series of 100 adult
American black skeletons sexed by inspection of the complete skeleton, Stewart
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scored 94%, but in this same series, using skull plus mandible, he was correct in
only 77% of cases. Durić et al. (2005) reported 100% accuracy in skeletons from a
forensic context in the Balkans using pelvic and cranial characteristics, although
it seems that their sample comprised of only male individuals which may have
biased the results. From these studies we can deduct that, even with a complete
adult skeleton, it is thus not always possible to make the correct estimate in all cases. 

St. Hoyme (Krogman & İşcan 1986) also cautioned anthropologists to reserve
judgment if in a given skeleton, two sexually dimorphic characteristics are contra-
dictory. She elaborated on this dilemma and the fallacious solution often used as
follows: 

It is frequently the practice to look at the pelvis, or some other part, when one is
unable to determine sex to one's satisfaction. Hanna and Washburn (1953), in their
study of the pelvis, commented that they could decide sex in 90% of pelves on the
basis of the ischium-pubis index, and that they could settle the sex of the remainder
on the basis of the sciatic notch, and thus the sex of 99% was satisfactorily established.
This is a logical fallacy committed by many. If 90% of a series may be sexed by char-
acter A, and 90% by B, 81% would be sexed by both; 1% by neither, and 18% would be
doubtful, with A and B disagreeing. If more than one characteristic is used for sexing,
all must be applied to all specimens, otherwise one cannot claim that the same sex
characters were used to determine the sex of all specimens. In truth, the sex of the
first 90% was determined by A, the sex of the next 9% by B, and the remaining 1% by
neither, so that another character C or D might be called in for the last specimen. If
characteristics A and B are truly independent in their biological causation, there are
likely to be differences in their degree of development, and apparent contradictions. If
they are simply different manifestations of the same feature (i.e., pubic elongation
may be evaluated in several ways), the investigator should realize this and be aware
that he is not using separate or independent evidence.

There are two methodological approaches to sexing skeletal remains: morpholog-
ical and metric. Most of the older studies of sex differences in the skeleton (skull and
pelvis mainly) concentrated on morphological traits in a descriptive manner. These
descriptions focus on shape—the bony configurations that are macroscopically
visible. There are many advantages to this approach, especially when a particular form
is recognizable despite variation between populations and across time. However,
there is some subjectivity involved and it is difficult to know precisely how accurate
the outcomes are. Many of these assumptions of morphological differences are
now challenged, and their existence and accuracy in separating between sexes are
reassessed with modern morphometric techniques such as geometric morphometrics
(e.g., Steyn et al. 2004; Pretorius et al. 2006; Bytheway & Ross 2010) and Elliptical
Fourier Analysis (e.g., Tanaka et al. 2000; Bierry et al. 2010). 

Although geometric morphometrics has been used to quantify morphology
since the late 1980s (Kendall 1981, 1984; Bookstein 1989, 1991, 1996; Rohlf & Slice
1990; Rohlf & Marcus 1993; Slice 1993; Rohlf 1998), it is a technique that only
became popular in physical anthropology in the late 1990s (e.g., Lynch et al. 1996;
Wood & Lynch 1996; Hennessy & Stringer 2002; Rosas & Bastir 2002; Pretorius et
al. 2006). Using this technique, shape differences can be observed and quantified.
Initially shape differences could only be recorded in two dimensions, but with more
sophisticated digitizing equipment and the use of scans the shape of a structure can
also be studied with these techniques in three dimensions. Using this method it is
possible to observe with more detail exactly in what areas of a skeletal structure the
variations in shape occur, and how big those differences are.



When using geometric morphometrics, the process usually starts by assigning
homologous landmarks or semi-landmarks (used when the structure being studied
has too few or no landmarks and their structural information is represented by
surfaces, curves or outlines) on the specimens to be studied. Using these two- or
three-dimensional coordinates, mean shapes of, for example, males and females can
be obtained. Relative warp analyses that are similar to a principal components
analysis of the aligned specimens are performed, and thin-plate spline analyses
show deformations of the shape using Cartesian grids which allows one to visually
determine which landmarks are responsible for the differences/similarities in
shape. Several software packages are freely available for this purpose, and all pro-
vide statistical data which include levels of significance of observed differences and
classification accuracies. This technique works well on a broad population level to
assess and quantify differences, but remains difficult to apply to an individual
forensic case when sex estimation for only that specific individual is needed.

A recent development in morphological assessment is where a number of traits
are used that is clearly graded by accompanying drawings. These scores are then
used in discriminant function analysis to estimate sex (e.g., Walker 2008), which
gives clear accuracies and error rates.

Not all parts of the skeleton have clear and consistent morphological differences
between the sexes. Sometimes the differences are only size based, or the remains
may be incomplete and the observer has to rely on less dimorphic bones. In these
cases a metric approach is followed. The use of metric parameters is usually rather
straightforward, as measurements are mostly well defined and repeatable. The
numerical results that are obtained are usually easy to assess and interpret (e.g.,
DiBennardo & Taylor 1983; İşcan & Miller-Shaivitz 1984a–c; Steyn & İşcan 1998;
Steyn & İşcan 1999; Asala 2001; Ousley & Jantz 1996). The advantages of metrics
are that they are easy to use and provide indications of the accuracy with which the
estimation can be made. It is also easier to assess inter- and intra-observer repeata-
bility of methodology. However, overlap between the sexes and significant popula-
tion variation may create some problems. These analyses are based on size alone
and are the methods of choice for skeletal components like long bones that do not
exhibit clear shape differences. 

A single variable may be used in these cases, but most often a combination of
measurements is selected from each bone to maximize sex estimates. These are
freely available for many bones in the form of discriminant function statistics. As
Du Jardin et al. (2009) pointed out, to use discriminant function analysis three main
assumptions must be met: (1) the observed variables within each sample or popula-
tion must follow a multivariate normal distribution; (2) the variance–covariance
matrices of the groups must be equal, meaning that the variance of each variable
must be similar in each group; and (3) the correlation between the variables must
be as low as possible. Discriminant function analysis is generally easy to use and is
very popular amongst anthropologists.

Alternative statistical methods include logistic regression and, most recently,
neural networking. Logistic regression may be used if some of the three assumptions
outlined above under discriminant functions are not met, and it tolerates some
non-linearity between the inputs and the output of a model (Du Jardin et al. 2009).
Using logistic regression, an observation will be classified into one of the two
groups (male or female in this case), as is the case with discriminant function
analysis. Artificial neural networks are less commonly used. Unlike what is the case
in discriminant analysis and logistic regression, neural networks do not represent
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the relationship between the explanatory and de-
pendant variables by using an equation. Rather, this
relationship is expressed as a matrix containing
values (“nodes”) that are similar to the network of
neurons in the brain. The use of this technique in
a forensic setting still needs to be demonstrated.

The major problems with techniques that use
size-based parameters are that standards may be
influenced by secular trends and they are usually
population specific, although this is to some
extent also true for shape-based characteristics. A
discriminant function formula developed for
South African blacks, for example, may therefore
not work on African Americans. These methods
are based on the fact that males tend to be more
robust because normal testosterone levels produce
greater muscle mass, but functional demands may
lead to large overlaps in size. 

A number of texts are available that provide
recommendations with regard to standards that
could be used to estimate sex from unknown re-
mains (e.g., Acsádi & Nemeskéri 1970; Ferembach
et al. 1980; Buikstra & Ubelaker 1994; Loth &
Îşcan 2000; Rösing et al. 2007).

B. PELVIS

1. Morphology

The pelvis is the most dimorphic bone of the
human skeleton and has been studied extensively
with regard to estimating sex from unknown
skeletal remains (e.g., Washburn 1948; Davivongs
1963; Jovanovic & Zivanovic 1965; Palfrey 1974;
Singh & Potturi 1978; Segebarth-Orban 1980;
Kimura 1982a-b; MacLaughlin & Bruce 1985;
Novotný 1986; Bruzek 2002). Table 4.1 provides a
summary of the classic morphological traits used
to sex the skeleton. As is the case with all morpho-
logical features, these traits show much variation
and a large degree of overlap. Traits in the “male”
and “female” columns are for ultra-masculine and
ultra-feminine pelves (Figs. 4.1 & 4.2), and an
almost infinite number of variations between
these extremes exist. Also, the possibility exists
that not all traits are equally emphasized—one
trait may be more male in a specific pelvis, whereas
another may be more female. It is said that the
anterior portion of the pelvis is associated more

Case Study 4.1

How Many Individuals?

Human remains in an advanced state of decom-
position were found in the open field close to a busy
highway in the Gauteng Province of South Africa.
No soft tissue was present, but the bones were
greasy and odorous, probably indicating a PMI of
less than a year. The remains comprised of a complete
cranium and mandible, upper four cervical vertebrae,
right femur, right os coxa and 6 ribs. A few strands
of straight black hair were found associated with the
skull. 
The shape of the skull and face as well as the ab-

sence of prognathism suggested European ancestry.
Well-developed brow ridges, a sloping forehead,
large mastoids and a generally robust appearance of
the skull and mandible indicated a male individual.
In contrast to the findings on the skull, a wide sciatic
notch, wide subpubic angle and rectangular pubic
bone could be observed in the pelvic bone. These
are all female characteristics. 
Many of the cranial sutures were closed, and the

teeth showed considerable wear. Advanced temporo-
mandibular arthritis was present in the left-sided
joint. These features suggested that this skull did
not belong to a young individual, a finding that was
confirmed when a mandibular incisor was sectioned
and aged by means of a revised Gustafson method.
This yielded an age of approximately 40–50 years.
The sternal ends of ribs and pubic symphyses had a
much younger appearance, and could more likely be
associated with an individual in his/her thirties.
Even though there was no doubling of skeletal el-

ements, the obvious differences related to sexual di-
morphism seen in the skull and os coxa led the
anthropologist to conclude that the remains may
indeed represent more than one individual. This
finding was supported by the differences in age-
related changes observed between the cranial and
postcranial elements. DNA analysis later confirmed
that the remains indeed represented two different
individuals–one male and one female. Unfortunately,
none of them could be positively identified. 
This case demonstrates how careful assessment

of sexually dimorphic characteristics helped to come
to the conclusion that the remains could not all
belong to the same individual. The skull, mandible
and cervical vertebrae most probably belonged to
an older male individual, whereas the os coxa, femur
and ribs belonged to a younger female individual.

M Steyn



with childbirth, whereas the posterior aspect is more
strongly correlated with differences in mode of loco-
motion between males and females (Bruzek 2002).

In a sample of 72 black and 103 white pubic
bones, Phenice (1969) observed sexual variation in
three structures: the ventral arc, subpubic concavity
and medial aspect of the ischiopubic ramus (Fig. 4.3).
The ventral arc is located on the ventral surface of
the bone as a slightly elevated bony ridge extending
from the pubic crest down to the pubic ramus. This
structure is seen only in females and is thought to
be a secondary sex characteristic associated with
puberty. The subpubic concavity is a deep concave
structure located immediately below the symphysis
in the ramus (Phenice 1969). This concavity is pres-
ent in females and absent in males. The third struc-
ture, the medial aspect of the ishio-pubic ramus, is a
broad, flat structure in males but is narrow and
crest-like in females. The medial ischiopubic ramus
is the “most likely to be ambiguous and the ventral
arc is the least likely to be ambiguous.” According
to the author, this sex estimation method provided
a correct estimate of about 96% for both sexes and
all ancestral groups. Several authors have tested the
Phenice method—some reporting lower accuracy
(59%; MacLaughlin & Bruce 1990), with others
agreeing that it is highly accurate (Lovell 1989;
Sutherland & Suchey 1991; Ubelaker & Volk 2002).
Experience of the observer seems to plays a role.
Bruzek (2002) concluded that this method is prob-
ably around 80% accurate. One of the problems
with relying on this method is that that the pubis
tends to be a fragile part of the pelvis and is often
not preserved.

A number of investigators have attempted to de-
termine the accuracy of the classic morphological
traits as outlined in Table 4.1 and Figure 4.3. Using a
set of eight variables, Bruzek and Ferembach (1992)
assigned sex correctly in 93% of cases.

Rogers and Saunders (1994), for example, studied
17 traits on 49 known Canadian individuals and
found accuracies ranging from 80%-93.8%. Listi and
Basset (2006) assessed 12 characteristics on a large
sample (more than 800) of os coxae of American
whites and blacks and found that they were correct
in 95%-96% of cases. Combinations of characteristics
therefore seem to mostly be more than 90% accurate
in assigning sex.

Bruzek (2002) used 402 pelvii from European
collections, in a modified approach where he scored
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Table 4.1 

Sex Differences in Pelvic Morphology

Trait Male Female

Pelvis as a
whole

Massive, rugged,
marked muscle
sites

Less massive,
gracile, smoother

Symphysis Higher Lower

Subpubic
angle

V-shaped (<90°) U-shaped: rounded;
broader divergent
obtuse angle (>90°)

Subpubic
shape

Convex Concave

Pubic bone
shape

Triangular Rectangular

Ventral arc Absent, not well
defined

Well defined

Obturator
foramen

Large, often ovoid Small, triangular

Acetabulum Large, tends to be
directed laterally

Small, tends to be
directed antero-
laterally

Greater
sciatic notch

Smaller, close,
deep

Larger, wider,
shallower

Ischiopubic
rami

Slightly everted Strongly everted

Sacroiliac
joint

Large Small, oblique

Auricular
surface

Raised Flat

Postauricular
space

Narrow Wide

Preauricular
sulcus

Not frequent More frequent,
better developed

Postauricular
sulcus

Not frequent More frequent,
sharper auricular
surface edge

Ilium High, tends to be
vertical

Lower, laterally
divergent

Iliac
tuberosity

Large, not pointed Small or absent,
pointed or varied

Sacrum Longer, narrower,
with more evenly
distributed
curvature; often 5
or more segments

Shorter, broader,
with tendency of
marked curvature at
S1–2 and S2–5; 5
segments the rule

Pelvic brim,
or inlet

Heart-shaped Circular, elliptical

True pelvis,
or cavity

Relatively smaller Oblique, shallow,
spacious
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five traits—three from the sacroiliac area and two from the ischiopubic area. These
included aspects of the preauricular sulcus, the greater sciatic notch (Novotný
1981), the composite arch (outline of sciatic notch and auricular surface; Genovés
1959), inferior pelvis (Novotný 1981) and ischiopubic proportion (pubic bone
longer than ischium in females, shorter or of equal length in males). Accuracy for
the entire bone was about 95%, with an error rate of ± 2% and indeterminate in 3%.
The methods used are rather difficult and not very clearly demonstrated, making
this difficult to replicate. 

Bytheway and Ross (2010) obtained a near 100% separation between the sexes
when assigning 36 three-dimensional landmarks to the pelvis as a whole, using
geometric morphometrics. This clearly demonstrates the existence of clear-cut
differences between the sexes, but the challenge still remains to make this method-
ology practically usable in the assessment of a single forensic case.

Figure 4.1. Articulated male (left) and female (right) pelves in frontal view.

Figure 4.2. Examples of narrow male (left) and wide female (right) sciatic notches.



The accuracies of many of the morphologi-
cal traits on their own have also been studied.
Patriquin et al. (2003) assessed the shape of
the sciatic notch, subpubic concavity, ischio -
pubic ramus, ischial tuberostity and pubic
shape in a sample of 400 known South African
whites and blacks. Results indicated that over-
all, pubic bone shape was the easiest to assess
and was the most consistently reliable mor-
phological indicator of sex in both sexes and
ancestral groups (Table 4.2). The most dis-
criminating traits in whites were pubic bone
shape and subpubic concavity form with an
88% average accuracy. In the black group,
greater sciatic notch shape gave the highest
separation (87.5%), followed by pubic shape
(84.5%). However, ischiopubic ramus form
gave very poor results. The greater sciatic notch
also gave very poor results in the white group,
which was an unexpected finding. 

Walker (2005) assessed the probability of
correct sex identification using the variations
in the shape of the greater sciatic notch as illus-
trated in Buikstra and Ubelaker (1994). Using
296 skeletons, he found the notch to be very
reliable with scores indicating a wide notch
(score of 1) 88% likely to be female, and scores
of more than 2 (all scores from 2 to 5) being
91% likely to be male. This illustrates the
degree of variation found in these traits—the
female form (wide notch) is clearly female, but
everything else from a more intermediate
form to a narrow shape could be male. The di-
vision using these scores from 1 to 5 is thus
not symmetric (with a score of 1 being a typi-
cal female, 5 a typical male and the rest an
equally spaced continuum), and males were
more variable in their expression of this trait.

Following up on the poor results found
with the greater sciatic notch in South Africans
(Patriquin et al. 2003), Steyn et al. (2004) as-
sessed this feature in a sample of 115 known
skeletons with geometric morphometrics. It
was observed that South African black males

have the typical narrow shape, while both the black and white females have typical
wide notches. The white males, however, showed a very wide variation and their
shapes scattered across the range. This is similar to what was found by Walker
(2005), indicating that males may be more variable in their expression of this trait,
although Gonzalez et al. (2009) found a more than 90% separation using semi-
landmarks to assess the notch. It thus seems that the variations seen in the shape
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Figure 4.3. Sexual variation in the pubis: (1) ventral arc on
ventral surface of the female pubis; (2) slight ridge on ventral
aspect of male pubis; (3) subpubic concavity seen from dorsal
aspect of female pubis and ischiopubic ramus; (4) dorsal aspect
of male pubis and ischiopubic ramus; (5) ridge on medial aspect
of female ischiopubic ramus; (6) broad medial surface of male
ischiopubic ramus (redrawn after Phenice 1969, Fig. 1).
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and size of the sciatic notch and the factors that play a role here are still not fully
understood and may vary between populations. Age may be a significant factor
(Walker 2005).

One of the traits listed in Table 4.1 is differences in the shape of the obturator
foramen, which has traditionally been described as oval in males and round in
females. Surprisingly little research has been done to verify the existence of this
difference, and its usability in sex estimation. Fourier analysis is very well suited to
assess a feature with this kind of shape, and Bierry et al. (2010) demonstrated a near
85% accuracy using this methodology. However, as the authors also point out, this
trait is rather subjective and very difficult to score in a consistent manner when
using simple visual assessement.

İşcan and Derrick (1984) developed a visual assessment method to determine sex
using the sacroiliac joint, involving the posterior half of the ilium and its articulation
with the sacrum (Fig. 4.4). The three structures analyzed included (1) the post -
auricular sulcus located between the iliac tuberosity and posterior auricular surface
(rarely present in males, commonly present in females), (2) postauricular space,
formed between the posterior region of the ilium and the dorsal surface of the
sacrum when the two bones are articulated (narrow in males, large in females), and
(3) the iliac tuberosity (mound-shaped in males and absent or pointed in females).
They found these to be highly accurate in determining sex.

It seems that the way sacroiliac joint bridging happens is also sex-specific. When
the joint ossifies, males tend to have extra-articular bridging which forms a dome
over the two joints, whereas females had intra-articular bridging which is a
smooth fusion between the ilium and sacrum (Dar & Hershkovitz 2006). These
authors found that this condition was more common in males than females, and
this is not dependent on geographic origin, ancestry or time period. Hormones may
be responsible for avoiding ankylosis in the joints of females. 

Scars of Parturition

Since Angel’s study on pal eodemography in 1969, estimation of parturition rate
and number of children born has been extensively studied. These studies have
concentrated on the dorsal and ventral pubic surfaces (Gejvall 1970; Stewart 1970;
Nemeskéri 1972; Putschar 1976; Suchey et al. 1979), the preauricular sulcus
(Houghton 1974, 1975; Dunlap 1981) or the combined features of the pelvis (UlIrich

Table 4.2 

Percent of Correctly Assigned South African Males and Females 
Based on Morphological Characteristics the Pelvis

White Black

Characteristic Males Females Average Males Females Average

Shape of Sciatic Notch 33.0 96.0 64.5 91.0 84.0 87.5

Subpubic Concavity 92.0 84.0 88.0 94.0 74.0 84.0

Ischiopubic Ramus Form 93.0 8.0 50.5 93.0 19.0 56.0

Ischial Tuberosity 96.0 39.0 67.5 92.0 40.0 66.0

Pubic Shape 80.0 96.0 88.0 81.0 88.0 84.5

From: Patriquin et al. (2003).



1975; Kelley 1979). Angel (1969) provided a detailed description of the anatomical
changes that occur around the pubic bones, and published dorsal views of female
pubic symphyses of various ages and parity to illustrate bone response to stresses of
child birth. Lipping and fossae, apparently eroded by incidents of bleeding and cyst
formation, were especially evident. Ullrich (1975) published detailed descriptions and
drawings of the posterior and anterior faces of the pubic bone, dividing them into
several stages. It was found that in older individuals, time-related marginal irregu-
larities tend to do away with much of the evidence of earlier cavities (Stewart 1970,
1972; Suchey et al. 1979). The ventral margin of the symphyseal articular surface
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Figure 4.4. Sexual dimor-
phism in the sacro-iliac be-
tween females (A, B and D)
and males (C and E). Ob-
serve locations of the
postauricular sulcus (A),
iliac tuberosity (C) and
postauricular space (D)
(İşcan & Derrick 1984).
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remains only slightly affected by the stress of pregnancy. The usual joint stress
resulted in “lipping” of the dorsal margin equally in males and females. In the latter,
however, there may have been extra lipping as a result of pregnancy. Scarring was
not present in 50% of modern female pubic bones, however, this cannot be consid-
ered proof of nulliparity (Stewart 1970). Some bones may thus remain unscarred by
pregnancy.

The optimism at the possibility of predicting number of births from this scarring
was also diminished when Holt (1978) reported on the findings of 68 female pubic
bones with comprehensive medical records indicating whether or not each female
had given birth. About 15% of the females who had not given birth exhibited some
limited scarring of the pubic symphysis, while 23.4% of the females who had not
given birth exhibited medium to large scarring. 

Similarly, dorsal pitting on the os pubis was recorded as absent, trace to small,
and medium to large by Suchey et al. (1979). The variables they considered in their
study on 480 pubes of females of known parity included the number of full-term
pregnancies, interval since last pregnancy and age. They reported an association
between the number of full-term pregnancies and the degree of dorsal pitting, but
the correlation was not marked; 17 nulliparous females had medium to large dorsal
changes; on the other hand these changes were absent in 22 females with one to five
full-term pregnancies. A time factor was also observed: females who had their last
child 15 years or more before death had more medium to large dorsal changes than
those who had borne a child more recently. Age as a variable was found to be inde-
pendent of the number of full-term pregnancies. In multiparous women an absence
of dorsal pitting occurred more often in females under 30 than those over 30 years
of age.

Detailed descriptions of the preauricular sulcus revealed that males and females
may have a ligamentous groove, which is formed by the attachment of the inferior
part of the ventrosacroiliac ligament (Houghton 1975). However, a deeper groove,
the so-called groove of pregnancy, is only found in some female individuals. UlIrich

Figure 4.5a-b. Well-developed preauricular sulci, usually associated with females who had children.

a b



(1975) described these changes in detail, and ascribed them to stresses on the
sacroiliac ligaments and joint capsule. Similar changes were observed on the pelvic
face of the sacrum. He concluded, based on four areas of the pelvis, that the posterior
pelvic surface and preauricular sulcus were the most diagnostic and could provide
reliable results in determining parturition and childbirth. However, he did not
commit himself to estimating the number of pregnancies.

Kelley (1979a) also attempted to analyze several structures in the pelvis, includ-
ing the pubis and posterior ilium including preauricular and postauricular sulci.
He concluded that the preauricular sulcus is the most sensitive of all. Elderly fe-
males tended to lose all bony evidence of past childbearing history. Like Ullrich,
Kelley expressed doubts about the possibility of estimating the number of children
based on pelvic changes.

This pessimism was confirmed in a study by Snodgrass and Galloway (2003),
who agreed that parity indicators in human skeletal material could be very helpful,
but remains elusive. Relationships between dorsal pits and pubic tubercle elongation
and parity were investigated in 148 modern female pubic bones with associated
birth information. Elongation of the pubic tubercle showed no significant corre-
lation with number of births, while dorsal pits did show a strong association with
increasing numbers of births (p<0.01), especially in younger women. Confirming
the observations of earlier researchers, this correlation could not be found in older
women. In women older than 50 years, dorsal pitting was significantly correlated
with BMI but not with the number of births. Some evidence for the correlation
between dorsal pitting and parity was thus found, but the authors concluded that
this did not reach the level of accuracy needed for forensic applications at the level
of the individual.

In summary, it seems that the presence of dorsal pitting and a well-developed
preauricular sulcus are suggestive of a woman having borne at least one child.
However, this association becomes more tentative with increasing age and a higher
BMI, and the changes are not consistent enough to use them to comment on the
number of possible pregnancies.

2. Metric Assessment

Similar to the multitude of studies addressing pelvic morphology in sex assessment,
numerous metric studies have been published. Earlier studies focused on basic
indices, for example, Turner’s (1886) pelvic index:

anteroposterior diameter ¥ 100
maximum transverse diameter

Based on this index, Turner made the following classification:

Platypellic = x – 89.9 (transverse oval)
Mesatipellic = 90 – 94.9 (rounded)
Dolichopellic = 95 – x (long oval)

This classification was later modified by Greulich and Thoms (1939) as follows:

1. Dolichopellic: anteroposterior or conjugate diameter of inlet exceeds maximum
transverse diameter

2. Mesatipellic: maximum transverse diameter either equals conjugate or exceeds
it by no more than 1 cm
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3. Brachypellic: tranverse diameter exceeds conjucate by 1.1–2.9 cm
4. Platypellic: transverse diameter exceeds conjugate by more than 3 cm

Using x-ray pelvimetry, they found the incidence of these pelvic types for sam-
ples of adult white females (n=686) to be as follows:

Dolichopellic: 18.4%
Mesatipellic: 44.7%
Brachypellic: 31.8%
Platypellic: 4.7%

These figures do not support the stereotype of the typical broad pelvic inlet for fe-
males. In terms of Turner’s pelvic index, Greulich and Thoms (1939) found on 69
males that 7.2% were platypellic, 14.5% mesatipellic, and 78.2% dolichopellic. Males
thus tend to be more dolichopellic, and females mesatipellic to brachypellic although
large overlaps exist. Platypellic pelves are rare in either sex, and if it exists it may be
associated with nutritional inadequacy (Thoms 1936; Nicholson 1945; Angel 1976;
İşcan 1980). Angel (1976) also indicated that there is a secular increase in the pelvic
inlet index from prehistoric times to the present. As far as dimensions of the pelvic
inlet, midpelvic plane and pelvic outlet are concerned, they vary more with pelvic
type than they do with sex. The transverse diameter of the inlet may be slightly larger
in the female pelvis and the transverse diameter of the outlet a bit larger in males.

Washburn (1948, 1949) and Hanna and Washburn (1953) focused their attention
on puboischial relationships, as expressed by the ischiopubic index:

Pubis length ¥ 100
Ischium length

The dimensions taken by Washburn originated from the point in the acetabulum
where the ilium, ischium and pubis fuse. This point is represented either by a raised
area, an irregularity or a notch inside the acetabulum, and can be difficult to locate.
These two measurements are described in more detail in Appendix A. Adams and
Byrd (2002) found that these measurements were difficult to replicate, although Steyn
et al. (2011) found that they could be repeated with relatively high accuracy. Using
this index, Washburn quantified the longer pubis in females and found fairly good
separation between males and females (Table 4.3). This accuracy is about 66% with
all individuals combined, but improves when the ancestral groups are separated.

Xinhi and associates (1982) used this index as well as several other measurements
to determine sex in a contemporary Han population of China. The sample (115 males,

Table 4.3 

Length of Pubis and Ischium (Mm) and Ischiopubic Index

Pubis Length Ischium Length Ischiopubic Index

Population N Mean SD Range Mean SD Range Mean SD Range

White male 100 73.8 4.1 65–83 88.4 4.3 75–98 83.6 4.0 73–94

White female 100 77.9 4.4 69–95 78.3 3.8 69–93 99.5 5.1 91–115

Black male 50 69.2 4.7 60–88 86.6 3.6 79–96 79.9 4.0 71–88

Black female 50 73.5 4.4 63–86 77.5 4.4 67–86 95.0 4.6 84–106

Note: Modified from Washburn (1948). 



54 females) was obtained from a collection at the Xinjiang Medical College. They
also included sciatic notch width and depth as well acetabular diameter in their
assessment (Table 4.4). In general, large overlaps exist in these measurements and
indices. Pal et al. (2004), for example, found in a sample of Indians that very few
individuals could be correctly sexed using three commonly used pelvic indices.

Through the last 80 years a number
of authors have thus made significant
contributions with regard to the devel-
opment of several pelvic measurements
and indices and the setting of standards
for various populations (e.g., Letterman
1941; Thieme 1957; Jovanović et al.
1968, 1973; Singh & Potturi 1978; Kelley
1979a–b; Kimura 1982a). With the advent
of more sophisticated statistical tech-
niques, the use of metric standards
became more popular and especially
discriminant function formulae have

become very common (Howells 1965; Schulter-Ellis et al. 1983, 1985). Although
these measurements and indices described above on their own are today rarely
used to determine sex, they have all contributed to our understanding of pelvic
morphology and the normal variation seen within and between populations.

Howells (1965) was one of the first scientists to employ discriminant function
analysis. He studied Gaillard’s skeletal collection (75 males, 69 females). In addition
to the traditional ischial and pubic lengths and the index obtained from it, he took
four measurements of the greater sciatic notch and acetabular region. These in-

cluded sciatic height, cotylosciatic length
(shortest distance from acetabular rim
to greater sciatic notch), cotylopubic
length (from acetabular rim to pubic
symphysis) and the difference between
SS-SA, in which SS is the distance be-
tween the anterior superior iliac spine
and the closest point on the greater sci-
atic notch, and SA is the distance be-
tween the anterior superior iliac spine
and the closest point on the auricular
surface. These discriminant functions
are shown in Table 4.5. Any discriminant
score with values lower than the section-
ing point is classified as female. As can
be seen from this table, accuracies were
high and ranged between 93% and 98%. 

Kimura (1982a) studied sex differ-
ences in the pelves of three population
samples: 103 Japanese of the Yokohama
City University School Collection, as well
as 102 American whites and 97 American
blacks from the Terry Collection. The
following measurements were taken:
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Table 4.4

Accuracy of Pelvic Dimensions in Separating Sexes 
in a Chinese Population

Female Unknown Male Accuracy %

Ischiopubic index x – 98 97–92 91 – x 96.4

Sciatic notch depth x – 29 30-40 41 – x n.a.

Sciatic notch breadth x – 62 61-45 44 – x n.a.

Acetabular x – 45 46–55 56 – x 87.1

Note: From Xinxhi et al. (1982).

Table 4.5 

Discriminant Function Coefficients for Determining Sex 
from the Os Coxa.

Male Female

Dimension (mm) Mean S.D. Mean S.D.

X1  Ischial length 96.9 5.65 89.3 5.00

X2  Pubic length 93.2 6.48 97.0 5.31

X3  Ischiopubic index 96.2 3.81 108.7 4.18

X4  Sciatic height 41.0 4.80 47.1 5.32

X4  Cotylosciatic length 40.1 3.13 37.2 3.97

X5  Cotylopubic length 29.7 2.71 24.8 2.63

X6  SS-SA 1.4 3.88 –7.7 4.33

Discriminant Function Formulae
Section
Point

% 
Correct

Y = 0.7717X1 – 0.636X2 11.3 97.8

Y = 0.8285X6 + 0.517X7 – 0.1148X4 – 0.1819X5 9.2 93.1

Y = 0.4514X6 + 0.3253X7 + 0.6071X1 – 0.0993X4
– 0.1345X5 – 0.05421X2

9.3 96.5

Note: From Howells (1965). See text for details of measurements.
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• Pubic length: from the nearest point of the acetabulum to the superior point
on the pubic symphysis

• Ischial length: the farthest border of the acetabulum to the most inferior point
on the ischial tuberosity

• Iliac width: from the most anterior point of the anterior superior iliac spine to
the most posterior point on the posterior superior iliac spine.

From these measurements, Kimura derived ischiopubic, ilioischial and iliopubic
indices. Table 4.6 lists the discriminant function coefficients and accuracy of each
function. As can be seen from this table,
all accuracies were above 90% with the
exception of the function that used
pubic length in combination with iliac
width.

In another study using the Terry
Collection, innominates of 260 Ameri-
can whites and blacks (65 males and 65
females of each ancestral group) were
analyzed by discriminant function sta-
tistics (Taylor & DiBennardo 1984).
These authors ran the analysis for sex
assessment where ancestry was known,
as well as for simultaneous ancestry
and sex assessment. Measurements from
the central portion of the innominate
were chosen that included acetabular
diameter, greater sciatic notch height,
and position of greatest notch depth.
They found accuracy of sex prediction
with known ancestry to be roughly
90%. When attempting to simultane-
ously assess ancestry and sex assess-
ment, accuracy dropped to roughly
60% for each group in both samples. 

These pioneering studies were fol-
lowed by a number of similar studies
on, for example, Polyneseans from New Zealand (e.g., Murphy 2000), Australians
(Milne 1990), Europeans (e.g. Steyn & Iscan 2008), Africans (e.g., Akpan et al. 1998;
Patriquin et al. 2002), Indians (e.g., Dixit et al. 2007), and Americans (Albanese
2003). Some authors used combinations of pelvis and other bones, for example, the
femur (e.g., Schulter-Ellis et al. 1983, 1985; Albanese 2003; Albanese et al. 2008). In
the studies by Albanese (2003) and Albanese et al. (2008), logistic regression was
used in stead of the more popular discriminant function analysis. Where a new
measurement (superior ramus length) and a combination of femoral measure-
ments were included, very good results of over 90% accuracy was obtained, while
accuracies of over 95% were found using iliac breadth and a combination of proxi-
mal femur measurements. Logistic regression equations are somewhat more diffi-
cult to calculate than discriminant functions and have been slower to catch on. 

Albanese (2003) and Albanese et al. (2008) made the point that general wisdom
suggests that morphological methods can be applied across populations whereas

Table 4.6 

Discriminant Functions for Sexing the Os Coxa 
of Japanese and American Whites and Blacks.

Dimensions
Useda

Populations Discriminant
Function

Section 
Point

%
Correct

Pubic length Japanese Y=X1 – 1.655X2
0.192X3

+  57.136 96.7

Ischial length Whites Y=X1 – 1.412X2
0.122X3

+  27.750 94.3

Iliac width Blacks Y=X1 – 1.412X2
0.145X3

+ –19.270 95.6

Pubic length Japanese Y=X1 – 1.325X2 53.031 96.5

Ischial length Whites Y=X1 – 1.244X2 30.166 94.2

Blacks Y=X1 – 0.904X2 23.095 95.5

Ischial length Japanese Y=X2 – 0.317X3 60.174 94.4

Iliac width Whites Y=X2 – 0.283X3 36.089 91.0

Blacks Y=X2 – 0.397X3 –32.162 90.8

Pubic length Japanese Y=X1 – 0.439X3 2.478 79.1

Iliac width Whites Y=X1 – 0.539X3 3.693 74.2

Blacks Y=X1 – 0.372X3 5.875 77.2

aVariable X1 is pubic length; X2, ischial length; X3, iliac width.
Note: From Kimura (1982a).



metric methods can not, but that this may not be true. Testing of morphological
indicators suggests that they are not necessarily applicable for all populations
(MacLaughlin & Bruce 1990; Lovell 1989; Rogers & Saunders 1994; Steyn et al.
2004), and that reliable metric methods can be developed that are applicable across
several populations. This was also found by Steyn and Patriquin (2009), who used
data of Greeks from Crete (n=193), South African whites (n=200) and South
African blacks (n=199). Using seven standard measurements from the os coxa, dis-
criminant function formulae were developed for each population separately, and
then for all three populations combined. Classification accuracies indicated that
very little was gained by keeping the populations separate. In a stepwise calculation
using all measurements, for example, the overall classification accuracy was 94.5%
for the combined group, and 94.8%, 94.5% and 94.5% for the Greeks, SA whites and

SA blacks, respectively. When
only the acetabular diameter was
used, the corresponding figures
were 82.5% versus 84.1%, 81.6%
and 83.5%. It was thus suggested
that in a highly sexually dimor-
phic bone such as the pelvis, it
may not be necessary to use pop-
ulation-specific formulae in sex
estimation. Large sample size
may also smooth out smaller dif-
ferences between groups. 

Table 4.7 shows the discrimi-
nant functions of Steyn and Pa-
triquin (2009). In this study, pubic
and ischial length were measured
from the point on the superior
border of the acetabulum repre-
sentative of the centre of origin of
the iliac blade. To use any discrim-
inant function formula, the vari-
able (in mm) must be multiplied
by its unstandardized coefficient—
for example, from Table 4.7, using
Function 2 (pubis and ischium)
the pubis length is multiplied by
its unstandardized coefficient, and
added to the ischial length multi-
plied by its unstandardized coef-
ficient. The resultant value is then
added to the constant. A value less
than the sectioning point indicates
a female and vice versa. 

Correia et al. (2005) argued
that the sexually dimorphic char-
acteristics in the pelvis are those
that are related to biparietal defor-
mation, although many authors
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Table 4.7 

Canonical Discriminant Function Coefficients for Pelvic Dimensions, 
Which May Be Usable Across Populations

Functions and
Variables (mm)

Standard
Coefficients

Structure
Coefficients

Unstand 
Coefficients

Centroids

Function 1 (all variables)

Pubic length
Ischial length
Total height
Iliac length
Sciatic notch breadth
Sciatic notch depth
Acetabular diameter
Constant
Sectioning point
Accuracy

–0.825
0.636
0.726
–0.271
–0.524
0.172
0.273

0.591
0.578
0.388
–0.370
0.127
–0.032
0.018

–0.130
0.111
0.059
–0.026
–0.087
0.037
0.088
–8.607
–0.0385
94.5%

M=  1.387
F = –1.464

Function 2 (pubis and ischium)

Pubic length
Ischial length
Constant
Sectioning point
Accuracy

–0.017
1.396

–0.042
0.686

–0.160
0.244
–9.467
–0.0235
89.8%

M=  1.180
F = –1.22

Function 3 (greater sciatic notch)

Sciatic notch breadth
Sciatic notch depth
Constant
Sectioning point
Accuracy

1.136
–0.561

0.870
–0.022

0.188
–0.119
–5.248
0.0095
72.4%

M= –0.605
F =  0.624

Function 4 (acetabulum)

Acetabular diameter
Constant
Sectioning point
Accuracy
Demarking point

1.000 1.000 0.325
–17.031
0.003
82.5%

F <52.40> M

M=  0.861
F = –0.855

Note: Values larger than the sectioning point indicate a male for Functions 1, 2, 3 and
5, and a female for Function 4.
Source: Modified from Steyn and Patriquin (2009).
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found that by simply using robusticity indicators such as acetabular diameter, very
good results can be obtained (e.g., Murphy 2000; Macaluso 2010a, 2011). Following on
the notion that some discriminant funtions may not be highly population-specific,
Macaluso tested the accuracy of acetabular diameter on a population from France.
In the pooled-group sample of Steyn and Patriquin (2009) a demarking point of
52.40 mm accurately separated the sexes in 84.1% of cases, whereas in the French
group a demarking point of 52.85 mm was 85.4% accurate. In practice, this makes
very little difference, and in ethnically diverse populations where ancestry is not
known a single demarcation point of around 52.5 mm may provide relatively accu-
rate results. 

Sacrum

Generally, the male sacrum is described as longer and narrower than that of the
female, with a more evenly distributed curvature. It may contain more than 5 seg-
ments in the male. In the female, it has a tendency for a marked curvature to be
present at S1–S2 and S2–S5. These differences, however, are sometimes difficult to
see and estimation of sex by “eyeballing” can be very difficult. As Tague (2007)
pointed out, the sexes are monomorphic as far as the breadth of the sacrum as a
whole at the plane of the pelvic inlet and S1 height is concerned.

A number of studies have been conducted on the usability of the sacrum in sex
estimation, both as far as metrics and morphology is concerned. Many of these were
done on the sacrum in isolation (Strádalová 1975; Flander 1978; Mishra et al. 2003;
Patel et al. 2005), whereas others included it as part of sex estimation in combination
with other parts of the pelvis (e.g., Valojerdy & Hogg 1989). Flander (1978) used 200
sacra and analyzed the usefulness of conventional methods to estimate sex. Results
from her univariate analysis showed that significant sex differences mainly involved
the top part of the bone, although measurements reflecting curvature worked well in
the black group. The accuracy of determination based on a total of six measurements
ranged from an average of 84% in the white sample to 91% for the black sample. The
most discriminating variables were the anteroposterior dimension of the S1 body,
bialare breadth and transverse breadth of the S1 body for both ancestral groups. 

Following on this, Flander and Corruccini (1980) assessed shape differences in
the sacral alae, but found that allometric growth accounted for most of the variation
seen in this region. They suggested that the requirements for stability in this region
to support a large individual may obscure sexual differences in the sacrum. 

Kimura (1982b) presented a relatively simple method of sexing the sacrum by
means of a base-wing index. His sample included 103 Japanese sacra from the
Yokohama City Medical School, 100 American whites and 97 American blacks from
the Terry Collection. Measurements and the index obtained from these collections
included the transverse width of the sacral base, transverse width of the wing (lateral
margin of the base to the most lateral border of the wing) and the index of width of
the wing ¥ 100/width of base. Osteometric landmarks used in taking these measure-
ments are illustrated in Figure 4.6. Table 4.8 contains the mean and standard devia-
tion of base width, wing width and their index for males and females in the three
groups. It also provides discriminant function coefficients for all ancestral groups.
Patel et al. (2005), however, found that in an Indian population the sacral index
(width/length) provided better results than Kimura’s base-wing index.

Tague (2007) followed on this intitial research, by arguing that females have a
longer S1 “costal process” than males. This is basically the same idea as that of



Kimura, indicating that although males and
females may have approximately the same
total proximal sacral width, males have rela-
tively larger S1 bodies whereas the wings
(or costal processes) are relatively wider in
females. He tested this on a sample of 197
individuals from the Hamman-Todd and
Terry Collections, and found that males
were significantly larger than females in all
vertebral measurements with the exception
of the longer costal process of S1. This S1
costal process length is significantly corre-
lated with the size of the pelvic inlet, and
may be among the most sexually dimorphic
features of the pelvis.

This same basic characteristic was used
when Benazzi et al. (2009) measured the

maximum transverse diameter of S1, the maximum breadth of the sacrum, S1 area
and perimeter in discriminant function analysis in a sample of Europeans. They
found that, using these four variables, sex could be accurately predicted in 81.6%–
93.2% of the individuals they assessed. Using just the basic three measurements of
sacral length, width and S1 width in a sample from Crete, Steyn and İşcan (2008),
however, had very disappointing results where only 54% of males and 67% of
females were correctly classified.

Some differences also exist in the length of the auricular surfaces, both on the
sacrum and the ilium (Valojerdy & Hogg 1989). These are generally larger and
longer in males.

In summary, it seems that basic measurements of the sacrum provide poor
separation, and that morphological differences are difficult to judge. The relation-
ship of S1 body size to total proximal width is apparently the best discriminating
characteristic, with potential for future use in a forensic context.
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Table 4.8 

Descriptive Statistics, Discriminant Function Coefficients, and Accuracy of Prediction of Sex Estimation 
from the Sacrum in Japanese (N=103), American Whites (N=100), and Blacks (N=97)

Japanese Whites Blacks

Dimensions (mm) Sex Mean S.D. Mean S.D. Mean S.D.

X1  Width of the base

X2  Width of the wing

X3  Base-wing index

M
F
M
F
M
F

50.0
45.1
32.7
35.7
65.8
79.7

4.46
3.64
4.03
2.57
10.10
12.05

48.9
43.6
37.0
40.0
76.2
92.2

3.99
3.81
4.74
3.93
10.87
10.02

48.8
43.6
32.3
37.5
66.7
86.4

4.47
3.36
4.59
4.56
15.30
11.39

Populations Discriminant function formulaea Section point % Correct

Japanese
Whites
Blacks

Y = X1 – 0.590X2
Y = X1 – 0.604X2
Y = X1 – 0.782X2

7.605
9.494
7.364

75.3
80.4
82.7

aDiscriminant scores greater than the sectioning point classify as male.
Note: From Kimura (1982b).

Figure 4.6. Sacral dimensions used in the estimation of sex: (B)
width of the base; (W) width of the lateral part of the wing (from
Kimura 1982b, Fig. 1).
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C. CRANIUM AND MANDIBLE

1. Morphology

Traditionally, the skull is the single most studied bone in physical anthropology,
and much of our knowledge of human evolution is based on cranial remains.
Equally traditionally, the sexing of skulls has been done on a morphological basis,
so that descriptive skeletal features (traits) have ruled rather than dimensions (size
and proportions).

Table 4.9 presents a summary of the morphological sex traits in the skull (Krogman
1939). In sexing a skull, the initial impression often is the deciding factor, i.e., a
large, robust skull is generally that of a male
and a small, gracile skull that of a female.
Cranial capacity as a measure for this differ-
ence is 200 cc less in the female than the
male. The female skull is usually rounder
than that of the male, i.e., the cranial index
is two or more units greater in the former.
Craniofacial proportions are about the same,
although the female skeleton may be relatively
more gracile with relatively larger orbits. The
general impression may be verified by obser-
vation of the mandible, nasal aperture, orbits,
cheekbones, supraorbital ridges, glabella, fore-
head contour, mastoid process, supramastoid
crest, occipital region, palate and teeth, and
base of the skull. 

Several of these criteria are age-related,
appearing or becoming more pronounced at
puberty. Some may also be affected by the
changes of senility, therefore the description
of sex differences should probably be limited
to individuals approximately ranging from
20 to 55 years. In addition to the age phe-
nomena, the biological (ancestry/genetics)
nature of a specimen plays an important role
in the formation of sexual dimorphism.

The nasal aperture in the male is higher
and narrower and its margins are sharp rather
than rounded. The male nasal bones are larger
and tend to meet in die midline at a sharper
angle. Orbits in females are said to be higher,
more rounded and relatively larger, compared
to the rest of the upper facial skeleton. The orbital margins are sharper and less
rounded in the female than in the male. In general the cheekbones are heavier in
males and lighter in females. In the male, these bones are also described as medium
to massive, in the female, slender to medium.

The supraorbital ridges are almost invariably much more strongly developed in
the male than in the female. Males range from moderate to excessive development,

Table 4.9

Traits Diagnostic of Sex in the Skull

Trait Male Female

General size Large Small

Architecture Rugged Smooth

Supraorbital ridges Medium to large Small to medium

Mastoid processes Medium to large Small to medium

Occipital area Muscle lines and
protuberance marked

Muscle lines and
protuberance not
marked

Frontal eminences Small Large

Parietal eminences Small Large

Orbits Squared, lower,
relatively smaller,
with rounded margins

Rounded, higher,
relatively larger,
with sharp margins

Forehead Steeper, less rounded Rounded, full,
infantile

Cheek bones Heavier, more
laterally arched

Lighter, more
compressed

Mandible Larger, higher
symphysis, broader
ascending ramus

Small, with smaller
corpal and ramal
dimensions

Palate Larger, broader,
tends to U-shape

Small, tends to
parabolic

Occipital condyles Large Small

Teeth Large, lower M1
more often 5 cusped

Small, molars often
4 cusped



females from a mere trace to moderate. Heavy supraorbital ridges are typically male,
while “trace” or “slight” are typically female. The glabellar region appears to keep pace
with the supraorbital tori. A large glabella is frequently associated with the male. It
must be pointed out, however, that the range of variation is greater for the glabella
than for ridges, with greater convergence towards being intermediate. The forehead
contour in the female is higher, smoother, more vertical, and may be rounded to the
point of forward protrusion; in general, the pattern is more pedomorphic.

The mastoid processes are definitely larger in the male, and range in size from
medium to large; in the female they are small to medium. The supramastoid crests
are related to the zygomatic arches and are usually well developed in the male,
being smooth and less massive in the female.

In the occipital region the transverse lines are much more evident and the external
occipital protuberance much larger in the male. A relatively smooth occipital bone
is usually female. The base of the skull shows larger occipital condyles, a relatively
longer foramen magnum and has larger foramina in the male. The basilar portion
of the occipital bone and the body of the sphenoid are longer in the male.

Usually the palate is larger and broader in the male. The arch tends more toward
a U-shape, owing to the relative length of the cheek tooth row; in the female the
relative shortness of the cheek tooth row conduces to a more parabolic shape. Teeth
are slightly larger in the male, but the great variability of tooth dimensions tends to
prevent sex discrimination on the basis of size alone.

Traditional descriptions of sexual dimorphism in the mandible suggest that, in
the male, it is larger and thicker, with greater body height especially at the symphysis,
and with a broader ascending ramus; the gonial angle formed by body and ramus is
less obtuse (under 125 degrees); the condyles are larger and the chin is “square.”
Some of these assumptions have been challenged in recent years and will be dis-
cussed in more detail later in this section.

Buikstra and Ubelaker (1994) advised that five basic characteristics should be
used in estimating sex from the skull: robusticity of the nuchal crest, size of the
mastoid process, sharpness of the supraorbital margin, prominence of the glabella,
and projection of the mental eminence (Fig. 4.7). Each feature should be assessed
independently and a score of 1 to 5 assigned. A score of 1 is definitely female, 2 is
probably female, 3 is ambiguous, 4 is probably male and 5 is definitely male. One
should keep in mind that these variables are not really continuous—for instance, the
increase in the size of the mastoid does not necessarily mean that it happens in an
orderly fashion, or that the “distance” between 1 and 2 is the same as that between
3 and 4, etc. In a given population the majority of males may also have a score of 3,
for example, with many few individuals actually having the very hyper-robust
expression of the trait.

The value of these and other characteristics in estimating sex has since been
systematically tested by a number of researchers (e.g., Maat et al. 1997; Graw et al.
1999; Schiwy-Bochat 2001; Gulekon & Turgut 2003; Rogers 2005; Williams &
Rogers 2006; Walker 2008). As Williams and Rogers (2006) pointed out, successful
traits are not only those that are very accurate (provide good separation between
the sexes) but also those that provide high levels of precision, meaning that they
can be scored the same repeatedly by different observers. For non-metric traits (or
the results of non-metric traits) to be accepted in a court of law, the theoretical
background or biological reason as to why are they useful for estimating sex must
be known, as well as their limitations (e.g., does age at death affect the morpho-
scopic traits in question?).
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Figure 4.7. Buikstra and Ubelaker’s scoring system for morphological features of the cranium (redrawn from Nemeskéri 1970;
Buikstra & Ubelaker 1994). 



In a sample of 46 identified skulls from Canada, Rogers (2005) found that nasal
aperature, zygomatic extension, malar size/rugosity, and supraorbital ridge were the
most useful, while chin form and nuchal crest were of “secondary” value. Mastoid
size, nasal size, mandibular symphysis/ramus size and forehead shape were ranked
next, but palate size/shape was not valuable. 

Following on this, Williams and Rogers (2006) tested the precision and accuracy
of 21 morphological traits in a European sample. Mastoid size, supraorbital ridge
size, general size and architecture of the skull, rugosity of the zygomatic extension,
size and shape of the nasal aperture and gonial angle were described as “high quality”
traits, because they had low intra-observer error (≤10%) and high accuracy (≥80%).
They achieved 96% accuracy and 92% precision when using a combination of 20
traits. Orbit shape and position, size of occipital condyles, forehead shape, malar size
and rugosity, mandibular ramus breadth and parietal eminences were found to be
extremely difficult to score repeatably. Walrath et al. (2004) also found that the traits
which were most reliable as far as repeatability is concerned where those with clear
definitions that were often accompanied by illustrations, such as the glabella, mastoid

process, superciliary arches, zygomatics,
and external occipital protuberance. They
also found that the frontal and parietal
eminences were not reliable

In a recent study, Walker (2008) system-
atically assessed the five traits outlined by
Buikstra and Ubelaker (1994) on a sample
of 304 Europeans and Americans of Euro-
pean and African ancestry, as well as 156
native Americans. Using scores of 1 to 5
for each of these features, he used logistic
regression to combine all five characteris-
tics to provide formulae which can be used
to estimate sex. Combinations of various
characteristics correctly classified 77.9%–
88.4% of the modern skulls, with a very
small sex bias of 0.1%. These discriminant
analysis equations for predicting sex are
shown in Table 4.10 (after Table 9 in Walker
2008). Compensating for age at death, birth
year, and population affinity did not im-
prove its performance by much.

Calculation of these equations is very similar to multivariate discriminant func-
tions as explained above (pelvis). First, scores ranging from 1-5 should be assigned
to the unknown skull for a specific trait. If, for example, the glabella was scored as 4
and the mental eminence as 3, the third function in Table 4.10 is calculated as:

Y = 7.372 – 1.525(glabella) – 1.485(mental)
= 7.372 – 1.525(4) – 1.485(3)
= –3.183

Scores lower than zero are most likely male and vice versa, and in this case there is
thus a 84.4% likelihood that this skull was that of a male. Walker cautioned against
the indiscriminate use of these criteria/formulae across all populations, as his results
clearly showed marked differences in cranial robusticity in various populations.
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Table 4.10

Logistic Discriminant Analysis Equations for Predicting Sex
Using Combinations of Cranial Trait Scores for Pooled African

American, European American and English Collections
(indicated as American/English) and Native American Samples

Modern Populations % Correctly
Classified

Y = 9.128 – 1.375 (glabella) – 1.185(mastoid) 
– 1.151 (mental)

Y = 7.434 – 1.568 (glabella) – 1.459 (mastoid)
Y = 7.372 – 1.525 (glabella) – 1.485 (mental)
Y = 7.382 – 1.629 (mental) – 1.415 (mastoid)
Y = 6.018 – 1.007 (orbital margin) – 1.850 (mental)
Y = 5.329 – 0.7 (nuchal) – 1.559 (mastoid)

87.4

84.2
84.4
81.8
78.0
79.9

Native Americans

Y = 3.414 – 0.499 (orbital margin) – 0.606 (mental)
Y = 4.765 – 0.576 (mental) – 1.136 (mastoid)
Y = 5.025 – 0.797 (glabella) – 1.085 (mastoid)

78.0
73.4
76.2

From Table 9 in Walker (2008); see also Byers (2011). 
Scores <0 male; >0 female. Published with permission.
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From these results it seems that the stringent use of morphological criteria can
provide results that may be as accurate as that of metric methods as long as it is
kept in mind that populations may vary with regard to their expression of sexual
dimorphism. It is still not clear how many traits one should use to get optimal
results—on the one hand too few traits may give too little information, but on the
other hand too many may introduce some unwanted “noise.” Another problem that
should be addressed is the relative weight of traits—should one trait carry more
weight than another, especially when it comes to the development of regression
formulae? The greater subjectivity in assigning scores also remains a drawback but
can be overcome by careful selection of criteria. The ease of the data collection, as
well as the possibility to use them on fragmentary remains, counts in favour of
morphological data, and with the recent addition of some validation studies they
will continue to be very valuable in assessments of sex.

Many other studies have been published that explore sexual dimorphism of the
cranium using a geometric morphometric approach (e.g., Rosas & Bastir 2002;
Pretorius et al. 2006; Kimmerle et al. 2008; Green & Curnoe 2009). In general, these
studies help us to better understand variations in the craniofacial region, also
specifically with regard to the relationship between size and shape-based differ-
ences (e.g., Kimmerle et al. 2008). However, their use in single forensic case analysis
still needs to be explored.

Mandible

General descriptions of sex differences in the mandible emphasize its larger size
in males, with greater body height especially at the symphysis and with a broader
ascending ramus. The gonial angle formed by body and ramus is also said to be less
obtuse in males, with everted gonial angles. The chin is described as “square.” 

The projection of the mental eminence is one of the five characteristics selected
by Buikstra and Ubelaker (1994) when assessing the skull and seems to be producing
good results. Williams and Rogers (2006) also included gonial angle as one of the
“high quality” traits in their assessments. However, many conflicting reports exist on
the usability of the mandible for sex estimation. Following the recommendations
of the Workshop of European Anthropologists (Ferembach et al. 1980), for exam-
ple, Maat et al. (1997) scored four mandibular features (robustness, shape of
mentum, prominence and shape of angle, robustness of inferior margin) and found
very poor results. Oettlé et al. (2009) also found that the mandibular angle is not
very usable, in contrast to results reported by other researchers.

When ramus flexure was first introduced by Loth and Henneberg (1996), they
suggested that this feature on its own could be used with 94% accuracy. They found a
clear angulation to be present at the posterior border of the ramus at the level of the
occlusal plane in males, whereas in females it was said to retain its straight juvenile
shape. This feature was tested by numerous researchers, most of whom found this
trait not to be reliable (e.g., Koski 1996; Donnelly et al. 1998; Kemkes-Grottenthaler
et al. 2002; Hu et al. 2006). Donnelly and colleagues (1998), for example, showed
only a 63%–69% accuracy for this trait and concluded that the association between
ramus flexure and sex is weak, and that it is difficult to identify flexure reliably and
consistently. Similar to what was found by Balci et al. (2005), it seems that fairly
high accuracies for this trait can be found in males but not in females. Geometric
morphometric assessment confirmed these observations (Oettlé et al. 2005). In this
study on South Africans, female shapes were very variable, whereas males were



found to have a more constant shape. However, the overlap seems to be too large to
make it usable in a forensic setting.

Hu et al. (2006) did find the shape of the chin to be somewhat useful in a sample
of 107 Koreans. The shape of the chin was useful in determining sex in males where
92% had a square shape, but in females only 55% had the characteristic pointed
shape. The lower border of the mandible was more characteristic in that males
tended to be rocker shaped (68%), whereas females tended to be straight (85%).
Using a combination of characteristics, they reported accuracy rates of 93% and
74% for males and females, respectively. 

Gonial eversion is another male characteristic that has been considered a good
indicator of sex for a long time. According to Acsádi and Nemeskéri (1970) and
Novotný et al. (1993) this trait has been firmly established as a sex marker for
adults. Ferembach et al. (1980) also considered gonial eversion as male characteristic.
Contradicting these assumptions, Loth and Henneberg (2000) proposed that the
gonial form has a highly heritable component that appears to be associated with
overall facial architecture rather than sex. They and Kemkes-Grottenthaler et al.
(2002) found low accuracy using this trait. When this feature was assessed by
means of geometric morphometrics (Oettlé et al. 2009), it was also found that the
overlap was too large to make it usable in single forensic cases.

Three-dimensional techniques such as geometric morphometrics (e.g., Franklin
et al. 2007a) and elliptical Fourier analysis (e.g., Schmittbuhl et al. 2001, 2002) that
assessed general shape differences all seem to clearly demonstrate that there are
differences between male and female mandibles. However, it seems that some of the
traits used in isolation can give very confusing results. Many factors seem to be
influencing mandibular shape, and these may include tooth loss (Oettlé et al. 2009),
differences in patterns of mastication, as well as population variation. Future research
should address these various factors that can have an influence on mandibular
morphology in more depth.

2. Metric Assessment

Skull and Mandible

Since the 1950s, there have been many studies dealing with metric characteristics in
the skull (Keen 1950; Hanihara 1959; Giles & Elliot 1963; Boulinier 1968; Giles 1970;
Rightmire 1971; Demoulin 1972). Keen (1950) attempted to set up a battery of cranial
traits and dimensions for adult skulls (juvenile and senile skulls excluded) “which
will sex skulls with 85 percent accuracy.” He chose three basic anatomical features
(supraorbital ridges, external auditory meatus, and muscle markings on the occipital
bone) and four measurements (maximum cranial length, facial breadth, depth of
infratemporal fossa, length of mastoid processes). For these four measurements, he
calculated the mean and standard deviation for each sex. This gave a “male range,”
a “female range,” and a “neutral zone.” For example, if the mean cranial length in
males is 186.6 mm, the range (±1 SD) would be 179.4–191.8 mm. For females the
corresponding value is 178.6 mm, range 171.7–185.5 mm. The total range for both
sexes is thus 171.9–191.8 mm; if the value of a specific individual is above 185 mm,
he was probably male, below 178 mm would be female and the doubtful zone is
179–185 mm. Today, this approach to determine sex is rarely used.

With the development of multiple discriminant function analysis, formulae for
various populations have been published. In general, selection of dimensions for a
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formula depends on levels of intercorrelation
between various dimensions as well as the
degree of difference between the sexes. The
problems that arise, once again, are with dif-
ferences between populations, as well as the
influence of secular trends. Hanihara (1959)
was among the first researchers to publish
discriminant functions, using a sample of
Japanese skulls (Tables 4.11 & 4.12). Giles and
Elliot (1963) and Giles (1970) also used dis-
criminant function methods for determining
sex from American whites and blacks, using
the Terry Collection. As individuals in this
collection most probably no longer represent
the current living population, the formulae
developed by Spradley and Jantz (2011)
should most probably be used for the U.S.
populations. These formulae for crania and
mandibles are shown in Table 4.13.

Similar published results of discriminant
function formulae are available for a relatively
dated sample of Finns (Kajanoja 1966; 80%
accuracy), Australian Aborigines (Townsend
et al. 1982), contemporary Cretes (Kranioti et
al. 2008; 70%–88% accuracy), modern Japan-
ese (İşcan et al. 1995; 74%–84% accuracy),
North Indians (Saini et al. 2011; 66%–86%
accuracy), South African whites (Steyn &
İşcan 1998; 80%–86% accuracy), South
African blacks (Dayal et al. 2008; 80%–85%
accuracy) and others. Patil and Mody (2005)
took measurements from lateral x-rays of the
skull of Central Indians and used these to
derive discriminant functions. In this study
they reported an unlikely accuracy of 99%.

Franklin and colleagues also published
functions for South African black skulls
(Franklin et al. 2005) and mandibles (Franklin
et al. 2008) with similar accuracies to that of
Dayal et al. (2008), but in their study they
took measurements with a digitizer. Measure-
ments taken with traditional methods and a digitizer may vary slightly depending
on the methods used, and therefore measurements taken with traditional methods
should be used with caution in formulae developed using a digitizer, and vice
versa. It should be ascertained that the landmarks were exactly the same before a
function is calculated. Using 39 craniometric points in the lateral contour line of
the skull, recorded by digitizing, Inoue et al. (1992) also published data to deter-
mine sex from Japanese skulls. They found that sex differences on a lateral view of
the skull were better reflected by gradients than distances and found about 86%
accuracy.

Table 4.11 

Measurements of Japanese Skulls

Measurements N Mean N Mean

X1 Max cranial length 64 180.1 41 170.6

X2 Max cranial breadth 64 139.8 41 136.8

X3 Basion-bregma height 64 138.2 41 130.9

X4 Facial breadth 64 132.0 41 125.5

X5 Upper facial height 64 69.3 41 65.5

X6 Bigonial breadth 60 96.4 40 88.9

X7 Mand symphys height 60 34.2 40 30.6

X8 Mand condyl height 60 60.9 40 54.1

X9 Min ramus breadth 60 33.2 40 31.1

Modified from Hanihara (1959).

Table 4.12 

Discriminant Functions for Japanese Skulls

Discriminant Function 
Formulae

Sectioning
Point

Percent
Accuracy

Cranium Y = X1 + 2.6139X3 +
0.9959X4 + 2.3642X7
+ 2.0552X8

Y = X1 + 2.5192X3 +
0.5855X4 + 0.6607X6
+ 2.7126X8

Y = X1 + 0.7850X4 +
0.4040X6 + 1.9808X8

Y = X1 + 2.5602X3 +
1.0836X4 + 2.6045X8

Y = X1 + 2.2707X3 +
1.3910X4 + 2.7075X7

850.6571

807.3989

428.0524

809.7200

748.3422

89.7

89.2

86.4

88.9

88.8

Calvarium Y = X1 – 0.0620X2 +
1.8654X3 + 1.2566X4

Y =  X1 + 0.2207X2 +
1.0950X4 + 0.5043X5

579.9567

380.8439

86.4

83.1

Mandible Y = X6 + 2.2354X7 +
2.9493X8 + 1.6730X9

388.5323 85.6

Modified from Hanihara (1959).



Other aspects of the skull have been investi-
gated for sexual dimorphism, with varying
success. Ross et al. (1998) looked at cranial
thickness but found that this was more associ-
ated with age than sex. Assessment of the
condylar region of the occipital bone (Wescott
& Moore-Jansen 2001), the mastoid triangle
(Kemkes & Göbel 2006) and foramen magnum
(Uysal et al. 2005) met with limited success. 

FORDISC (Ousley & Jantz 1996), now in
its third version (FD3), is distributed by the
University of Tennessee and is an example of
an analytic programme that uses discriminant
function analysis to assess sex, ancestry, and
stature from unknown skeletal remains. When
cranial or postcranial measurements are en-
tered, discriminant function formulae are cre-
ated on a case-by-case basis using existing data
in the database from various populations. A
selection of possible populations of origin can
be made before the analysis. Statistical output
includes group membership (sex or ancestry),
cross-validated classification accuracy, posterior
probabilities and typicalities (details in Chapter
5). Authors of the programme strongly caution
against using the software if the population
that one is examining is not represented in the
database, and they are continuously enlarging
the database to represent larger and more recent
populations. 

Guyomarc’h and Bruzek (2011) used two
sub-samples of individuals of known sex from
French (n=50) and Thai (n=91) osteological

collections to assess the reliability of sex determination using Fordisc 3.0. Twelve
cranial measurements were used, and they found that only 52.2%–77.8% of indi-
viduals were correctly assigned, depending on the options and groups selected.
These authors criticized the fact that the software does not allow evaluating sex and
ancestry separately, and pointed out that the best methodology would be to first
determine sex in order to remove half of the variability in human morphological
features. They also pointed out that when a forensic anthropologist is presented with
an unknown individual, there is no straightforward way of knowing beforehand if
the software should be applied or not (i.e., if the individual’s population of origin is
represented in the database or not). They also questioned the use of discriminant
functions in craniometric sex assessment because of the wide and complex range of
cranial variability. According to these authors “modern samples, better adapted tools
and more straightforward measurements must be investigated to clearly define
sexual dimorphism independent of all other factors that influence cranial morphol-
ogy, prior to the elaboration of better methods for sex determination” (p. 180.e5).

In summary, it seems that when craniometric sex assessment is performed, one
should be very certain that the most appropriate discriminant function formulae
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Table 4.13 

Discriminant Functions for Estimation of Sex 
in U.S. Skulls

Bone Classification Function with Stepwise Selected
Variables

American black

Cranium (0.71406 x bizygomatic breadth) + (0.43318 x
mastoid height) + (–0.59308 x biauricular
breadth) + (0.3445 x upper facial height) +
(–0.14842 x minimum frontal breadth)  + (0.53049
x foramen magnum breadth) + (–0.60805 x orbital
height) + (0.32505 x nasal height) – 54.2458
Accuracy: 90.64%

Mandible (0.13874 x bigonial width) + (0.19311 x
bicondylar breadth) – 34.6986
Accuracy: 78.02%

American white

Cranium (0.50255 x bizygomatic breadth) + (–0.07786 x
basion-nasion length) + (0.24989 x mastoid
height) + (0.19553 x nasal height) + (0.24263 x
basion-bregma height) + (–0.15875 x minimum
frontal breadth) + (–0.13224 x biauricular
breadth) + (0.21776 x glabella-occipital length) +
(–0.09443 x frontal chord) + (–0.08327 x parietal
chord) + (–0.13411 x occipital chord) – 81.1812
Accuracy: 90.01%

Mandible (0.15798 x maximum ramus height) + (0.21951 x
bigonial width) + (0.06335 x mandibular length)
– 35.0107
Accuracy: 80.80%

Note: Sectioning point is 0; values below indicate females, values
above males.
Source: Modified from Spradley and Jantz (2011).
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are used. Results should be carefully interpreted (e.g., taking probabilities and typ-
icalities into account), and where possible it should be used in conjunction with
other methods.

Teeth

The size of the teeth, especially those of the canines, has been used in many studies
in an attempt to determine sex from unidentified human remains (e.g., Rao et al.
1989; İşcan & Kedici 2003; Kaushal et al. 2003; Kondo et al. 2005,; Karaman 2006;
Acharya & Mainali 2007, 2009). Although most studies reported fairly good separa-
tion in large population samples, the accuracies are probably too low for this
method to be used on its own in individual forensic cases (Kieser & Groeneveld
1989a-b; Pettenati-Soubayroux et al. 2002; Kondo et al. 2005), although for juvenile
remains it may be one of the only options available. The use of teeth in determining
sex is discussed in more detail in Chapter 7.

D. POSTCRANIUM

Numerous studies have been published on sex estimation on bones of the postcra-
nial skeleton, and data are available for nearly every bone in the human skeleton.
Most of these studies rely on size-based differences, with males of course being
generally larger than females. The larger long bones, and in particular the femur
and humerus, provide very good accuracies. As a matter of fact, Spradley and Jantz
(2011) assessed the efficacy of discriminant function formulae based on data from
the Forensic Anthropology Data Bank, which is considered to be representative of
the currently living U.S. population, and found that most postcranial bones out-
perform the cranium when it comes to metric analysis. They found that it is possi-
ble to correctly estimate sex in 88%-90% of individuals when joint size (e.g.,
maximum proximal epiphyseal width of the tibia) is considered, while this figure
rises to 94% when using multivariate models of the postcranial bones. In their
analysis, the cranium did not exceed 90%. These authors thus advise that, should
the pelvis not be available, the bones of the postcranial skeleton should be used
rather than the skull.

In their publication, Spradley and Jantz (2011) provided stepwise derived dis-
criminant functions for all major long bones and the skull, and also included uni-
variate sectioning points (with accuracies) for a large number of measurements.
Data are available for both American black and white populations.

As is the case with metric methods used in the skull and pelvis, the selection
of measurements depends on how much intercorrelation between measure-
ments exist and by how much they are expected to differ between the sexes. For
example, it seems probable that femoral distal breadth and proximal tibial
breadth are significantly correlated; therefore one of these may be adequate to
provide reasonable results. In the major long bones it has been observed that
width of epiphyses, diameters of heads of bones (e.g., femur head) and circum-
ferences are better indicators of sex than length or diaphyseal dimensions. For
most of the bones discussed below, multiple discriminant analyses with several
variables as well as single dimensions with sectioning/ demarcation points have
been published. 



The only postcranial bones where morphological or shape-based differences
may play a role in estimation of sex is the humerus, and to a lesser extent the
scapula. These will be discussed below.

1. Scapula and Clavicle

The scapula has traditionally not been studied extensively with regard to its sexual
dimorphism (Bainbridge & Genoves 1956; Hanihara 1959; Iordanidis 1961), but
more recently some papers appeared dealing with both metric and morphological
differences. Bainbridge and Genoves (1956) were among the first who studied sex
differences in the scapula, using both morphological and dimensional criteria. The
study by Iordanidis (1961) used a number of scapular measurements, including
scapular height and breadth, total length of the spine, and width of the glenoid
cavity. The author calculated the upper and lower limits for each sex as shown in
Table 4.14. The percent misclassified column refers to the number of individuals
whose values were outside the specified limit for that sex. In this study, 2.7% of the

males fell into the female range because the
height was less than 144 mm. As this table
suggests, the best dimension for sexual
identification is scapular height.

Hanihara (1959) studied similar meas-
urements from Japanese scapulae and ob-
tained a maximum of 97% accuracy by
using four dimensions. Hanihara's study
can be found in a paper by Giles (1970)
compiling several discriminant function
studies carried out before 1968.

Since these early studies, a number of
papers have been published where various

dimensions were used. Di Vella et al. (1994), for example, used seven scapular
parameters (max. length, max. breadth, max. distance acromion-coracoid, max.
length of acromion, max. length of coracoid, length and breadth of glenoid cavity)
from a known contemporary Italian population. Maximum scapular breadth was
the best single variable, with an accuracy of more than 90%, while with multivariate
analysis it was possible to achieve 95% correct sex determination. 

Similar data have been published for Germans (Penning & Müller 1988),
Guatemalans (Frutos 2005), Medieval Anatolians (Ozer et al. 2006), Polynesians
(Murphy 2002a) and Americans (Dabbs & Moore-Jansen 2010; Spradley & Jantz
2011). Rather surprisingly, most of these studies report accuracies above 90%.

Following a slightly different approach, Macaluso (2010b) took digital photo-
graphs of the glenoid fossa of black South Africans. He then used image analysis soft-
ware to record height, breadth, area, and perimeter from each digital photograph.
All four of these dimensions were highly sexually dimorphic. Univariate logistic
regression analysis was used to analyse the data, and yielded overall accuracies from
88.3% for area of the glenoid fossa to 85.8% for glenoid fossa breadth. Multivariate
procedures did not increase accuracy rates. Prescher and Klümpen (1995), however,
found relatively poor accuracy rates when using only the area of the glenoid fossa. 

Looking at shape differences in the scapula, Scholtz et al. (2010) used geometric
morphometrics to study the sexual dimorphism in the shape of the scapula in
South Africa. They found that significant differences exist between males and
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Table 4.14 

Upper and Lower Limits for Scapular Measurements

% Misclassified

Male Female Male Female

Scapular height >157 <144 2.7 0

Scapular breadth >106 <93 0.7 5.8

Total length of spine >141 <128 1.4 2.6

Width of glenoid cavity >29 <26 7.5 6.5

Note: From Iordanidis (1961).
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females, as the lateral and medial borders of females are straighter while the supraspinous
fossa is more convexly curved than that of males. More than 91% of the adult females and
95% of the adult males could be correctly assigned, although these differences are difficult
to judge with the naked eye.

The clavicle was also minimally studied for use in sex determination. Some of the major
works included those by Thieme and Schull (1957), Iordanidis (1961), Jit and Singh (1966)
and Singh and Gangrade (1968a-b). Other metric data have been published by Murphy
(2002a) and Spradley and Jantz (2011)

The presence of a rhomboid fossa on the clavicle has also been associated with males
(Rogers et al. 2000). This fossa occurs where the costoclavicular (rhomboid) ligament con-
nects the first rib to the clavicle, in order to stabilize the pectoral girdle. Here it may leave
tubercles, roughened impressions, shallow groove-like fossae, deep fossae, or otherwise leave no
trace. Rogers et al. found a significant relationship between the presence of such a rhomboid
fossa and sex, but also between the presence of the fossa and age. If present, the individual
was most likely a male. The results from this study need to be tested on other samples.

2. Sternum and Ribs

Estimation of sex from ribs has not been carried out extensively with the exception of
radiological studies (Elkeles 1966; Navani et al. 1970; McCormick & Stewart 1983). One
major reason might be that ribs are often found in a fragmentary condition.

In the process of developing standards for age determination from the rib for Americans,
İşcan et al. (1984a-b, 1985) realized that sex determination was essential for the accurate
estimation of age. İşcan (1985) and İşcan and Loth (1986) then re-analyzed the same right
fourth sternal ribs (144 males, 86 females) by using discriminant function techniques.
They took the following three measurements with a coordinate caliper:

Maximum superior-inferior height (SI): The maximum distance between the most superior
and inferior points at the anterior end of the bone. 

Maximum anterior-posterior breadth (AP): The distance between the most anterior and
posterior points at the anterior end of the bone

Maximum pit depth (PD): The maximum depth of concavity at the medial articular surface
of the bone measured with the depth gauge of the caliper.

Because of the effect of age on sexual dimorphism, the sample was analyzed in three age
groups: young, old, and young and old combined. Before determining sex, each rib must be
roughly assigned to an age group on the basis of its metamorphic phase. Individuals in
Phases 1–4 were classified as the young group, Phases 4–7 as the old and Phases 1–7 as
the total group. Because of skeletal immaturity, ribs in Phase 0 (10 males, 3 females) were
excluded. Specimens in Phase 8 representing individuals over a mean age of 71 (12 males,
11 females) were also omitted because of frequent age-related deterioration of the bone.

Males were significantly larger in all dimensions. The discriminant functions and accuracy
of correct classifications appear in Table 4.15. If the score is negative, a rib is classified as
female; a positive score is male. The accuracy of discrimination, ranging from 82% in the
young group to 89% in the old group, indicates considerable sexual dimorphism in all
groups. Females are more accurately classified than males in the young and combined
groups but not in the old group. Similar studies were done on other populations such as
Turks (Koçak et al. 2003) and West Africans (Wiredu et al. 1999).

Sex differences in the sternum, based mainly on dimensions and proportions, have
been investigated by Dwight (1881, 1889/90), Stieve and Hintzsche (1923 & 1925),
Hintzsche (1924), Ashley (1956), Narayan and Varma (1958), Iordanidis (1961), Jit et al.
(1980) and Stewart and McCormick (1983).



Dwight found a manubrium: body length
ratio of 49 to 100 in males and 52 to 100 in
females (49 or below, 52 or above). Union of
body elements was complete by 20 years or
so, but union of body and manubrium, and
ossification of the xiphoid cartilage, was ex-
tremely variable. In his 1881 article, he con-
cluded (p. 333) that “the breast bone is no
trustworthy guide either to the sex or the age.”

Stewart and McCormick (1983) used a
radiographic approach to measure various
segments of the sternum including the total
length of the manubrium and corpus. They
proposed that if the length was less than 121
mm, the sex would be female with 100% accu-
racy, and a score of more than 173 mm would
be male with the same accuracy.

Jit and associates (1980) studied the sternum
in 400 (312 males, 88 females) adult North
Indian skeletons. The measurements taken
included the length of the manubrium, length
of the mesosternum, combined length of
manubrium and mesosternum, width of
first sternebra, and width of third sternebra
(Fig. 4.8). From these, two indices were derived:

• Manubrium-corpus index: manubrium length ¥ 100/mesosternal length. 
• Relative width index: first sternebral width ¥ 100/mesosternal breadth.

A combined manubrium plus meso -
sternum length of 140 mm or greater
was designated male; below 131 mm
was designated female; 131–140 mm
was equivocal. Using this combined
approach, the sternum of 72% males
and 62% females “could be sexed with
100 percent accuracy.” The mesosternal
length alone could correctly sex only
50% of males and 30% of females.
These authors felt that the following
single metric data “were not found to
be useful in sexing a given sternum”:
the length of the manubrium, the
manubrium-corpus index, and the
width of the first or third sternebra or
their index. Via multivariate analysis,
the probability of correctly sexing the
sternum was 85%.

In this study, Jit et al. (1980) also ana-
lyzed Hyrtl’s Law index which persisted
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Table 4.15

Discriminant Function Coefficients and Prediction Accuracy 
in Estimating Sex From Ribs in Whites

Functions and
Variables

Raw
Coefficient

Male 
%

Female
%

Average
%

Younger group
F1  S-I height

A-P breadth
Constant

0.6020059
0.5233218
–12.6600700

80.4 85.7 82.1

Older group
F2  S-I height

P-D depth
A-P breadth
Constant

F3  S-I height
A-P breadth
Constant

0.2726771
0.2328107
0.4057581
–10.1424900

0.3689679
0.4640968
–10.7524800

89.1

87.7

88.5

85.2

88.8

86.5

Total group
F4  S-I height

A-P breadth
Constant

0.1825911
0.5101099
–9.8562450

81.1 86.1 83.2

Cross-validation
Younger group
Using F2
Using F3

26.5
32.4

100.0
100.0

Figure 4.8. Osteometric
dimensions used in sexing
the sternum: (M) length of
the manubrium; (B) length
of the mesosternum; (S1)
width of the first sternebra;
(S3) width of the third
sternebra (from Jit et al.
1980; Fig. 1).



for 150 years. This is basically the manubrium-corpus index as formulated above
(>50 female; <50 male). They found that the manubrium-corpus index showed too
much variation to be reliable. This sentiment was mirrored by Hunnargi et al.
(2009).

Following on these earlier studies, several authors reported good results with
combinations of measurements on several diverse populations such as Indians
(Hunnargi et al. 2008), North Americans (McCormick et al. 1985; Torwalt & Hoppa
2005), Turks (Ramadan et al. 2010) and Africans (Osunwoke et al. 2010; Macaluso
2010c).

3. Humerus, Radius and Ulna

The humerus has been extensively studied for size-based differences between the
sexes, but also shows some morphological differences in especially the distal part of
the bone (Rogers 1999, 2009; Vance et al. 2011). Differences in the carrying angle of
the articulated humerus, radius and ulna seem to be responsible for the observed
variation. The lateral deviation of the human forearm from the axis of the upper
arm is more in females than in males (10–15 degrees in males, 20–25 degrees in
females). This and other visual differences in the distal humerus have been used by
Rogers (1999) who outlined four characteristics (Fig. 4.9) to develop a new method
of determining sex, with average accuracies ranging from 74%–91%. When using a
combination of characteristics, accuracies of up to 94% were obtained. 

Falys et al. (2005) also used these four characteristics to assess sex from individuals
in the St Bride’s Collection. They found olecranon fossa shape to be most consis-
tently accurate (84.6%) with an overall accuracy of 79.1% when assessing all four
characteristics. Slightly lower accuracies were found by Vance et al. (2011), who

Figure 4.9a–d. Morphological differences between male (left) and female (right) humeri: (a) trochlear constriction: less pinched in
males, more pinched in females; (b) trochlear symmetry: assymetrical in males, symmetrical in females; (c) olecranon fossa shape:
triangular in males, oval in females; (d) angle of medial epicondyle: horizontal in males, angled in females.
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used a large sample of humeri from South Africa. They found that only three fea-
tures—namely, olecranon fossa shape, angle of the medial epicondyle, and trochlear
extention—showed significant differences between the sexes. Each feature was
scored on a 5-grade scale from hyper-masculine to hyper-feminine, and the aggre-
gate score of the three features determined the estimated sex. With all features com-
bined, black and white South Africans were categorized successfully as either male
or female in 75.5% of cases (77% accuracy rate for females, 74% for males). 

Kranioti et al. (2009) used geometric morphometrics to study shape differences in
both proximal and distal ends of the humerus. They found that the female greater
tubercle is smoother with a less pronounced superior border. Females also have a
relatively squared distal epiphysis, whereas those of males are more rectangular.
Males tend to have more voluminous distal epiphyses, with a relatively wider lateral
trochlea and smaller capitulum.

A number of authors have used various combinations of measurements of the
humerus to estimate sex. In general, proximal and distal breadth measurements
provided high accuracies, whereas circumferences are also useful. Accuracies of more
than 85% were obtained for diverse populations such as Europeans (Mall et al.

2001), Chinese, Japanese and Thais
(İşcan et al. 1998), Guatemalans
(Frutos 2005), South African whites
and blacks (Steyn & İşcan 1999) and
North American blacks and whites
(Spradley & Jantz 2011). Table 4.16
shows the univariate sectioning
points for head diameter and epi-
condylar breadth for a number of
diverse populations. From this sum-
mary it seems that Guatemalans,
Thais and Japanese are amongst the
most gracile populations, whereas
South African whites and North
Americans are most robust. It is in-
teresting to note that groups which
are more robust in the head diameter
are not necessarily equally robust in
the distal width, and vice versa.

Similar to what is the case for the
humerus, metric data for estimation
of sex are available for the bones of
the forearm for a number of popu-
lations. These include North Ameri-

cans (Holman & Bennet 1991; Spradley & Jantz 2011), Europeans (Mall et al. 2001),
South Africans (Barrier & L’Abbé 2008), Japanese (Sakaue 2004), and Indians (Singh
et al. 1974). Accuracies are generally good, but less than those for the humerus. 

4. Femur

The femur is the most studied of all human long bones (e.g., Torok 1886; Hanihara
1958; Godycki 1957; Steel 1972; DiBennardo & Taylor 1979, 1982; İşcan & Miller-
Shaivitz 1984a). Traditionally, the femoral head diameter has been used extensively
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Table 4.16 

Univariate Sectioning Points for Humeral Head Diameter and
Epicondylar Breadths for Various Populations

Population Head
Diameter

Acc. Epicondylar
Breadth

Acc. Reference

N Am white 46 mm 83.0% 60 mm 87.0% Spradley &
Jantz 2011

N Am black 44 mm 86.0% 60 mm 86.0% Spradley &
Jantz 2011

Europeans 47 mm 90.4% 56 mm 88.5% Mall et al. 2001

SA white 46 mm 84.0% 60 mm 89.7% Steyn & İşcan
1999

SA black 41 mm 91.0% 58 mm 88.6% Steyn & İşcan
1999

Guatemalan 40 mm 95.5% 54 mm 91.1% Frutos 2005

Chinese 48 mm 80.5% 56 mm 77.9% İşcan et al. 1998

Japanese 42 mm 87.3% 56 mm 89.9% İşcan et al. 1998

Thai 41 mm 90.4% 56 mm 93.3% İşcan et al. 1998

Note: Values lower than the sectioning point indicate a female, higher a male. 
Key: Acc = Classification accuracy, N Am = North American, SA = South African.
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to estimate sex, but a variety of measurements have been used in various combinations.
Godycki (1957) found that the collo-diaphyseal angle formed by the neck and shaft
axis of the femur is sexually differentiated, being less than 45° in 61% of males and
larger than 46° in 71% of females. However, it is clear that the collo-diaphyseal
angle forms a continuum between the sexes and that its use in a forensic setting is
limited. A low angle is in a masculine direction, a high angle in a feminine direction.

In general, the diameter of the head and the distal breadth of the femur perform
best, with circumferences also contributing significantly towards the dimorphism.
Discriminant function formulae have been published for a number of diverse pop-
ulations, using various combinations of new and traditional measurements. These
studies include Europeans (Šlaus et al. 2003), North Americans (Spradley & Jantz
2011), South Africans (Steyn & İşcan 1997; Asala et al. 2004), Thais (King et al. 1998),
Indians (Purkait & Chandra 2004; Purkait 2005) and New Zealand Polynesians
(Murphy 2004). Univariate sectioning points for femoral head diameter, distal
breadth and midshaft circumference for various populations are shown in Table 4.17.
Indians and SA blacks seem to be most
gracile, whereas people of European
descent in general seem to be fairly
robust.

Single femoral neck diameter meas-
urements (e.g., Seidemann et al. 1998;
Alunni-Perret et al. 2003; Frutos 2003)
also provide good accuracies for esti-
mating sex, although it seems that there
may be an increase in the dimension
of the femoral neck in elderly females.
This variable is affected by secular
trends and age at death (Alunni-Perret
et al. 2003), although the same can
most probably be said for many other
parameters which may not have been
investigated to the same extent. With
age, females appear to be acquiring
more bone mass, which could have
them misclassified as males. Increased
subperiosteal deposition of bone may
occur in response to loss of medullary
bone mass. 

Various measurements of the femur were also used in logistic regressions (e.g.,
Albanese 2003 on femora from the Coimbra Collection) and also in neural net-
working (Du Jardin et al. 2009). Du Jardin et al. (2009) compared the predictive
accuracy of different mathematical methods using four non-standard measurements
of the proximal femur (trochanter-diaphysis distance, greater-lesser trochanter
distance, greater trochanter width and trochanter-head distance) on a sample of
femora from France. Assessing discriminant analysis, logistic regression and neural
networking, they found that the neural network outperformed the other techniques.
It produced the highest accuracies (93.5%), with the least bias. These authors stated
that the artificial neural network is a powerful classification technique, which may
be able to improve the accuracy rate of sex estimation models for skeletal remains.
This method of assessment needs further research. 

Table 4.17 

Univariate Sectioning Points for Femoral Head Diameter and Distal
Breadth for Various Populations. 

Population Head
Diameter

Acc. Bicondylar
Breadth

Acc. Reference

N Am white 45 mm 88.0% 80 mm 88.0% Spradley &
Jantz 2011

N Am black 44 mm 86.0% 78 mm 89.0% Spradley &
Jantz 2011

Europeans 46 mm 94.4% 81 mm 91.3% Šlaus et al.
2003

SA white 46 mm 85.9% 80 mm 90.5% Steyn & İşcan
1997

SA black 43 mm 82.6% 75 mm 81.5% Asala et al.
2004

Thai 45 mm 91.3% 80 mm 93.3% King et al.
1998

Indian 43 mm 93.5% 73 mm 90.3% Purkait &
Chandra 2004

Note: Values lower than the sectioning point indicate a female, higher a male. 
Key: Acc = Classification accuracy, N Am = North American, SA = South African.



5. Tibia, Fibula and Patella

Similar to what is the case for the other major long bones, discriminant function
formulae for the tibia have also been developed for various populations across the
world. Following on earlier studies by researchers such as Hanihara (1958), Singh et
al. (1975) and İşcan and Miller-Shaivitz (1984b), several more recent studies have
been published. Due to problems with secular trend, data published on the most
recent population should be used where possible. Data are available for a number of
populations, including Japanese (Sakaue 2004), North Americans (Spradley & Jantz
2011), Italians (Introna et al. 1987) and South Africans (Steyn & İşcan 1997; Dayal
& Bidmos 2005). Generally, accuracies are high (above 85% when combinations of
measurements are used), with proximal and distal width measurements as well as
circumference providing the best results. 

In a study by Robinson and Bidmos (2011), several previously published dis-
criminant function formulae developed for South Africans were tested on different
skeletons from the same general region. Generally good results, comparable with
those from the original research, were obtained, with the exception of those where
distal tibial measurements were included. It seems there may be some difficulty
with repeatability of distal tibial epiphyseal breadth, and caution should be applied
where this measurement is included. It seems that some researchers record this on
an osteometric board, whereas others measure it with sliding callipers, possibly
leading to slightly different diameters.

Very few studies have been published on using the fibula to estimate sex, although
Sacragi and Ikeda (1995) reported good results when measuring the distal end.
These authors used a sample of known Japanese males, and took five novel dimen-
sions. The differences between single measurements were not sufficient for sex dis-
crimination, but used in combination good results were obtained. 

Studies have also been done on measurements of the patella to estimate sex (e.g.,
Introna et al. 1998; Dayal & Bidmos 2005; Bidmos et al. 2005). The recorded accu-
racies of these were in the high 70% or low 80% accuracy range. According to
Kemkes-Grottentaler (2005), however, caution should be applied when this
sesamoid bone is used for forensic purposes. In her study, using a fairly small
sample, the accuracies fell to 74%–78% after jackknifing procedures. Also, she
found there was some bias as males were better classified than females. Especially
older females may be misclassified as males. This bone should probably only be
used as a last resort when no other suitable bones are preserved. 

6. Hand Bones and Foot Bones

Following on the early study by Steele (1976) on the talus and calcaneus of skele-
tons from the Terry Collection, a number of publications have appeared that deal
with sex differences in the hand and foot bones. Especially the talus and calcaneus
seem to give good results (e.g., Murphy 2002b; Bidmos & Asala 2003, 2004; Gualdi-
Russo 2007), with accuracies generally ranging from 80%–90% when multiple vari-
ables are used. However, as is the case with most metric methods, the ancestry or
population of origin needs to be known in order to select the correct formula. If
one needs to resort to the use of a talus or calcaneus to estimate sex, it is unlikely
that the population of origin will be known.

The same can be said for the use of other bones of the hand and the foot (e.g.,
Scheuer & Elkington 1993; Falsetti 1995; Smith 1996; Stojanowski 1999; Barrio et
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al. 2006; Sulzmann et al. 2008), which could nevertheless be helpful when no other
major bones are found. Due to their compact nature, bones such as metacarpals tend
to be well preserved and may be the only bones available for analysis. Problems may
arise with measurement error, though, because as many of these bones are so small,
even a small error in measurement may severely affect the results of the discriminant
function. Lazenby (1994) also pointed out that especially the second metacarpal of
the right hand tends to be larger than the left, and most people are right handed.
This may affect accuracy, depending on which bones are included in the analysis. 

7. Combined Bones

In order to improve the accuracy of sex estimation from the skeleton, combinations
of measurements of bones have been used by researchers such as Dwight (1904,
1905), Hanihara (1958), Thieme and Schull (1957) and others. This approach has
also been followed by more recent researchers, such as Steyn and İşcan (1997; femur
and tibia), Murphy (2002; pectoral girdle) and Albanese et al. (2008; femur and
pelvis). One could expect that this may result in slightly higher accuracies, although
it should be kept in mind that a gracile male, for example, will most probably be
gracile in all his long bones and therefore the addition of a different bone in an
equation may only have limited advantage. 

E. ASSESSMENT OF SEX IN JUVENILES

Most anthropologists are very hesitant to estimate sex in juveniles. Since sex differ-
ences in the skeleton mostly develop after puberty, morphological characteristics are
not clear-cut and accuracies are generally fairly low. However, some of the reported
methods have indicated accuracies around 70%, making at least a tentative estimate
possible (Byers 2011). The scarcity of large, well-documented skeletal collections with
juvenile skeletons also hampers the development and testing of various methods.
Sexually dimorphic differences in several areas of the skeleton had been assessed,
including the pelvis, mandible, teeth and distal humerus. 

1. Pelvis

In 30 American white, 107 British white, and 96 American black fetuses, Boucher
(1955, 1957) found “significant sex differences” in the subpubic angle of American
white and black fetuses. The width and depth of the sciatic notch, and their increase
with age, were also found to differ significantly between the sexes. “No sex differ-
ences have been found in the growth of the ischium or pubis with age, or of the
ischium-pubis indices, either of the bony or cartilaginous pelvis” (Boucher 1957).
For fetuses, Boucher (1955) calculated the sciatic notch index (width of sciatic
notch ¥ 100/depth of sciatic notch), and found it to range from 46 to 67, with a
central tendency of 50 to 60 in females, and 39 to 50, with a central tendency of 40
to 50 in males. He stated that “the difference between the indices is sufficient to
suggest that sex can be determined confidently from the ilium during fetal life.” In
American black and British white fetuses, the index was found to be significantly
higher in females than in males, but no such sex difference could be found in
American white fetuses.

In 1949, Talheimer measured and radiographed 15 Italian fetuses (7 males, 8
females) aged within a month of each other. He found the dimensions of the ilium



to be longer in females and broader in males. Also, the length/breadth index was
higher in males. The ischium and pubis were longer in females, as were overall iliac
and ischial dimensions. Thus, the author’s general conclusion was that total length
of the pelvis is moderately greater in female fetuses. He further concluded that
x-rays revealed sex differences in the pelvis before birth, but the small size of the
sample and the variable range of dimensional size could only render relative accu-
racy rather than certainty.

Reynolds (1945) conducted roentgenometric studies of the bony pelvic girdle in
early infancy using a sample of 46 boys and 49 girls, all American white, from birth
to one year. Serial radiographs were obtained at birth and at one, three, six, nine,
and 12 months. He took ten measurements from the radiographs, from which six
indices were calculated. Reynolds' conclusions on sex differences in the pelvis in
the first postnatal year are as follows (Figure 4.10):

1. Boys show higher intercorrelations in measure-
ments at birth than girls.

2. Significant sex differences in measurements and
indices are found as follows: Boys lead in pelvic
height, iliac breadth and ischioiliac space. Girls
lead in bi-ischial breadth, pubic length, breadth of
greater sciatic notch, relative inlet breadth, and
anterior segment index.

3. Suggestive, but not statistically significant, sex
differences are found in pelvic breadth and iliac
index (boys lead), and in inter-pubic breadth
(girls lead).

4. Critical ratios of sex differences show a slight
tendency to become smaller with age.

5. The possibility that pelvic tilt may be a causative
factor in certain sex differences is discussed.

6. Measurements of girls tend to be more variable
than measurements of boys.

7. The general pattern of sex differences in the pelvis seems to favor the hypothesis
that girls are larger in measurements relating to the inner structures of the
pelvis, including a relatively larger inlet.

For the prepubertal period, Reynolds (1947) studied serial pelvic radiographs of
white Americans (92 boys, 91 girls) with an age range of two to nine years. The
measurements and indices are the same as those used in the infant study, but he
added three lengths and four angles. Sex differences for this age period are sum-
marized by Reynolds as follows:

1. Girls show higher intercorrelations in measurements at 34 months than boys.
This finding is in contrast to the infant study, where the tendency toward
higher intercorrelations was shown by the boys.

2. Significant sex differences at one or more age levels are found as follows: Boys
lead in pelvic height, pelvic breadth, inlet breadth, inter-iliac breadth, iliac
length, ischial length, bitrochanteric breadth length of femoral neck and
pelvic angle. Girls lead in inter-pubic breadth, intertuberal (ischium) breadth,
pubis length, breadth of iliac notch, inter-obturator breadth, pubic angle,
femoral-pelvic angle and inlet index.

Sex 177

Figure 4.10. Sex differences in pelvic measurements.
Solid lines: boys tend to be larger; broken lines: girls
tend to be larger (from Reynolds 1945; Fig. 6).
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3. Critical ratios of sex differences are larger at 22 months than at any of the six
succeeding age levels. There appears to be a tendency for sex differences to
become less pronounced with age in later childhood until puberty is reached.

4. Measurements of girls tend to be more variable than measurements of boys.
This agrees with the results from the infant study.

5. The general pattern of sex differences in the prepubertal pelvis is in agree-
ment with the results of the infant study. The suggestion is again made that, in
prepubertal childhood as well as in infancy, boys are larger in measurements
relating to the overall structure of the pelvis, while girls tend to be either
absolutely or relatively larger in measurements relating to the inner structure
of the pelvis, including the inlet.

When these measurements and angles are ranked, the order of effective sexual
differentiation in prepubertal pelves is bitrochanteric breadth, pelvic height, pelvic
breadth, inlet breadth, and pubic length. Other dimensions are less discriminating.

In another study on fetuses and infants by Weaver (1980), six measurements
were taken from the ilium and the following three indices were calculated to assess
sex differences:

a. sciatic depth ¥ 100/sciatic width
b. ilium posterior height ¥ 100/ilium anterior height (chilotic index)
c. iliac width ¥ 100/iliac height (iliac breadth index)

Weaver divided the sample into three
age groups: fetal (6 –8 months), new-
born (birth to 1 month) and six months
(3–6 months). The data on these indices
are shown in Table 4.18 and demon-
strated no significant sex differences in
the various age groups. Weaver also
observed, however, that the auricular
surface was more elevated in females
and non-elevated in males. Based on
this structure, females were correctly
sexed with a range of 43.5%–75.0%,
and males with a range of 73.1%–91.7%
(Table 4.19). An elevated surface there-
fore seems to more likely indicate a
female, while a non-elevated surface
may indicate a male or female. Byers
(2011) provides a combination of data
on this feature from other researchers
that indicates accuracies for this trait of
around 72%, suggesting that it may be
somewhat useful.

Following on these earlier studies,
Schutkowski (1993) assessed a historic
sample of 61 children of known sex and
age from Spitalfields, London (37 boys,
24 girls). Schutkowski studied four cri-
teria on the ilium (Fig. 4.11):

Table 4.18 

Determination of Sex from Fetal and Infant Ilia

Sciatic
Apertural

Chilotic
Index

Iliac Breadth
Index

Age
Groups

Sex n Mean SD Mean SD Mean SD

Fetal M
F

24
24

32.94
31.20

9.54
6.14

60.03
55.65

13.14
9.42

116.5
116.4

6.60
5.46

Newborn M
F

26
24

31.32
31.63

4.59
7.88

55.49
50.47

11.40
12.17

117.0
116.8

4.46
4.26

Six
months

M
F

32
23

32.20
32.72

5.73
6.82

53.43
48.98

8.80
10.96

117.7
114.7

4.67
3.27

Modified from Weaver (1980).

Table 4.19 

Auricular Surface Elevation in Fetal and Infant Ilia

Age Groups Sex n Elevated Non-
Elevated

Percent
Correct

Fetal M
F

24
24

2
18

22
6

91.7
75.0

Newborn M
F

24
24

7
13

19
11

73.1
54.2

Six months M
F

32
23

3
10

29
13

90.6
43.5

Note: Modified from Weaver (1980).



a. Angle of the greater sciatic notch: In order to assess this, the bone is viewed
from the ventral aspect and positioned in a way that the anterior side of the
greater sciatic notch is aligned vertically. In girls this angle is more than 90
degrees, in boys less.

b. Arch criterion: To observe this, the bone should be in the same position as
for (a). In girls the “arch” formed by drawing a cranial extension from the
vertical side of the greater sciatic notch crosses the auricular surface, while in
boys the cranial extension of the vertical side of the greater sciatic notch leads
into the lateral rim of the auricular surface. 

c. Depth of the greater sciatic notch: This trait corresponds to the relative width
of the angle of the greater sciatic notch. To observe this, the bone is viewed
from the dorsal aspect. The spina iliaca posterior inferior and the dorsal rim
of the acetabular region should point downwards in a line. In girls the notch
between the spina iliaca posterior inferior and the acetabulum joint portion is
usually shallow, while in boys it is deep.

d. Curvature of the iliac crest: To view this, the ilium should be looked at from
the top with the dorsal surface aligned horizontally. In girls the crest shows a
faint S-shape whereas in boys the curvature is more pronounced, exhibiting a
marked S-shape.

Schutkowski (1993) found that traits using the greater sciatic notch were the best
discriminators, and that 95.0% of individuals with a narrow notch were boys,
whereas 71.4% of those with a wider sciatic notch were girls. Using depth of the
greater sciatic notch, 81.2% of boys (deep notch) and 76.5% of girls (shallow notch)
were correctly sexed. The arch criterion performed less well, with 73.3% of the boys
showing an arch bordering the auricular surface. An arch crossing the auricular
surface was found in 70.6% of the girls. A pronounced S-shaped curve of the iliac
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Figure 4.11. Criteria for assessing the ilium in children (redrawn after Schutkowski 2008; Fig. 2). These criteria are: (a) the angle
of the greater sciatic notch, (b) the arch criteria, (c) depth of the sciatic notch, and (d) iliac crest curvature.
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crest was found in 81.2% of boys, while a slight S-shape was seen in 62.1% of girls.
Schutkowksi concluded that a narrow greater sciatic notch could be seen in males
from birth onward, and that the other traits seem to develop during the first year
of life. 

Subsequent to Schutkowski study, a limited number of publications appeared
that reassessed his four and other traits (e.g., Holcomb & Konigsberg 1995; Sutter
2003; Vlak et al. 2008). Whereas all four of Schutkowski’s criteria as well as elevation
of the articular surface showed a clear and statistically significant correlation to sex,
Sutter (2003) found that for the pelvis only the arch criterion (82.3% accuracy), angle
of the sciatic notch (80.7%), and depth of the sciatic notch (79.0%) had accuracies
that were high enough to be of use in a forensic context. Vlak et al. (2008), however,
were unable to obtain accuracies above 75% for any sciatic notch trait in individuals
under 11 years of age in a Portuguese sample born between 1805 and 1972. They
found that neither sciatic notch morphology nor metrics are good indicators of sex
in juveniles. Vlak et al. (2008) suggested that the sciatic notch tends to be more
female in appearance in children of less than a year, after which it becomes more
male in morphology from 6–15 years of age. Differences between populations,
problems with inter- and intra-observer repeatability and an inherent lack of sexual
dimorphism in this skeletal feature were cited as probable explanations for the dis-
crepancies in research findings. 

Taking these and other studies into account (e.g, Hunt 1990; Rissech et al. 2003;
Rissech & Malgosa 2005), it seems that most of the characteristics of the pelvis have
limited use in estimating sex from juveniles in a forensic context. Although many
of the studied traits seem to show a relationship with the sex of the individual,
accuracies are generally too low and there is too much variability between popula-
tions to be certain that they can provide reliable results. More research on larger,
well-documented collections with clear indications of inter- and intra-observer
repeatability is needed.

2. Mandible and Cranium

Several studies have been published on the development of sexual dimorphism in
the mandible, and aspects such as the shape of the inferior symphyseal border and
corpus, gonial eversion, mandibular protrusion, mentum shape and mandibular
arcade shape have been assessed. In his study on sexual dimorphism of children
from Spitalfields, Schutkowski (1993) also looked at protrusion of the chin region,
shape of the anterior dental arcade and gonial eversion. He found that about 94% of
boys had a prominent and angular chin with a wide anterior dental arcade (82.6%),
while these traits had a lower occurrence in girls’ mandibles. About 74% of boys
also showed gonial eversion. “In contrast, an allocation of appearances which
seemed typical for girls does not produce significant results. It is evident that the
selected traits clearly distinguish male individuals, but fail to allocate girls reliably”
(p. 202). Sutter (2003) included these three methods in his assessment of subadult
Chilean mummies, and found that only the mandibular arcade shape (parabolic for
females, rectangular in shape for males) provided reasonable results (77.6%).

Loth and Henneberg (2001) reported good accuracies (81%) when looking at
the anterior symphyseal region of the mandible, with females having a more
rounded and males a more angular contour. Scheuer (2002) used this method to
assess individuals from the Spitalfields Collection, but found that males could be
sexed more reliably than females; however, the consistency was low. Assessing this



region with geometric morphometrics, no evidence of sexual dimorphism could be
found (Franklin et al. 2007b). 

Currently, it seems unlikely that any method using the mandible will provide
results that are usable in a forensic context. Similarly, other features such as those
in the orbit (Molleson & Cruse 1998) and basicranium (Veroni et al. 2010) show
moderate success, and need further assessment.

3. Teeth

Attempts to use sex differences in the size of both the deciduous and permanent
dentition have been somewhat more successful. Tooth dimensions (length and
breadth) do vary between the sexes, but a large degree of overlap exists. For pale-
odemographic purposes, Rösing (1983) advised using a method where discrimi-
nant function formulae are developed based on the tooth dimensions of known
adults in a sample, which can then be used on the subadults of that same popula-
tion. However, Cardoso (2008) pointed out that formulae developed based on per-
manent teeth of adults may not necessarily be valid for juveniles of a specific
population, as selective mortality or cultural bias may increase or decrease the level
of sexual dimorphism closer to adulthood. The effect of this is likely to be small.

Tooth size varies between populations, but discriminant function formulae are
available for a number of populations and may be of use in those specific regions.
Using deciduous teeth, accuracies of 75%–90% have been reported (e.g., De Vito &
Saunders 1990; Żądzińska et al. 2008). Depending on the approach used, Cardoso
(2008) found accuracies of 58.5%–100% when using dimensions of the permanent
canines to sex juveniles. Canine faciolingual dimensions produced the best results.

4. Long Bones of the Postcranial Skeleton

Using a small sample, Coussens et al. (2002) suggested that differences in long bone
robusticity may be useful in assessment of sex in infants and young children. Promising
results for sexing the long bones of adolescents were reported by Rogers (2009).
Rogers pointed out that there seems to be a “misplaced emphasis” on using the bones
that are good for estimation of sex in the adult (skull and pelvis), as differences in
these regions most probably develop only during adolescence. She advised that addi-
tional morphological traits should be assessed, specifically in those regions of the
skeleton that do not rely on the adolescent growth spurt for their development. Using
the same four humeral characteristics that were used in adults, she found an accu-
racy of 81% by applying a simple majority rule (e.g., if three of the four traits sug-
gested a male, a diagnosis of a male was made). If a score of “two each” was obtained,
the olecranon fossa shape and depth were used as the decider. All individuals in this
study were aged 11 to 20 years and came from European populations. However, only
nine individuals out of the total sample of 42 were younger than 16 years, and it
seems likely that lower accuracies would have been found if more younger individu-
als were included. These results need to be followed up by supporting research, and
the influence of activity patterns on the expression of these traits must be assessed.

5. Assessment of Trait Combinations

A possible future approach to juvenile sex estimation would be to use more sophisti-
cated statistical techniques and combinations of traits in several parts of the skeleton,
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in order to maximize existing traits which individually exhibit lower levels of accu-
racy. Choi and Trotter (1970) attempted this when they studied the entire skeletons
of 115 fetuses. They obtained 21 length and width measurements and generated
26 indices. Assuming a linear relationship between length of bones and age, they
corrected for age and developed a discriminant function which yielded an accuracy
of 72%. 

F. SUMMARIZING STATEMENTS

• Earlier statements that 100% correct sex estimation could be obtained if a
complete skeleton is present (95% with skull and pelvis) seems to be some-
what overly optimistic. After stringent testing, it seems that morphological
and metric assessment of the pelvis produce the best results which may, in
some cases, approach 95% but will often produce poorer results.

• Assessment of the skull, both metric and morphological, will yield correct es-
timates in 80%–90% of cases.

• Dimensions of long bones may be as good as assessment of the skull, per-
forming around the 90% level when population-specific formulae are used for
some of the larger bones such as the femur and humerus.

• Both the mandible and sacrum perform relatively poorly when used for as-
sessment of sex.

• Geometric morphometric assessment of shape differences between the sexes
has confirmed the existence of many of these traits, but has disproved it in
some cases (e.g., mandibular shape differences in juveniles). 

• An exciting recent development in morphological assessment is where a
number of traits are used that is clearly graded, and illustrated by accompany-
ing drawings. Scores are assigned that can be used in multivariate analysis,
providing clear accuracies and error rates.

• Estimation of sex in juveniles remains problematic, and it seems that few
methods have the potential to achieve accuracies higher than 75%.

• Secular trends in body size and shape need to be taken into account, and
many of the older data now need revision on more recent collections.

• Some changes take place after adulthood is reached, especially in younger
adult males who increase in robusticity well into adulthood, as well as older
females who may become more robust. This may influence the accuracy of
metric assessment.

• All published methods should have clear error rates, as well as data on inter-
and intra-observer repeatability.
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A. INTRODUCTION

The evaluation of ancestry and the question as to whether it is actually possible
to comment on population of origin based on skeletal characteristics is one of

the most controversial issues in skeletal analysis (e.g., see the AAPA statement on
biological aspects of race 1996; Brace 1995, 1996; Kennedy 1995; Armelagos &
Goodman 1998; Relethford 2009; Albanese & Saunders 2006; Caspari 2009; Edgar
& Hunley 2009; Ousley et al. 2009). Although almost all biological anthropologists
agree that distinct human races do not exist and that it is impossible to classify
humans into discrete race groups based on their skeletal features, most will agree
that some form of geographical patterning exists. This provides some potential of
providing tentative information on biological origin, but there is currently no
consensus as to how we should go about it, what the correct terminology would be
or even if such an assessment should be included at all in a forensic skeletal report.
As Sauer and Wankmiller (2009) aptly put it, “ancestry estimation is fraught with
misunderstanding, misuse and controversy” (p. 187).

Some authors feel that since we are dealing with forensics we do not really have
the “luxury of debating this issue” (e.g., Byers 2011, p. 131), whereas others believe
that the methodology is so flawed and the risks of false information so high that
leaving it out altogether should be considered (e.g., Armelagos & Goodman 1998;
Albanese & Saunders 2006). Various terms have been proposed to describe what it
is that we are trying to determine—ethnicity, social race, bureaucratic race, biorace
and ancestry have all been used. 

It has been shown clearly and repeatedly that genetic variation within a popula-
tion is greater than that between populations and that there is no genetic basis to
divide humans into discrete separate race groups (e.g., Livingstone 1962; Lewontin
1972; Templeton 2002; Lieberman et al. 2003; Long et al. 2009). As Livingstone
(1962) famously stated: there are no races, only clines. There is also little relation-
ship or concordance between observed morphological variation and the genetic
makeup of an individual. Race is thus more of a social construct than a biological
one, but has widespread biological consequences related to selective mating, ge-
netic drift and institutional racism. Consensus on one thing is fairly clear: if the
region where an individual came from is established, that does not equate to race
(Brace 1995). 

Most advocates of including assessment of ancestry in the biological profile
would argue that what we are assessing is “social race,” i.e., the way in which a
person would describe him/herself or what bureaucrats would use to identify a
person. In the U.S., for example, that would be white, black (African American),
Asian, Native American and Hispanic (Byers 2011). Even in how FORDISC (Ousley
& Jantz 1996; Jantz & Ousley 2005) treats it, the terminology of the reference
groups is a mixture of what would classically be called “races,” ethnic groups, re-
gional groups, language groups, etc. The best we as forensic anthropologists can
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hope to do is to describe morphological variation related to a specific geographic
area, with a cautious choice of wording. Kennedy (1995, p. 799) explained that
“ancestry identification is never a question of inventing a more refined classification
of humankind on the basis of selected biological characters, but is a justifiable
scientific endeavour established upon a reality of clinal, noncordant and independent
phenotypic features...which are geographically diffused so that a tally of trait
frequencies can serve as powerful indicators of the gene pools of individuals we
seek to identify in a forensic anthropological investigation.” He argues the fact that
this biological diversity exists should be seen as a record of successful adaptations
of different populations across the world. 

No further discussion on the various academic standpoints concerning race or
ancestry will be included in this chapter, but the reader is referred to the 2009 issue
of the American Journal of Physical Anthropology and the various other publications
that discuss the issues of race and ancestry at length.

As with all standards used in skeletal analyses, secular trend is also a confounding
factor in estimation of ancestry/social race (Ayers et al. 1990; Ousley & Jantz 1998).
Secular changes are present not only in the long bones with the well-documented
increase in stature but also in the pelvis and skull. Wescott and Jantz (2005), for
example, demonstrated shifts in locations of several landmarks in crania from the
U.S., most of it associated with a downward movement of the cranial base (espe-
cially at basion), a narrowing of the cranial base and an increase in cranial capacity.
This raises questions about the usability of much of the older research, and has
been blamed for the poor performance of many of the older methods to assess
ancestry (Ousley & Jantz 1998).

In this chapter, the attempts to attribute a broad population of origin to a set of
skeletal remains will be referred to as estimation of ancestry. A very brief history
will be given, followed by an explanation of the methods employing morphology
and metric characteristics to estimate ancestry. Assessment of ancestry from teeth
will be discussed in Chapter 7. These methods should be used with a critical mind,
and by analysts with experience in this field. Being familiar with the geographical
distributions and frequencies of phenotypic traits in the modern population in the
part of the world where a specific forensic scientist operates is essential (Kennedy
1995).

B. BRIEF HISTORY

The majority of early research in Physical Anthropology, the parent discipline of
Forensic Anthropology, was aimed at describing human variation. Evaluation of
craniological differences formed a major part of this research, along with attempts
to group people into distinct categories or races. Early influential research in this
regard came from researchers such as Cobb (1934, 1942), Lewis (1942), Hooton
(1946), and Coon (1962). Caspari (2009) discusses the influence of Hrdlička,
Hooton and Boas on how “races” are understood today in more detail.

Hrdlička was among the first anthropologists to assist law enforcement with
skeletal cases, while Krogman’s early publications formalized descriptions of attrib-
utes that were used to assess “race” by forensic scientists (1955, 1962). Table 5.1
shows the descriptive morphology of the skull included in his publications, which
in a sense represents an archetype to the point of being stereotypical. There really



are no typical “Caucasoid” or “Negroid” skulls etc. Krogman stated that the skull is
the most useful in assessing ancestry, and can be assigned successfully through
metric and morphological assessment in 85%–90% of cases. He felt that the rest of
the skeleton is not really useful in this regard, but that the pelvis may be of limited
use (successful in 70%–75% of cases). In this context, Brues (1958) should also be
mentioned. She cautioned that there may be some inconsistencies between what
the assigned “race” or ancestry of a skeleton is, and what that person was seen as in
actual life.

Giles and Elliot (1962a–b) were the first to use a discriminant function tech-
nique for the determination of ancestry from the skull. In their initial study, Giles
and Elliot (1962a) analyzed differences between American whites (108 males, 79
females) and blacks (113 males, 108 females) from the Hamann-Todd and Terry
Collections. For the actual calculations, 75 skulls of each sex and ancestral group
were randomly chosen to form a base sample of 300; the remaining 108 were used
as an independent control series. In addition, they included a sample (n = 150 for
base sample, n = 464 for test sample) from Native American (“Indian”) skeletal col-
lections including Indian Knoll, Gulf States and Navahos.

For their assessment, Giles and Elliot used 8 cranial measurements (cranial
length, maximum cranial breadth, basion-bregma height, basion-prosthion length,
basion-nasion length, bizygomatic breadth, prosthion-nasion height, and nasal
breadth). The discriminant function equations calculated from these craniometric
dimensions are shown in Table 5.2. Giles and Elliot (1962b) also provided another
discriminant function equation to be used for cases in which both sex and ancestry
are not known. They advise that in this situation, the sex of the specimen must
first be determined. The formula that estimates sex is shown in the last (right
hand) column of Table 5.2. Their sectioning point was 891.12, indicating that
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Table 5.1

Stereotypical Description of Craniofacial Traits of “The Three Main Human Races,” 
from Krogman (1955)

Caucasoid Negroid Mongoloid

Dimensions Nordic Alpine Mediterranean

Skull length Long Short Long Long Long

Skull breadth Narrow Broad Narrow Narrow Broad

Skull height High High Moderately high Low Middle

Sagittal contour Rounded Arched Rounded Flat Arched

Face breadth Narrow Wide Narrow Narrow Very wide

Face height High High Moderately high Low High

Orbit Angular Rounded Angular Rectangular Rounded

Nasal opening Narrow Moderately wide Narrow Wide Narrow

Lower nasal margin Sharp Sharp Sharp Guttered Sharp

Nasal profile Straight Straight Straight Downward slant Straight

Palate shape Narrow Moderately wide Narrow Wide Moderately wide

General impression
of skull

Massive, rugged,
elongated, ovoid

Large, moderately
rugged, rounded

Small, smooth,
elongated,
pentagonoid to ovoid

Massive, smooth,
elongated,
constricted, oval

Large, smooth,
rounded
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any discriminant score less than
this value would be classified as
female; higher would be male.

To determine the ancestry, the
discriminant function scores were
first calculated by multiplying
the measurement value to the
coefficient, and then adding all
the values. This should be done
according to the equation de-
veloped for each sex and then
applied to the scales shown in
Figures 5.1 for males and 5.2 for
females. In both figures the y-axis
is a scale for a white-black con-
tinuum and the x-axis for a
white-Indian continuum. Male
sectioning points are 89.27 for
the white-black axis and 22.28
for the white-Indian axis. The
female sectioning points, which
have been corrected by Snow and
associates (1979), are 92.20 for
the white-black scale and 130.10

Figure 5.1. Sectioning points for estimation of ancestry in male Native (“Indian”), black and white Americans (from Giles & Elliot 1962b).

Table 5.2 

Estimation of Ancestry from the Skull by Discriminant Function Analysis 
in American Blacks and Whites and Native Americans

Variables

Discriminant Function Coefficients

Males Females

Males vs
Female

White vs
Black Indian

White vs
Black Indian

Basion-prosthion
Glabella-occipital l.
Maximum cranial br.
Basion-bregma ht.
Basion-nasion length
Max. bizygomatic br.
Prosthion-nasion ht.
Nasal breadth

3.06
1.60
–1.90
–1.79
–4.41
–0.10
2.59
10.56

0.10
–0.25
–1.56
0.73
–0.29
1.75
–0.16
–0.88

1.74
1.28
–1.18
–0.14
–2.34
0.38
–0.01
2.45

3.05
–1.04
–5.41
4.29
–4.02
5.62
–1.00
–2.19

–1.00
1.16

1.66
3.98
1.54

Sectioning point 89.27 22.28 92.20 130.10 891.12

Percent correct Base Test Base Test 82.9

Whites
Blacks
Indians

80.0
85.3
94.7

87.9
92.1
76.9

88.0
88.0
93.3

100.0
81.8
87.1

Source: Modified from Giles And Elliot 1962b, Table 1. 
Note: See Text for the Procedure in Determining Ancestry. With Regard to Sex,
Discriminant Function Scores Less than the Sectioning Point Classify as Female. 



for the white-“Indian” scale. Their success rates (Table 5.2) ranged from 80%–95%
for the base sample and 77%–100% for the test samples. Using this method on a
single skull, it is obviously assumed that the skull in question originated from one
of the three groups included in the test sample.

Birkby (1966) found that these formulae did not yield good results in other
Native American samples. Snow et al. (1979) also later used 52 crania to test the
results of the study by Giles and Elliot. They confirmed that the original study was
still applicable to American blacks and whites, but also did not get high success
rates for Native Americans of Oklahoma.

The name of Howells (1973, 1989, 1995) should be mentioned when it comes to
the study of human geographic craniometric variation. He conducted extensive
craniometric studies on large samples from all over the world. Following statistical
analyses, he concluded that samples from the same geographic region tend to cluster
together. His methods and data set have contributed significantly to several studies,
including the development of FORDISC, which will be discussed in more detail
below (Sauer & Wankmiller 2009).

In 1990, Gill and Rhine brought together a comprehensive guide, the Skeletal At-
tribution of Race. This edited volume compiled papers dealing with morphological
(cranial morphoscopy) and metric methods on the skull as well as the postcranial
skeleton. In the 20 years since the publication of this volume, many of these meth-
ods have been tried and tested, with varying results. These will also be discussed in
more detail below.
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Figure 5.2. Sectioning points for estimation of ancestry in female Native (“Indian”), black and white Americans (from Giles & Elliot 1962b).
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Case Study 5.1

Ancestry Using FORDISC

A near complete skeleton of an unknown individual was found in the open field in South Africa and sent for
analysis. Using morphological features and Transition Analysis (Boldsen et al. 2011), age was estimated to have
been 34–55 years of age. Morphological and metric features indicated that the individual was a male. As the
morphological features were ambiguous with regard to ancestry, metric analysis of the cranium was utilized to
assess ancestry. The cranial measurements were uploaded into FORDISC 3.1 to compare the unknown crania to
a custom database that is comprised of known black (n=162), coloured (n=85) and white (n=109) South Africans
(Jantz & Ousley 2005) (Case Study Figure 5.1a). FORDISC 3.1 is a statistical software program that uses discrim-
inant function analysis to classify an unknown cranium into one of the known comparative reference groups.
First, a general discriminant analysis was used with all variables compared to all male groups (black, white and
coloured). The results demonstrated that the unknown was more closely associated with white males than any of
the other groups. Using seven forward Wilk’s selected variables, the results indicated that the unknown cranium 

(Continued)

Case Study Figure 5.1a.
FORDISC3.1 Output.

FORDISC3.1 Output: Unknown individual
FORDISC 3.1 
Using SADatabase7_11_2011.adt

DF results using 6 Forward % selected (min: 1 max: 20, out of 14) measurements:

DKB   NLH   BBH   OBB   EKB   GOL

From
Group

Total
Number

Into Group
Percent
CorrectBM CM WM

BM
CM
WM

112
55
64

79
14
4

26
32
8

7
9
52

70.5 %
58.2 %
81.3 %

Total Correct:      163 out of 231 (70.6 %) *** CROSSVALIDATED *** 

Multigroup Classification of Current Case

Group
Classified
into

Distance
from

Probabilities
Posterior Typ F

Typ
Chi Typ R

WM
BM
CM

**WM** 3.2
6.1
6.4 

0.695
0.163
0.141

0.819
0.456
0.471

0.785
0.414
0.383

0.477 (35/65
0.088(104/113)
0.214 (45/56)

Current Case is closest to WMs

Current
Case ChK

Group Means

BM
112 

CM
55

WM
64

DKB
NLH
BBH
OBB
EKB
GOL

23
55
141
41
99
186

+
+

+

24.1
48.0

131.3
39.5
99.6

179.8

22.2
47.7
123.6
40.5
96.4
163.9

19.6
52.2
111.3
41.5
97.9
148.5

+/– measurement deviates higher/lower than all group means; ++/– – deviates one to
two STDEVs

+++/– – – deviates two to three STDEVs; ++++/– – – – deviates at least three STDEVs

Natural Log of VCVM Determinant = 26.5836
Wilks' Lambda = 0.4488
VCVM homogeneity test (Kullback) ChiSq = 241.67 with 42 df: p = 0.000000



C. METHODS USED IN ASSESSMENT OF 
ANCESTRY FROM CRANIAL REMAINS

1. Morphological Characteristics 

Anthropologists have a long tradition of using various morphological characteristics
to assign ancestry to a specific skull. As Albanese and Saunders (2006) correctly
point out, there are two kinds of morphological characteristics that can be used for
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Case Study 5.1 (Continued)

was most similar to white males with a 69.5% posterior probability, 70.6% cross-validation, and a significant typ-
icality probability (see FORDISC output). The posterior probability indicates the likelihood for unknown remains
to belong to a particular group, whereas the typicality indicates how typical the unknown is for the group to
which it was classified. The discriminant analysis demonstrated that the cranium of this particular case was most
likely that of a white male (Case Study Figure 5.1b).

References
Boldsen JL, Milner GR, Hylleberg R. 2011. ADBOU Age estimation software. Version 2.0. 
Jantz RL, Ousley SD. 2005. FORDISC 3.0: Personal Computer Forensic Discriminant Functions. Knoxville: The University of

Tennessee.

Case Study Figure 5.1b. Canonical variate scatterplot. The black X represents the unknown case.
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this purpose—anthroposcopic and non-metric traits. Anthroposcopic traits are
those features that relate to, for example, differences in shape such as those seen in
the orbit (round, square, etc.). Non-metric traits, also called discrete traits, are minor
dental and skeletal variants, which are often anomalies that tend to cluster in specific
populations. Examples of these are the presence of an os japonicum, or an inca bone.

Ossenberg (1976), Wijsman and Neves (1986) and later Hanihara et al. (2003),
amongst others, have studied these non-metric traits in a variety of populations. It
seems that the frequency distributions of these traits do tend to cluster in geo-
graphic patterns, but the variation within populations is considerable and the
degree of overlap so big that it is not possible to use them in single forensic cases
(see also Konigsberg 1990; Ricaut et al. 2010). For the purpose of this chapter, no
distinction will be made between anthroposcopic and non-metric traits. 

Many authors seem to agree that the variability between groups is best seen in
the mid-facial region (e.g., De Villiers 1968; Brues 1990; Rhine 1990; Gill & Gilbert
1990; Curran 1990; Sholts et al. 2011), and the morphological characteristics of this
and other regions of the cranium have been assessed in this regard. Rhine (1990)
described 45 morphoscopic characteristics, many of which could be traced back to
the so-called “Harvard List,” originating from the work of Hooton, in his “non-
metric skull racing” technique. Rhine included 87 known skulls in his assessment,
and described common and rare characteristics in the three groups he encountered
most frequently in case work in the American Southwest (“American Caucasoid,”
“Southwestern Mongoloid” and “American Black”). 

Rhine (1990) then continued to describe characteristics of each group. Amongst
other things, the “American black” group, for example, was said to commonly have a
post-bregmatic depression, long base chord, simple major sutures, rectangular
orbits, flared nasal openings, slight nasal depression, Quonset-hut nasals, a small
nasal spine, guttered lower nasal border, considerable prognathism and a blunt
chin. ”Southwestern Mongoloids” were said to have a keeled skull, short base cord,
complex major sutures, many Wormian bones, rounded orbits, slight nasal depres-
sion, tented nasals, nasal overgrowth, small nasal spines, blurred nasal sills, project-
ing zygomae, malar tubercles, blunt chins and moderate prognathism. “American
Caucasoids” were described as having an inion hook, long base chord, simple
major sutures, sloping orbits, depressed nasion, tower nasals, large nasal spines,
deep nasal sill, retreating zygomae, no prognathism and a prominent chin. The
somewhat confusing descriptions of “Quonset hut,” “tented” and “steepled” shaped
nasal root contours for “Negroids,” “Mongoloids” and “Caucasoids,” respectively,
have been popularized by Brues (1990) and are illustrated later in this chapter.

In the Gill and Rhine (1990) volume, several other methods of visual assessment
have also been described. Napoli and Birkby (1990), for example, studied external ear
canals and found that its shape differs in populations such that the oval window in
the ear canal is visible in “Caucasoids” but not in “Mongoloids” or Native Americans.
Angel and Kelley (1990) studied rameal inversion and gonial flaring in various
populations, while Brooks et al. (1990) looked at the alveolar prognathism contour
on lateral view.

In a much later study, Birkby et al. (2008) described a set of non-metric traits
which may be usable in identifying Southwest Hispanics. These included shoveled
anterior teeth, anterior malar projection, a short posterior occipital shelf, a less elab-
orate nasal sill (dull), oval window visualization between zero and partial, enamel
extensions on molars, nasal overgrowth, wide frontal process of the zygomatic bone,
platymeria of the subtrochanteric region of the femur and a sharp medial crest. 



In a recent stringent test of these morphoscopic characteristics and their associ-
ation with different ancestral groups, Hefner (2009) commented on “the lack of a
methodological approach” used in these methods, and the fact that there are no error
rates associated with ancestry prediction using them. He suggested that they have not
been investigated with appropriate scientific and legal considerations in mind, and
aspects such as intra- and inter-observer repeatability have hardly been considered. 

Hefner (2009) also maintains that although forensic anthropologists claim that
they can accurately assess ancestry using these traits, the actual frequencies of these
traits are, in fact, much lower than assumed. Looking at six traits, Hefner and
Ousley (2006) found that only 17%-58% of individuals have all expected traits.
They suggested that analysts make a diagnosis of ancestry based on an overall im-
pression of a skull, and then choose the traits post-hoc to support their assumption
in a type of confirmation bias.

Walker (2008), in estimating sex, has shown that detailed drawings can help an-
thropologists to reliably score morphological traits. This approach was also used by
Hefner (2009) when he included 11 commonly used traits in his study, illustrated
with line drawings. The explanations of these 11 traits as well as four others (alveolar
prognathism, zygomatic projection, mandibular and palatine tori), used in a similar
study by L’Abbé et al. (2011) in South Africans, are shown in Table 5.3. They are
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Table 5.3a 

Description of Non-Metric Traits Used by Hefner (2009) and L’Abbé et al. (2011)

Trait SA Description of Trait Categories

Nasal bone contour
(Fig. 5.3)

African
Asian
European
European
European

1. Low and rounded (Quonset hut)
2. Oval contour with elongation superior-inferiorly, projecting anteriorly from mid-face
3. Tented, steep lateral walls, flat superior plateau
4. Semi-triangular (vaulted), steep-sided lateral walls and narrow superior surface plateau
5. Steepled, triangular cross-section, lacking superior surface plateau

Nasal aperture width
(Fig. 5.4)

European
Asian
African

1. Narrow (long)
2. Medium (rounded)
3. Wide

Anterior nasal spine
(Fig. 5.5)

African
Asian
European

1. Short (rounded), no projection from the nasal ridge
2. Medium (projects to the level of prosthion viewed from the side, but does not reach it)
3. Long (sharp), terminates beyond prosthion. Usually has a sharp anterior point

Inferior nasal margin
(Fig. 5.6)

African
African
Asian
European
European

1. Guttered (gradual sloping of nasal floor from posterior to anterior)
2. Incipient guttering (sloping commences more anteriorly, but is less than in 1)
3. Straight (immediate transition from nasal floor to vertical maxilla)
4. Partial sill (weak but present ridge of vertical bone)
5. Sill (pronounced ridge, no smooth transition from nasal floor to maxilla)

Nasal overgrowth
(Fig. 5.7)

Eur/Afr
Asian

0. Absent (border of nasal bones does not project beyond the maxilla)
1. Present (border of nasal bones projects beyond the maxilla)

Supranasal suture**
(Fig. 5.8)

?
?
?

0. Absent (no persisting suture)
1. Open, unfused nasal portion of frontal suture
2. Closed but visible supranasal suture

Zygomatic projection*
(Fig. 5.9)

Eur/Afr
Asian

1. Retreating (zygomae more backwards relative to opening of nasal aperture in vertical plane)
2. Projecting (zygomae on same vertical plane as opening of nasal aperture)

Note: The column “SA” relates to the stereotypical associations, i.e., the ancestral group with which this trait has typically been associated.
Corresponding figure numbers illustrating each trait are also shown. 
*Traits used by L’Abbé but not by Hefner. 
**Traits used by Hefner but not by L’Abbé.
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also illustrated in Figures 5.3–5.17. The descriptions and scores have been slightly
altered to standardize them because of slight discrepancies between the Hefner and
L’Abbé et al. papers. It is also not clear why, in the original publications, some traits
started with a score of zero and others with a score of one. Only those reflecting a
neutral state or “absence” of a trait were left to include a category “zero,” while others
started with a score of “1”.

Hefner’s (2009) sample included Africans (n = 177 – 218), American Indians (n
= 220 – 283), Asians (n = 72 – 75) and Europeans (n = 135 – 184). Significant dif-
ferences between groups were found for all variables, except the malar tubercle.
However, these characteristics did not necessarily conform to traditional assump-
tions and showed large variability. No single individual had all 11 expected traits,
and therefore any individual with traits other than those he/she was expected to
have, could not be described as admixed because this is simply not true. Most traits
could be reliably scored within and between observers, with the exceptions of ante-
rior nasal spine and supranasal suture (intra-observer), and postbregmatic depres-
sion, nasal bone contour, inferior nasal aperture, and interorbital breadth
(inter-observer). In general, Hefner concluded that an association between 10 of
these traits and a specific population does exist, and they may be usable to estimate
ancestry if a suitable multivariate statistical model is used. 

Table 5.3b

Description of Non-Metric Traits Used by Hefner (2009) and L’Abbé et al. (2011)

Trait SA Description of Trait Categories

Malar tubercle
(Fig. 5.10)

African
Asian
European
?

0. Absent
1. Incipient (very small tubercle, < 2mm) 
2. Trace (medium protrusion 2-4 mm)
3. Present (pronounced tubercle on inferior margin of zygoma and maxilla)

Interorbital breadth
(Fig. 5.11)

European
Asian
African

1. Narrow relative to face width
2. Intermediate
3. Wide relative to face width

Zygomaxillary suture 
(Fig. 5.12)

African
Asian
European

1. Smooth (lateral projection at inferior end)
2. Angled (greatest lateral projection near the midline)
3. S-shaped (zig-zag)

Alveolar prognathism*
(Fig. 5.13)

Eur/Asian
African

1. Orthognathic (flat mid-facial profile)
2. Prognathic (projecting mid-facial profile)

Transverse palatine suture
shape
(Fig. 5.14)

Asian
African
European
European

1. Straight and symmetrical suture that intersects middle suture perpendicularly
2. Anterior bulging
3. Anterior and posterior deviation of the suture at the midline
4. Posterior symmetrical deviation at midline

Mandibular torus*
(Fig. 5.15)

Eur/Afr
Asian

0. Absent (no ridge on lingual surface of mandible)
1. Present (ridge on lingual surface of mandible)

Palatine torus*
(Fig. 5.16)

Eur/Afr
Asian

0. Absent (no ridge on midline of hard palate)
1. Present (ridge on midline of hard palate)

Postbregmatic depression*
(Fig. 5.17)

Eur/Asian
African

0. Absent (no depression)
1. Present (depression along sagittal suture posterior to bregma)

Note: The column “SA” relates to the stereotypical associations, i.e., the ancestral group with which this trait has typically been associated.
Corresponding figure numbers illustrating each trait are also shown. 
*Traits used by L’Abbé but not by Hefner.
**Traits used by Hefner but not by L’Abbé.
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Figure 5.3. Expressions
of nasal bone contour
(see Table 5.3).

Figure 5.4. Expressions
of nasal aperture width
(see Table 5.3).
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Figure 5.5. Expressions of anterior nasal spine projection (see Table 5.3).

Figure 5.6. Expressions of the inferior nasal margin (see Table 5.3).



Ancestry 207

Figure 5.7. Expressions for nasal overgrowth (see Table 5.3).

Figure 5.8. Expressions of supranasal suture (see Table 5.3). 
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Figure 5.9. Expressions of zygomatic projection (see Table 5.3).
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Figure 5.10. Expressions of malar tubercle (see Table 5.3).

Figure 5.11. Expressions of interorbital breadth (see Table 5.3).

Figure 5.12. Expressions of zygomaxillary suture (see Table 5.3).
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Figure 5.14. Expressions of transverse palatine suture shape. This is assessed in the middle part
where the suture intersects with the interpalatine suture (see Table 5.3).

Figure 5.13. Expressions of alveolar
prognathism (see Table 5.3).
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Figure 5.15. Expressions of mandibular torus (see Table 5.3). 

Figure 5.16. Expressions of palatine torus (see Table 5.3)

Figure 5.17. Expressions of postbregmatic depression (see Table 5.3).
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Brace and Hunt (1990) said that these non-metric traits supposedly associated
with ancestry were made up in America, and their applicability and interpretation
are not exportable to other countries or populations. This provided the spark for
the paper by L’Abbé et al. (2011) that tested 13 variables classically associated with
ancestry in black, white and “Coloured” (admixed) South Africans. They followed a
methodology similar to that of Hefner (2009), and the traits used are listed in Table
5.3. L’Abbé et al. also found that these traits have some use, but large variation exists.
Some were influenced by age or sex, and scoring of zygomatic projection, zygomatic
suture shape, transverse palatine suture shape, as well as the presence/absence of
tori were difficult to replicate. Except for transverse palatine suture shape, all had a
statistically significant relationship to ancestry in this sample. The frequency dis-
tributions of some of these commonly used traits from the Hefner and L’Abbé et al.
studies are shown in Figures 5.18–5.24. From even a superficial inspection of these
graphs, it is clear that a large degree of overlap exists for most traits. There are also
clear differences between, for example, U.S. and South African whites. Inferior nasal
margin and anterior nasal spine projection seem to be somewhat useful in South
African whites, whereas nasal aperture width falls in the intermediate category for
most groups but may be of some use to distinguish between U.S. white and black
groups. Alveolar prognathism or lack thereof may be of some use in South
Africans. 

Similar to Hefner, L’Abbé et al. concluded that it is not possible to visually dif-
ferentiate between groups using these traits. However, both agree that it may be
possible when a suitable statistical model such as logistic regression, Bayesian
inference or K-nearest neighbour is employed to arrive at a meaningful estimate of
ancestry.

Attempting to address some of the statistical issues associated with the use of
these traits, Hughes et al. (2011) developed a simulation to test how variations in
trait selection, number of traits used and ancestry choice thresholds (what is the
threshold for the number of traits needed to be consistent with the expected ances-
try before it is accepted?) influence the estimation of ancestry, using two diverse
samples. They found that the ability to assign ancestry remained stable (above
90% in their study) even if they changed the number of traits, choice of traits, etc.

Figure 5.18. Frequency distributions of nasal bone contour in 7 populations. Data from Hefner (2009) and
L’Abbé et al. (2011).



However, factors such as the association between traits and specific ancestries, trait
weighting, subjectivity in assigning a trait category to a skull, etc., have not been
taken into account, and the authors caution that these issues should all be ad-
dressed before these methods could really be used confidently and responsibly.

A number of authors have also used geometric morphometrics to elucidate
shape differences between crania of various populations (e.g., Ross et al. 2004;
Franklin et al. 2007; Husmann & Samson 2011). Ross et al. (2004) looked at cranio-
facial shape variation in South Florida Cuban Americans, while Franklin et al. (2007)
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Figure 5.19. Frequency distributions of anterior nasal spine projection in 7 populations. Data from Hefner
(2009) and L’Abbé et al. (2011). L’Abbé  et al.’s last two categories combined here for category 3.

Figure 5.20. Frequency distribution of nasal aperture width in 7 populations. Data from Hefner (2009) and
L’Abbé et al. (2011).
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investigated variation in indigenous South Africans (Khoesan and Bantu-speak-
ing). Similarly, Sholts et al. (2011) used Elliptic Fourier Transformation of scans of
the mid-facial area of archaeological skeletons from three different continents and
found good geographic separation. Hussman (2011) investigated the shape of orbits
but showed that orbits are not usable to determine ancestry. Although these studies
may help us to better understand human variation, their application in forensic
identification is not clear. They help to show whether an observed shape difference
is real or imagined and whether it crosses the threshold to be statistically significant
and usable in future assessments.

Figure 5.21. Frequency distribution of the shape of the inferior nasal margin in 7 populations. Data from Hefner
(2009) and L’Abbé et al. (2011).

Figure 5.22. Frequency distribution of interorbital width in 7 populations. Data from Hefner (2009) and L’Abbé
et al. (2011).



2. Metric Analysis

All attempts at using statistical methods to allocate ancestry are based on the as-
sumption that significant craniometric diversity does, in fact, exist. This regional
variation has been clearly shown in the work by Howells and others (e.g., Relethford
2009), but the question once again remains as to how well this geographic patterning
will allow us to assign ancestry and how big the overlap is. As Relethford pointed out,
the boundaries in this regard are not abrupt and do not support a clear separation
into groups or “races”; however, if enough variables are used it may be possible to
assign crania to “geographically widespread groupings” (p. 20). 

Since the pioneering work of Giles and Elliot (1962a-b), a number of papers
have appeared that tested their discriminant functions on other populations and
samples, with varying results (e.g., Birkby 1966; Snow et al. 1979; Fisher & Gill 1990;
Ayers et al. 1990). In this regard, research from North America has dominated, with
very few contributions from other parts of the world. It is interesting to note that
after the development of the Giles and Elliot formulae, but before the development of
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Figure 5.23. Frequency distribution of
alveolar prognathism in 3 populations.
Data from L’Abbé et al. (2011).

Figure 5.24. Frequency distribution of postbregmatic depression in 4 populations. Data from Hefner (2009).
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FORDISC, hardly any research has been done world-
wide that attempted to develop new functions for North
American or other populations. A superficial search of
major journals produced very few such papers. İşcan
and Steyn (1999) developed discriminant functions
using a sample of skulls and mandibles of modern
South African whites and blacks. Their discriminant
functions are shown in Tables 5.4 (males) and 5.5
(females), with accuracies indicated. The lowest accu-
racies were obtained when only mandibular measure-
ments were used, whereas accuracies above 95% were
reported with combinations of cranial vault and facial
measurements. 

Several measurements of the depth and width of the
palate were used by Burris and Harris (1998) to distin-
guish between U.S. blacks and whites. In a pooled sex
sample they found 83% accuracy. Blacks had more
square palates, greater interpremolar widths and P1–M2
depths. Spradley et al. (2008) attempted to use discrimi-
nant function analysis (DFA) to identify Hispanics
using data from the Forensic Anthropology Databank,
but found poor results. It should, however, be taken into
account that the sample used in this study was quite
small.

In the last few years FORDISC, now in its third edi-
tion, has emerged as a powerful statistical programme
that is used by most forensic anthropologists in North
America, and presumably also in other areas of the
world (Ousley & Jantz 1996; Jantz & Ousley 2005).
FORDISC uses as its database the Forensic Data Bank
(University of Tennessee), data from Howells, and several
archaeological populations. Other data are continuously
added and tested. Allocations are made by creating dis-
criminant functions based on the variables available.
DFA assumes that the data sets used have a normal dis-
tribution and roughly the same level of variation among
the groups. The number of variables used should be
carefully considered in DFA, and more variables do not
necessarily give better results. It is better to select less measurements, but variables
that are expected to contribute most to the differences between the groups. 

Based on the measurements entered into FORDISC (up to 34 cranial and 39
postcranial measurements), a discriminant function is calculated. It customizes
each formula based on the number of measurements available for that specific
specimen, i.e., if a skull is incomplete, FORDISC can still calculate a function. In
using DFA, a number of things should be kept in mind. Firstly, all groups in the
database will be overlapping. However, the programme is forced to give an
answer/make an allocation. In any DFA a sectioning point is given and, depending
on where the discriminant function score is for the unknown skull relative to this
sectioning point, an allocation will be made. In overlapping groups, there is thus
a small but real chance that the individual would fall “on the wrong side” of the

Table 5.4 

Discriminant Functions for the Skull and Mandible
in South African White and Black Males 

(Total n=89–98)

Functions and
Variables

Unstandardized
Coefficient

Average
Accuracy

Function 1 (cranial dimensions) 97.8%

Basion-nasion
Basion-prosthion
Mastoid height
Biasterionic br.
Nasal height
Nasal breadth
Constant
Sectioning point

0.1036361
–0.1166638
0.0873897
0.0915375
0.0644897
–0.1830582
–10.3308953
–0.049065a

Function 2 (vault dimensions) 81.1%

Biasterionic br.
Cranial breadth
Min. frontal br.
Mastoid height
Constant
Sectioning point

0.1005717
0.0988918
–0.0863091
0.1045828

–19.6635113
–0.07705a

Function 3 (Facial dimensions) 86.7%

Nasal height
Nasal breadth
Constant
Sectioning point

0.1663298
–0.2704951
–1.3765213
0.027245a

Function 4 (Mandibular dimensions) 76.7%

Bicondylar length
Bicondylar breadth
Minimum ramus br.
Constant
Sectioning point

–0.0893011
–0.1060704
0.3540254
5.6254967
0.0b

a A discriminant score higher than the sectioning point
classifies as white, lower as black.
b A discriminant score higher than the sectioning point
classifies as black, lower as white.
Note: From İşcan & Steyn (1999), Tables 3 and 5.



overlap, causing a misallocation. Also, a diagnosis is
forced even if the unknown specimen may not belong
to any of the reference groups in the data bank—for this
reason a measure of typicality has been introduced (see
below). 

In using FORDISC, it is extremely important that the
ancestral group of the unknown skull is represented in
the reference sample as its creators also stress very clearly.
The programme should thus be used wisely and with
caution. When entering measurements from an unknown
individual, a selection can be made of the reference
samples from which the function must be calculated.
The programme can be asked to determine sex and
ancestry, or only sex or ancestry if the other is known. 

In the output, the group into which the specimen was
classified will be given, as well as the Mahalanobis dis-
tance. The smallest Mahalonobis distance indicates the
group membership. In addition, the Posterior, Typicality
and Ranked probabilities are given. Posterior probability
is a measure of group membership, assuming that the
unknown individual is in fact from one of the options
selected. It is the relative probability that the specimen
comes from a particular group, as opposed to all the
other groups, based on the distance to all groups. The
sum of all probabilities in the output amounts to one
(100%). Obviously, the higher this probability, the more
confident one can be that the particular skull actually
belongs to the assigned group. The Typicality probability
measures whether the unknown individual could belong
to any of the groups selected in the analysis. It is the
absolute probability that the unknown comes from a
group and is based on p-values. If this value is less than
0.05, it should be rejected—thus indicating that this
individual did not belong to the assigned group. The
Ranked typicality indicates where this particular speci-
men would fall relative to all other specimens in the
reference group. If, for example, it is ranked as “2” out
of a possible sample of 200, one should consider the

possibility that it is too much of an outlier to have belonged to that group. The
addition of these indicators of typicality and probability addresses some of the
major critiques to the programme, as they make it possible to judge and interpret
the strength of the assignment to the specific group. 

Since the introduction of FORDISC, several independent tests have been con-
ducted to test its accuracy (e.g., Fukuzawa & Maish 1997; Belcher et al. 2002;
Leathers et al. 2002). Williams et al. (2005) tested a sample of Nubians using
FORDISC and found poor results. However, it should be taken into account that
Nubians are not represented in the database, and Ousley et al. (2009) argued that
there are several other problems in the approach, results and conclusions of the
Williams et al. study. Ubelaker et al. (2002) also had poor results in a Spanish
sample, but these groups were also not represented in the sample and FORDISC
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Table 5.5 

Discriminant Functions for the Skull and Mandible
in South African White and Black Females 

(Total n=92–96)

Functions and
Variables

Unstandardized
Coefficient

Average
Accuracy

Function 1 (cranial dimensions) 95.8%

Basion-prosthion
Mastoid height
Biasterionic br.
Nasal height
Nasal breadth
Constant
Sectioning point

–0.0759954
0.1405740
0.0716162
0.1963076
–0.3248690
–6.0918283
–0.12896a

Function 2 (vault dimensions) 81.6%

Cranial length
Cranial breadth
Biasterionic br.
Mastoid height
Constant
Sectioning point

–0.0756214
0.0687569
0.0687569
0.1769011

–10.2480112
–0.080525a

Function 3 (Facial dimensions) 92.6%

Nasal breadth
Nasal-prosthion
Nasal height
Constant
Sectioning point

0.4532151
0.0734427
–0.3670842
1.7702316
0.081585b

Function 4 (Mandibular dimensions) 82.6%

Bicondylar length
Bicondylar br.
Minimum ramus br.
Constant
Sectioning point

–0.0860992
–0.0620960
0.4253305
–0.1324754
–0.02018b

a A discriminant score higher than the sectioning point
classifies as white, lower as black.
b A discriminant score higher than the sectioning point
classifies as black, lower as white.
Note: From İşcan & Steyn (1999), Tables 4 and 5.
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cannot be used in a vacuum (Sauer & Wankmiller 2009). Konigsberg et al. (2009)
discuss in detail the importance of having an informed prior based on the context
of the forensic case, as it will lead to a much better estimate of ancestry.

Albanese and Saunders (2006) believe that there is little evidence that FORDISC
performs at the 90% accuracy levels that have been reported, or that it is any better
than population-specific discriminant function formulae. They also argue that DFA
in general is not giving very good results but that, in a sense, what has happened is
that few other scientists are working on this topic because of the confidence in
FORDISC. Problems with reference samples still remain a major issue. Good results
in reference samples may not necessarily mean good allocation in practice on test
samples or single specimens because the parameters used to define the groups most
probably do not correspond with the real patterns of human variation and “variation
because of age, sex, cause of death . . . is incorrectly apportioned to race” (p. 289).

With the availability of FORDISC 3, it is now necessary that the ability of the
programme is tested with data from modern individuals who are represented in the
data bank, also including the newly introduced typicality and probability measures,
evaluating and allocating individuals on a case-by-case basis.

It should also be mentioned that another less well-known programme, CRANID,
exists that calculates linear discriminant and nearest neighbour analysis using 29
measurements. It includes in its data bank more than 3,000 skulls from all over the
world (Wright 1992; Sauer & Wankmiller 2009). More research on the ability of this
programme to accurately classify an individual is also needed.

In conclusion, the final vote on our ability to successfully assess ancestry from
measurements of crania is still out, with some researchers maintaining that objec-
tive differences exist between populations that can be used to allocate individuals,
whereas others believe the opposite. Most probably, with disappearing boundaries
and globalization, the trend will be towards less clear geographic differences and a
subsequent decline in our ability to assign group membership as far as ancestry is
concerned.

D. ASSESSMENT OF ANCESTRY FROM OTHER PARTS 
OF THE SKELETON

1. Pelvis

The application of metric and multivariate analyses to estimate ancestry from the
pelvis was introduced in the late 1970s and 1980s (e.g., Flander 1978; İşcan 1981,
1983; DiBennardo & Taylor 1983; Schulter-Ellis & Hayek 1984; İşcan & Cotton
1985). İşcan (1983) measured the bi-iliac breadth, anteroposterior height (conjugate
diameter) and transverse breadth of 400 articulated pelvii from the Terry Collection.
Seventy-five pelvii were used as the base sample and 25 as a test sample. Using
DFA, accuracies as high as 88% were found. Transverse pelvic breadth was the best
discriminator, and females had higher accuracies than males. İşcan advised that the
results of this study should be used with caution, as the individuals used were of
low socioeconomic status and may have had nutritional inadequacies that could
have influenced the results. 

It seems that there is an association between pelvic dimensions and age (e.g.,
Tague 1994; Fuller 1998; Walker 2005), and Albanese and Saunders (2006) also



showed that there is a significant correlation between superior pubis ramus length
and age in the Terry Collection. These last authors suggested that that this may be
due to mortality biases, as females with better living conditions may have had larger
pelvii and could have lived longer. The observed differences previously ascribed to
ancestral groups, in their view, may thus be due to factors other than ancestry.

Patriquin and Steyn (2002) also published discriminant functions to distinguish
between South African blacks and whites, using measurements on single (unartic-
ulated) pelvic bones. In their sample of 400 individuals, equally distributed between
the four groups, they found that pubic length and iliac breadth were the best dis-
criminators. Highest accuracies of 88% for males and 85% for females were found.
The effect of age on pelvic dimensions was not investigated.

Some studies combined measurements of the pelvis with those from other
bones. In their study, DiBennardo and Taylor (1983) used 15 measurements from
the pelvis and femur from the Terry Collection and found accuracies as high as
97%. İşcan and Cotton (1990) combined pelvic, femoral and tibial measurements
and also found high accuracies. They commented that the inclusion of pelvic meas-
urements always improved the outcome, suggesting that the pelvis shows consistent
differences between the ancestral groups.

Igbigbi and Nanono-Igbigbi (2003) used the subpubic angle in two African
groups and found they could separate them with 63%–71% accuracy. This, how-
ever, is too low to be of forensic use.

Ousley and Jantz (1998) tested the İşcan and Cotton (1990) discriminant functions
for ancestry with data from the FDB and found them to be virtually useless, which
they attributed to the effects of secular trend. Driscoll (2010) confirmed the existence
of secular change in the pelvis in modern groups. Using metrics and geometric
morphometry, shape changes were found in all groups while only white males had
increased in size. Driscoll found that the birth canal is becoming more rounded
with the inlet anteroposterior diameter and the outlet transverse diameter becoming
longer. Changes in nutrition and less strenuous activity were named as possible
causes. These changes should also be taken into account if skeletal collections are
selected to develop and test methods that use the pelvis to assess ancestry.

2. Long Bones and Vertebrae

Traditionally, the femur has been used extensively to assess and study ancestry (e.g.,
Stewart 1962; Gilbert 1976; Baker et al. 1990; Gilbert & Gill 1990; İşcan & Cotton
1990; Craig 1995; Wescott 2005). Differences in the anterior curvature of the diaphysis,
torsion of the proximal end of the femur, flattening of the proximal end of the
femur (platymeria) and intercondylar area have all been studied. Although some
differences between groups were noted, large overlaps exist making them most
probably not usable for forensic purposes. In addition, many of these differences
such as platymeria are most probably related to activity patterns and nutrition, and
not ancestry as such. Similarly, differences in the intermembral index (proportional
differences in limb length) are likely to be related to environmental conditions
rather than ancestry. Secular trends should also be taken into account.

Duray et al. (1999) and Asvat (2012) showed that bifidity of the spine of the
cervical vertebrae in C2-C6 differed between groups, with both U.S. and South
African whites showing significantly more bifidity than blacks. Males also had
more bifid processes than females (Duray et al. 1999). This may be usable as a very
tentative indicator of ancestry.
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E. ASSESSMENT OF ANCESTRY IN CHILDREN

Very little has been published regarding the assessment of ancestry from juvenile
remains. This is hardly surprising, as it is already extremely difficult in adult re-
mains and can be expected to be even more so in children. The lack of large, well-
documented collections of juvenile remains also makes this very difficult to study
(Lewis 2007). Hauschild (1937) maintained that differences in the skull of white
and black fetuses could be seen from the third fetal month. Differences were found
mainly in the cranial base relations of the occipito-sphenoethmoid areas, as well
as the presence of prognathism in black fetuses. Most researchers, however, agree
that estimating ancestry in children is difficult since, similar to what is the case in
estimation of sex, the expected differences would only develop fully in adulthood
(e.g., Choi & Trotter 1970).

Steyn and Henneberg (1997) looked at cranial growth patterns in an archaeo-
logical sample of African children (K2) and compared it to other modern and his-
toric samples. It was found that some differences in trajectories of growth could
be observed from as early as five years of age, especially as far as cranial shape is
concerned. All children from African samples showed narrower and longer heads
(dolichocephaly) compared to those of European/white origins, from approximately
age five onwards (Fig. 5.25a-b). As the growth of the brain is nearly completed at
this stage, it is to be expected that the shape of the neurocranium would reflect that
of adults. 

Figure 5.25a-b. Cranial length and breadth in a few juvenile groups, showing differentiation from roughly 5 years onwards (from
Steyn & Henneberg 1997). 

a b



A study on the morphology of juvenile crania was published by Weinberg et al.
(2005), who looked at 13 craniofacial traits in a sample of 70 black and white peri-
natal individuals (6 months prenatal to one month postnatal) from the fetal osteology
collection in the Smithsonian Museum of Natural History. This included seven
traits on the occipital bone, four on the maxilla, the overall shape of the vomer and
the subnasal margin definition. Of the 13 traits examined, five showed statistically
significant differences between black and white specimens—the supraoccipital por-
tion of the occipital bone (occipital squama shape), nasal spine projection, vomer
shape, temporal squama shape and subnasal margin definition. White infants more
often had relatively narrow occipital squamas, prominent anterior nasal spines,
“deep” subnasal margins, elongated vomers, and semicircular temporal squamae.
Using stepwise logistic regression, temporal squamous shape, vomer shape and sub-
nasal margin definition were found to be useful in predicting ancestry with a 79.1%
overall correct classification rate. To validate these results, an independent sample
of 39 perinates from the Cleveland Museum of Natural History was used. Of these,
an average of 67.5% was classified correctly but this included only 53.8% of the
black perinates and 100% of the white perinates. The reasons for these biases are
not clear. These results may be of some use to forensic anthropologists, but they
require further study on well-documented collections.

Buck and Strand Vidarsdottir (2004) used geometric morphometrics to assess
mandibular morphology in five different groups. They assigned 17 homologous
landmarks and found that some shape differences do exist that can potentially be of
use to determine “geographic ancestry.” It is not clear from this paper exactly what
the ages of all individuals were and how the mandibles of differently aged children
were used in the comparisons—it seems that the mean shape of the mandible for
each ancestral group was used, regardless of the mean age of that group. Sexual
dimorphism was also not included as a possible variable.

It may also be possible to use dentition to provide an indication of ancestry of
children (Lewis 2007). Differences in tooth sizes between ancestral groups have been
recorded for both the deciduous and permanent teeth (e.g., Harris et al. 2001; Lease &
Sciulli 2005), with black groups generally having larger teeth than white groups. As
teeth do not remodel, other characteristics such as the presence of shovelling of the
anterior tooth or a Carabelli’s cusp that may be of help in adults will also be present in
children (see Chapter 7). In the study by Lease and Sciulli (2005), a combination of
metric and morphological features of the deciduous dentition was used to distinguish
between European-American and African-American children. They presented five
logistic regression equations and found accuracies ranging between 90.1% and 92.6%.

F. SUMMARIZING STATEMENTS

• There is no consensus as to whether forensic osteologists should include as-
sessments of “race” or ancestry in skeletal reports. The debate between those
that believe it is valuable and scientific and those that argue the opposite is far
from settled. It seems that far more papers are published on how to view issues
surrounding “race” than on how to actually assess it from skeletal remains.

• Assessment of ancestry seems to remain tentative at best. Human variation
runs along a clinical path. The extremes at the opposite ends of the world are
relatively easy to separate, but in most cases the distinctions are very blurred.
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• In modern societies any boundaries that existed between populations are fast
disappearing, suggesting that assessment of ancestry will become even more
problematic in future.

• It is interesting to note that most studies concerning determination of ancestry
came from the United States and southern Africa. It is not clear why this is
the case—maybe forensic anthropologists in other areas have no need to
assess ancestry? Alternatively, it may be possible that they decided not to in-
clude it due to societal pressures. Perhaps the degree of intermixture is so
high in some parts of the world that it simply makes no sense to attempt as-
sessing ancestry.

• Some degree of geographic patterning exists in morphoscopic characteristics
of the skull. However, the degree of overlap is very large and they should be
used with caution.

• In attempting metric analysis, the use of FORDISC is the most sensible due to
its powerful statistical abilities. However, this should only be attempted if the
unknown skull is represented in the reference sample. The indicators of prob-
ability and typicality should be carefully weighed before a final assessment is
made. The final diagnosis should also be correlated with the morphoscopic
assessment as far as possible to make sure they are in agreement.

• With the possible exception of the pelvis, the postcranial skeleton is of limited
use in assessing ancestry.

• Assessment of ancestry in juvenile remains is very difficult and will be tenta-
tive at best. 

• It is probably wise to word any conclusions in a forensic report relating to an-
cestry very cautiously, so as not to exclude individuals who may not exhibit
the full suite of expected characteristics. 
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A. HISTORY OF STATURE ESTIMATION

Stature forms one of the “big four” demographic characteristics that are estimated
from skeletal remains, although it may also be seen as a factor of individualiza-

tion as it reflects something that is specific to a particular individual. Attempts to
estimate stature from skeletal remains have a long history. Generally, two approaches
have been followed—the first is to measure the length of a single or combinations
of long bones and use that to predict living stature. Another approach is to use
the complete skeleton and add the heights of all skeletal elements that contribute
towards stature. This gives an estimate of the total skeletal height, to which a value
is added to compensate for soft tissues such as intervertebral discs and skin.

In 1888, Rollet published the earliest formal statural tables, using the humerus,
radius, ulna, femur, tibia, and fibula of 50 male and 50 female French cadavera.
The bones were measured first in the “fresh state,” and 10 months later in the “dry
state”; in this time, they had lost 2 mm in overall length. Shrinkage of bone from
the fresh to dry state has been investigated by Ingalls (1927), and although small,
this is something that should be kept in mind in estimation of stature (Table 6.1).
A mean difference of about 6–7 mm in femur length, as indicated in this study,
could make a considerable difference if, for example, equations are used that were
derived from lengths on radiographs as is the case for many recently published
formulae.

In 1892 and 1893, Manouvrier re-assessed Rollet's data but excluded all subjects
(26 males, 25 females) over 60 years of age, for in old age he said some 3 cm of
calculated stature has been lost. In this respect, Pearson (1899) felt that this was
unnecessary: “it would appear that whatever shrinkage may be due to old age, it is not
a very marked character in these (Rollet) data, or largely disappears after death on
a flat table; the senile stoop may then be largely eliminated.” Manouvrier included
data on 24 male and 25 female French skeletons. There were two methodological
differences between Rollet and Manouvrier that must be noted. Manouvrier deter-
mined the average stature of individuals who presented the same length for a given
long bone, whereas Rollet determined the average length of a given long bone from
individuals with the same stature. In 1899, Pearson, using Rollet’s data, developed
regression formulae, based on bones from the right side only.

During this period, the Geneva Agreement emerged that stated that “For the
reconstruction of the stature with the aid of the long bones, the maximum length
shall be measured in all cases, save in those of the femur which is to be measured
in the oblique position, and the tibia which is also to be measured in an oblique
position, the spine being excluded.” This has not always been followed in the many
different formulae that have been developed; departures from the agreement are
noted in several published earlier and more recent cases that have led to consider-
able confusion. It is also possible that the vague use of anatomical terminology
may have confounded matters—the “spine” of the tibia most probably refers here
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to the intercondylar tubercles, whereas
some researchers may have interpreted it as
having to be recorded without the medial
malleolus.

Table 6.2 presents Manouvrier's data
on French long bones and stature (see
Hrdlička 1939). To calculate stature from
these data, Manouvrier added 2 mm to the
length of each bone, and then subtracted 2
mm from the height thus obtained.

Pearson (1899) laid down certain basic
rules for stature reconstruction, although it
should be noted that he was oriented more
toward prehistoric and “race” reconstruc-
tions than forensic problems (p. 170), but
many of his basic principles still hold true
today (e.g., large sample sizes and effects of
secular trend):

Table 6.1 

Effect of Drying on Femoral Dimensions (mm)

Dimensions Mean
Length

Mean
Loss

% Loss Range of
Loss

1. Oblique length
White male
Black male
Black female

458
469
441

6.89
7.25
6.61

1.50
1.55
1.50

4.25–8.75
6.00–9.25
5.50–8.00

2. Vert. head diam.
White male
Black male
Black female

52
50
44

2.56
2.90
2.54

4.93
5.76
5.81

1.75–3.75
2.25–3.50
1.50–3.25

3. Horiz. head diam.
White male
Black male
Black female

51
50
44

3.04
3.12
3.04

5.91
6.22
6.97

2.25–4.25
2.75–4.00
2.50–3.50

Note: Modified from Ingalls (1927).

Table 6.2 

Manouvrier’s Tables Showing Long Bone Lengths and Corresponding Stature (mm) In Whites

Males Females

Hum Rad Ulna Stature Fem Tib Fib Hum Rad Ulna Stature Fem Tib Fib

295
298
302
306
309
313
316
320
324
328
332
336
340
344
348
352
356
360
364
368

213
216
219
222
225
229
232
236
239
243
246
249
252
255
258
261
264
267
270
273

227
231
235
239
243
246
249
253
257
260
263
266
270
273
276
280
283
287
290
293

1530
1552
1571
1590
1605
1625
1634
1644
1654
1666
1677
1686
1697
1716
1730
1755
1767
1785
1812
1830

392
398
404
410
416
422
428
434
440
446
453
460
467
475
482
490
497
504
512
519

319
324
330
335
340
346
351
357
362
368
373
378
383
389
394
400
405
410
415
420

318
323
328
333
338
344
349
353
358
363
368
373
378
383
388
393
398
403
408
413

263
266
270
273
276
279
282
285
289
292
297
302
307
313
318
324
329
334
339
344

193
195
197
199
201
203
205
207
209
211
214
218
222
226
230
234
238
242
246
250

203
206
209
212
215
217
219
222
225
228
231
235
239
243
247
251
254
258
261
264

1400
1420
1440
1455
1470
1488
1497
1513
1528
1543
1556
1568
1582
1595
1612
1630
1650
1670
1692
1715

363
368
373
378
383
388
393
398
403
408
415
422
429
436
443
450
457
464
471
478

284
289
294
299
304
309
314
319
324
329
334
340
346
352
358
364
370
376
382
388

283
288
293
298
303
307
311
316
320
325
330
336
341
346
351
356
361
366
371
376

Mean coefficients for bones shorter than those shown in the table:

5.25 7.11 6.66 – 3.92 4.80 4.82 5.41 7.44 7.00 – 3.87 4.85 4.88

Mean coefficients for bones longer than those shown in the table:

4.93 6.70 6.26 – 3.52 4.32 4.37 4.98 7.00 6.49 – 3.58 4.42 4.52

Note: Modified by Hrdlicka (1939).



(a) The mean sizes, standard deviations and correlations of as many organs in an
extant allied race as it is possible conveniently to measure should be secured. When
the correlations of the organs under consideration are high (e.g., the long bones in
Man), fifty to a hundred individuals may be sufficient; in other cases it is desirable
that several hundred at least should be measured.

(b) The like sizes or characters for as many individual organs or bones of the
extinct race should then be measured as it is possible to collect. It will be found always
possible to reconstruct the mean racial type with greater accuracy than to reconstruct
a single individual.

(c) An appreciation must be made of the effect of time and climate in producing
changes in the dimensions of the organs which have survived from the extinct race.

Table 6.3 contains Pearson's regression formulae for both males and females
based on dry long bones. Since then, several equations have been published that use

a variety of bones to predict
living stature. These will be dis-
cussed in more detail below.

In 1894, Dwight introduced
the anatomical method, where
total skeletal height was estimated
by measuring all elements that
contribute towards height. This
method was reintroduced by Fully
and is today often referred to as
the Fully or anatomical method
of estimating stature (Fully 1956;
Lundy 1983; Raxter et al. 2006).
Fully based his study on the
measurements of 102 European
adult males who had died during
World War 11 and whose living
statures were recorded at the con-
centration camp where they died.
In this procedure, basi-bregmatic
height, vertebral column length
(C2 to S1), physiological length
of the femur and tibia and talo-

calcaneal height are measured and added together. In earlier studies, if the TSH was
less than 153.5 cm, 10 cm was added, if between 153.5 and 163.5 cm, 10.5 cm was
added and if more than 163.5 cm, 11.5 cm. These soft tissue correction factors, as
well as the details of measurements to be used, have since been questioned by a
number of researchers and will also be discussed in more detail below.

B. GENERAL CONSIDERATIONS

1. Stature as Concept

Stature is not such a fixed entity as may be thought, and scientists need to give careful
consideration as to what it actually is that we attempt to reconstruct. Stature increases
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Table 6.3

Regression Formulae Used for the Estimation of Living Stature 
from Dry Long Bone Lengths

Males
Regression Formulae

Females
Regression Formulae

S  =  81.306  +  1.880  Femur S  =  72.844  +  1.945  Femur

S  =  70.641  +  2.894  Humerus S  =  71.475  +  2.754  Humerus

S  =  78.664  +  3.378  Tibia S  =  74.774  +  2.352  Tibia

S  =  85.925  +  3.271  Radius S  =  81.224  +  3.343  Radius

S  =  71.272  +  1.159  Femur+Tibia S  =  69.154  +  1.126  Femur+Tibia

S  =  71.441  +  1.220  F + 1.080 T S  =  69.561  +  1.117  F + 1.125 T

S  =  66.855  +  1.730  (H + R) S  =  69.911  +  1.628  (H + R)

S  =  69.788  +  2.769  H + 0.195 R S  =  70.542  +  2.582  H + 0.281 R

S  =  68.397  +  1.030  F + 1.557 H S  =  67.435  +  1.339  F + 1.027 H

S  =  67.049  +  0.913  F + 0.600 T S  =  67.467  +  0.782  F + 1.120 T

+ 1.225 H – 0.187 R + 1.059 H – 0.711 R

Note: Modified from Pearson (1899), Tables XIV and XV. 
Key: F = Femur, T = Tibia, H = Humerus, R = Radius.
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during the period of growth and only ceases once all the growth plates have been
obliterated. Therefore, general discussion on this topic relates to adult stature, i.e.,
after all epiphyses had closed. 

All people’s statures tend to be the highest shortly after rising in the morning,
while decreasing during daytime (Ousley 1995; Sjovold 2000). The main cause of
this is the compression and loss of elasticity of the intervertebral discs, but also the
general loss of muscle tone as the body becomes more fatigued during the day. As a
person gets older, the intervertebral discs also tend to become less elastic, and this,
coupled with compression of the vertebrae and other bones, leads to a decrease in
stature during aging. This decrease is said to be about 6 mm per decade after the
age of 30 years (Sjovold 2000), although it is difficult to compensate for this when
calculating stature, as this process may not follow the same pattern in all individuals
and may also not be gradual. It will vary between individuals and groups depending
on bone density, postural changes, and activity patterns.

Ousley (1995) argued that there is a difference between forensic stature and
measured stature, which may both be different from the actual, biological stature.
A forensic stature, for example, would be the stature recorded on a person’s driving
license and will most probably be associated with the description of an individual
in a missing person’s record (hence the term “forensic stature”). The measured
stature is the stature that anthropologists try to estimate by using various published
formulae. Measured and forensic statures are often compared in an effort to make a
personal identification, although there are several possible problems associated
with this practice. Measurement errors, loss of height with age and diurnal varia-
tion may all play a role. In addition, it is a well-known fact that especially males
tend to overestimate/over-report their stature (Giles & Hutchinson 1991). Taller
men and women in general self-report their stature more accurately. Self-reported
heights in various records, for example, on drivers’ licenses, may therefore not be
very accurate. In addition, especially in males, a first licence may be obtained before
growth has ceased, and if the stature is not updated later on it may be lower than
the final adult stature (Byers 2011). In general, measured statures are lower than
forensic statures, which should be considered when these two types of statures are
compared.

2. Data Used to Derive Formulae

Methods of estimating stature are based on different kinds of samples that may all
influence the accuracy of the reconstructions (Sjovold 2000; Porter 2002). In order
to develop any kind of formula, the researcher needs to have an idea of (a) the
length of a particular bone and (b) the actual living stature of the same individual.
Keeping this in mind, Sjovold (2000) pointed out that there are five kinds of “source
materials” that can be used to derive such equations:

a. Data where the actual height of an individual is known, and where the bones
of the skeleton are available afterwards to calculate their contribution to the
total living height. This is of course the ideal situation, but data like this are very
scarce. This type of data was used in the very well-known regression equations
published by Trotter and Gleser in 1952, which were derived from casualties
of World War II, and also included data from the Terry Collection. In 1958
they also used skeletal material from casualties from the Korean War (Trotter
& Gleser 1958). Forensic cases that are identified and where a documented



stature exists also fall in this group (e.g., Ousley 1995). In these cases the
statures of the individuals used were measured or reported in life. 

b. Dissection room material, where cadaver lengths are available and the macer-
ated skeletons later become available for study. In these cases cadaver length
has to be converted to living stature, by subtracting a value that compensates
for the postmortem lengthening observed in cadavers. This value is estimated
to be about 2–2.5 cm (Telkkä 1950), although one should keep in mind that
sometimes cadavers have been mounted before they were measured to restore
the curvatures of the spine, whereas in other cases they were measured in a
supine position. This would clearly make a considerable difference. Bidmos
(2005) found a poor correlation between recorded cadaver lengths and
stature (as reconstructed with the Fully method) in the Raymond A. Dart
Collection (South Africa), with cadaver lengths being mostly higher than es-
timated stature. This could be due to poor recording of cadaver lengths, un-
derestimated contributions of soft tissue or a poor correlation between living
height and cadaver length.

c. Somatometric materials (living individuals), where the individual’s stature is
measured, as well as his/her limb lengths. These limb lengths are then used to
derive regression equations.

d. Somatometric materials using x-rays. This is the same as above, but rather
than measuring the individual and his limbs directly, they are measured from
radiographs. Problems with magnification effects, distance of the source from
the bone, etc., may introduce some sources of error, but this is becoming a
more popular method to develop equations for modern, living populations.

e. Methods where stature is estimated using the total skeletal height. Bone
lengths from the same skeleton are then used to predict total skeletal height,
and a soft tissue correction factor is added. This is quite a common practice
in stature estimation, especially in cadaver-derived collections where there
are low levels of confidence in the recorded cadaver lengths (e.g., Lundy &
Feldesman 1987; Bidmos & Asala 2005; Raxter et al. 2006; Dayal et al. 2008).

Petersen (2005) suggested that in situ length of skeletons in a grave may also
provide reliable estimates of living stature. 

In all of these estimates, it is imperative that both the stature and bone lengths
are recorded correctly. Details of measurements are shown in Appendix A. In this
regard, measurements of the tibia have proved to be particularly problematic, and
some confusion existed with the Trotter and Gleser studies as to whether the
medial malleolus was excluded or included, and what should be done about the
spines or intercondylar tubercles (Jantz et al. 1994, 1995). All measurements should
therefore be clearly described in publications and carefully followed when used to
estimate stature in unknown individuals.

Another problem that may arise concerns the differences between fresh and dry
bone. When bones dry some shrinkage occurs, and if bones are measured in the
wet condition, 2 mm or more should ideally be deducted to approximate a dry bone
(Table 6.1) (Rollet 1888; Ingalls 1927; Telkkä 1950).

3. The Fully or Anatomical Method and Soft Tissue Correction Factors

In the anatomical method published by Fully (1956), basi-bregmatic height, verte-
bral column length from C2 to S1, physiological length of the femur and tibia and
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talo-calcaneal height are measured and added together. The C2 measurement is
recorded from the tip of the odontoid process to the inferior edge of the anterior
side of the vertebral body, while the tibia is measured without the spines (medial and
lateral intercondylar tubercles) but including the medial malleolus. The articulated
height of the talus and calcaneus is taken from the most superior point of the talus
to the most inferior point of the calcaneus. Combined, these give a value for the total
skeletal height (TSH), to which a soft tissue correction factor is added. However,
until recently this method has not really been tested, and some confusion exists as to
the exact measurements that should be used, especially with regard to the tibial and
talo-calcaneal measurements.

According to Raxter et al. (2006), Fully measured the tibia on a Broca osteometric
board that has an opening on the solid vertical end of the board that could accom-
modate the spines of the proximal end, but this measurement is difficult to duplicate
with modern osteometric boards. They recommend that the tibia should be meas-
ured on a trackless osteometric board (a board where there is no tract that runs
along the centre of the board and that keeps the movable arm in a fixed position) so
that it does not need to be measured in an oblique position, and that the malleolus
should be positioned at the fixed vertical end. The exact position of the articulated
talus and calcaneus has also not been stipulated by Fully, and the recommended ori-
entation is shown in Figure 6.1. Vertebrae should be measured at their maximum an-
terior height, which is most often not in the midline of the specific vertebra.

Several researchers, including King (2004), Bidmos (2005) and Maijanen (2009),
have found that the Fully formulae with the 10–11.5 cm soft tissue correction factors
consistently underestimate stature. Raxter et al. (2006) studied 119 skeletons of both
sexes and diverse ancestry from the Terry Collection and also found that it underes-
timates living stature. They mentioned several possible sources of error with con-
verting TSH into living height, such as the fact that S1 in the living body is oblique
and not vertical, the tip of the odontoid process does not reach basion and the
medial malleolus does not contribute to stature. They recommended new soft tissue
correction factors, as follows:

Living stature = 1.996 ¥ TSH + 11.7 cm 
OR

Living stature = 1.009 ¥ TSH – (0.0426 ¥ age) + 12.1 

Figure 6.1. Position for the measurement of the articulated talo-calcaneal height (redrawn from Raxter et al.
2006). AH = Articulated height.



if correction needs to be made for age. Maijanen (2009) tested this and other methods
of stature reconstruction on 34 white males from the WM Bass Donated Collection,
where cadaver lengths and reported lengths of individuals are known. The Fully
method with Raxter et al. soft tissue corrections worked best, as long as the vertebral
heights were measured as either the maximum midline height or posterior midline
height.

One of the advantages of the Fully method is said to be the fact that the sex and
population of origin does not need to be known (e.g., Raxter et al. 2006), although on
the downside it is of course time consuming and a full body is not always available.
Bidmos and Manger (2012) suggested that ancestry may indeed play a role in the
magnitude of the soft tissue correction. In this study, Bidmos and Manger used MR
scans of 28 black South African males, from which they measured all elements that
contribute to TSH. They then compared this to the standing, living heights of the
same individuals and found a considerable underestimation of about 10 cm when
using the Raxter et al. soft tissue correction factors. Their new proposed formula
(not compensating for height loss with age) is:

Living stature = 1.037 ¥ TSH + 20.56.

Whether this considerable difference is due to across-the-board underestimation
of soft tissue contributions or other factors, or are really due to population differ-
ences, must still be determined. One factor that should be considered in comparing
these results with the Raxter et al. (2006) study is the fact that the stature from the
Terry individuals were cadaver lengths, and that these cadavers were measured in an
upright “standing” position on a special device. The possible inaccuracies introduced
by this method, as well as the subsequent deduction of 2.5 cm to convert cadaver
height to living height, should be considered. In a small test, the second author of
this book (MS) evaluated 38 (13 females, 25 males) estimated statures from the
most recently analyzed forensic cases of black South Africans. These statures were
calculated using the Raxter et al. soft tissue corrections and the Lundy and Feldes-
man (1987) formulae, using either femur or tibia/femur combinations. Calculated
statures were compared to published data on statures of modern South Africans
(Steyn & Smith 2007). Of the 38 individuals, only two (5%) came out as tall (should
be about 25 % of the individuals), 13 (34%) came out as medium (should be 50% of
individuals) and 23 (61%) as short (should be 25%). This spread seems unlikely and
supports the notion that the Raxter et al. formulae may still underestimate living
stature in this group, but more research is needed.

4. Usefulness of Stature Estimates

One may debate the value of the contribution of statural estimates in most forensic
cases. Ousley (1995) pointed out that equations that are derived from forensic
statures (such as those reported on driving licences) usually have wider prediction
intervals (are less precise) than those derived from measured statures. However,
because forensic statures are most probably the only statures available for a missing
person, they may be more accurate for modern forensic cases than those that are
derived from measured statures (Jantz et al. 2008).

Obviously if a person is particularly tall or short, this may be a factor that con-
tributes significantly to the identification of that specific individual. In many cases,
though, once the SE or 95% confidence interval of the estimate is taken into account, a
large percentage of a given population is most probably included within that range.
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As Byers (2011) points out, this problem becomes even worse when formulae are used
that may not be entirely appropriate for a specific population, and the range that is
associated with the estimate becomes so wide that it eventually becomes unusable.

In addition, in societies where stature is not included in formal records such as
a driver’s licence, many persons’ relatives will most probably not be able to give an
accurate estimate of that person’s height in actual centimetres or inches. This is
especially true in less developed societies, where relatives may only be able to report
that a person was short, of medium height or tall.

This problem was addressed by Steyn and Smith (2007) when they attempted to
establish guidelines as to what should be considered short, medium or tall. In a
country such as South Africa where there is a large biological diversity of people,
“short” or “tall” may have different meanings in different societies. Using a large
sample of living individuals, these authors described the lower 25% of a specific
group as “short,” the upper 25% as tall and the
rest as being of medium height (Table 6.4). As
can be seen from this table, both males and fe-
males in the South African white group are, on
average, considerably taller than the other two
groups. These authors advocate that an inter-
pretative sentence should be added in forensic
reports to indicate whether the individual in
question was short, medium or tall relative to
the rest of his/her population of origin.

5. Secular Trend

The human body is continuously changing,
and this slow but continuing change over a
period of time in the mean shape or size of a
population is referred to as a secular trend. A
positive secular trend is a change that results
in an increase in the dimensions under consideration, while a negative trend in-
volves the decrease of the structure under consideration (Tobias 1975; Kieser 1990;
Henneberg 1992). One such very clear change is occurring with regard to stature,
where an increase in stature in many populations across the world has been noticed
(e.g., De Mendonça 2000; Maat 2005; Jantz et al. 2008; Hermanussen et al. 2010;
Staub et al. 2011). Other such trends include earlier onset of sexual maturation,
changes in time of completion of growth and increased body mass. Although the
causes for these trends are not clearly known, it is generally ascribed to better so-
cioeconomic conditions and nutrition (e.g., Tobias 1975; Steckel 1995; Jantz & Jantz
1999; Maat 2005), although that may not necessarily be the case in all areas of the
world (Jantz et al. 2008). These trends obviously have considerable implications for
scientists studying the human skeleton, in particular when older reference data are
used to reconstruct stature or estimate sex.

The tempo and direction these trends are is not the same across the world, and
neither does the increased rate of growth occur at a constant rate throughout the
period of growth. Hermanussen et al. (2010) noted that there seems to be a long
period during mid-childhood and early adolescence where a “peculiar insuscepti-
bility” (p. 278) exists—environmental factors which may have influenced growth
during this period seem to make very little difference in final height. They suggest

Table 6.4 

Distribution of Stature in Three South African Groups, 
with Cut-Off Points at 25th and 75th Percentiles

n Short Medium Tall Mean
Stature

Male

Black
Coloured
White

1208
246
288

<1667
<1657
<1737

1667–1752
1657–1745
1737–1830

>1752
>1745
>1830

1710.1
1703.2
1784.5

Female

Black
Coloured
White

844
237
592

<1552
<1560
<1617

1552–1639
1560–1636
1617–1702

>1639
>1636
>1702

1596.0
1600.7
1660.8

Source: Adapted from Steyn and Smith (2007)
Note: Values are in mm.



that factors that drive the secular trend for increase in height only play a role during
the early years of childhood and late adolescence.

The observed increase in stature is most probably predominantly due to an in-
crease in length of the lower limb and is more pronounced in males than in females
(Hauspie et al. 1996; Jantz & Jantz 1999). Also, it seems that distal bones (e.g., tibia)
change more than proximal bones (e.g., femur). This suggests that there is not only
an increase in stature but that body proportions in general are also changing. The
implications of this are considerable—namely, that much of our data to estimate
not only stature but also other demographic characteristics, such as sex, are out-
dated. On the one hand, it seems that the trend for increase in stature may have
come to a halt in some parts of the world, e.g., in many developed countries
(Lamkaer et al. 2006; Hermanussen et al. 2010; Staub et al. 2011), but in some others
it may not have occurred at all (Louw & Henneberg 1997) or is only starting (e.g.,
Steyn & Smith 2007). So whereas a period of stability may have been reached in
some areas, this may not be the case everywhere. 

Following from this it is clear that we need to use the most recent data when
developing formulae to estimate stature, such as those from modern forensic and
anatomical collections. Caution needs to be applied when older data are used.

C. GENERALLY USED EQUATIONS FOR STATURE ESTIMATION

1. Equations for Stature Estimation: Long Bones and Vertebrae

Regression equations are obviously based on the relationship between the length of
a bone and stature. Lower limb bones that contribute directly towards stature and
combinations of lower limb bones and vertebrae therefore perform best. The most
well-known of these regression equations are most probably those published by
Trotter and Gleser (1952, 1958) and later by Trotter (1970). The 1952 Trotter and
Gleser study on American whites and blacks used data from the dead of World War
II (from which stature data were available at the time of induction) and the Terry
Collection. All six long bones were measured for maximum length along with bi-
condylar length of the femur, while tibial length was recorded between upper and
lower articulating surfaces. It was found that black Americans of both sexes had
longer arm and leg bones than white Americans. Also, they have longer forearm
and leg bones, relative to upper arm and thigh. Thus, on the whole, black Americans
have longer limb bones relative to stature. Hence, different equations for the estima-
tion of stature were established for these two groups.

In 1958, Trotter and Gleser re-evaluated the entire problem of statural recon-
struction from long bones using the skeletal material from casualties of the Korean
War. Here, larger series of Americans were available, plus a small series of Mon-
goloids, Mexicans, and Puerto Ricans. They concluded that relationships of stature
to length of long bones differ sufficiently among the three major “races” to require
different regression equations from which to derive the most precise estimates of
stature for individuals belonging to each of these groups. 

Due to problems with the measurement of the tibia (e.g., Jantz et al. 1994) and the
continuing influence of secular trend, new formulae have since been published for
Americans (Ousley 1995; Wilson et al. 2010), although authors such as Ousley (1995)
believe that the Fully method may still be more accurate if a full skeleton is available.
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The most recent regression equations for Americans are those by Wilson et al.
(2010). These authors used data of 242 individuals from the DFAUS (Database for
Forensic Anthropology in the United States) and FDB (Forensic Data Bank). All indi-
viduals had been positively identified and were born after 1944 so as to ensure that
they represent the modern living population. Their equations are shown in Table 6.5.
Sample sizes for whites range between 53 and 99, but were much smaller for especially
black females (n = 22 to 31). These need to be enlarged.

Formulae to estimate stature have been published for a number of other popula-
tions across the world, and summaries of some of these are shown in Tables 6.6 to
6.8. For both South African blacks (Lundy & Feldesman 1987) and whites (Dayal
et al. 2008), no living statures or cadaver lengths were available. Table 6.6 shows the
regressions to estimate TSH from single bones or combinations of bones in these
two groups, and values for soft tissue should be added to the estimate to arrive at a
living stature. In both studies the physiological length of the femur (bicondylar
length) and tibia (without the intercondylar tubercles and malleolus) were used.

Equations shown in Table 6.7 are for various European groups: Portuguese (De
Mendonça 2000), Eastern Europeans (Ross & Konigsberg 2002), Poles (Hauser et al.
2005), and Croatians (Petrovečki et al. 2007). The De Mendonça equations are based
on cadaver heights of autopsied specimens. Other formulae for Europeans include
those by Sjovold (1990, 2000), Radoinova et al. (2002) and Jantz et al. (2008). The
Sjovold equations are for both sexes combined, and he also provided universal for-
mulae if sex and ancestry are unknown. These combined formulaeshould probably
be used with caution, as non-population specific formulae can be expected to give
less accurate results. Jantz et al. (2008) calculated equations for Balkan populations,
but showed that separate Kosovan and Croatian formulae are needed since they

Table 6.5 

Equations for Stature Estimation in White and Black Americans

White Males SE White Females SE

S = 3.574  * Hum + 57.21
S = 4.525  * Rad + 61.22
S = 4.534  * Uln + 53.33
S = 2.701  * Fem + 48.10
S = 2.891  * Tib + 62.95
S = 2.832  * Fib + 66.96
S = 1.728  * (Hum + Fem) + 36.76
S = 1.525  * (Fem + Tib) + 44.19
S = 1.556  * (Fem  + Fib) + 42.77

5.71
5.70
5.66
5.12
5.06
5.15
5.16
4.81
4.90

S = 2.534  * Hum + 86.62
S = 3.530  * Rad + 83.29
S = 3.346  * Uln + 82.82
S = 2.624  * Fem + 49.26
S = 2.351  * Tib + 80.11
S = 2.487  * Fib + 76.51
S = 1.656  * (Hum + Fem) + 47.71
S = 1.330  * (Fem + Tib) + 58.37
S = 1.382  * (Fem + Fib) + 54.89

5.32
4.81
4.51
3.58
4.26
4.16
3.72
4.01
3.85

Black Males SE Black Females SE

S = 3.277  * Hum + 65.46
S = 4.235  * Rad + 63.46
S = 3.979  * Uln + 62.95
S = 2.455  * Fem + 56.66
S = 2.455  * Tib + 75.48
S = 2.665  * Fib + 69.39
S = 1.522  * (Hum + Fem) + 50.69
S = 1.295  * (Fem + Tib) + 60.18
S = 1.341  * (Fem + Fib) + 57.18

5.72
5.07
5.79
4.84
5.03
4.53
4.83
4.73
4.28

S = 3.785  * Hum + 47.35
S = 3.781  * Rad + 75.20
S = 3.285  * Uln + 80.70
S = 2.449  * Fem + 54.86
S = 2.855  * Tib + 58.20
S = 2.993  * Fib + 55.83
S = 1.566  * (Hum + Fem + 46.12
S = 1.340  * (Fem + Tib) + 54.75
S = 1.365  * (Fem + Fib) + 54.28

4.56
5.01
4.18
4.34
3.83
4.29
4.12
3.50
3.87

Source: Modified from Wilson et al. (2010) and Byers (2011). Published with permission.
Note: Bone lengths should be in cm. S = stature. 
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Table 6.6

Equations for Estimating Total Skeletal Height in Black and White South Africans

Males SE Females SE

Lundy & Feldesman (1987)—black South Africans (all values in cm)

TSH = 12.403  * Femur + 5.721
TSH = 12.427  * Tibia + 60.789
TSH = 12.515  * Fibula + 58.999
TSH = 12.961  * Ulna + 72.700
TSH = 13.196  * Radius + 72.139
TSH = 12.899  * Hum + 60.212
TSH = 13.987  * Lumbar spine + 100.915
TSH =  1.239  * (Lumbar + femur + tibia) + 34.339
TSH =  2.156  * (Lumbar + femur) + 28.448
TSH =  1.288  * (Femur + tibia) + 46.543

2.78
2.78
2.98
3.73
3.64
3.83
5.28
1.84
2.20
2.37

TSH = 2.769  * Femur + 7.424
TSH = 2.485  * Tibia + + 55.968
TSH = 2.761  * Fibula + 47.575
TSH = 3.827  * Ulna + 47.574
TSH = 4.161  * Radius + 47.120
TSH = 3.291  * Hum + 45.893
TSH = 4.400  * Lumbar spine + 84.047
TSH = 1.311  * (Lumbar + femur + tibia) + 25.664
TSH = 2.317  * (Lumbar + femur) + 17.083
TSH = 1.410  * (Femur  + tibia) + 34.617

2.789
3.06
3.17
3.63
3.39
3.72
4.91
2.09
2.35
2.50

Dayal et al. (2008)—white South Africans (all values in cm)

TSH = 2.30  * Femur + 51.17
TSH = 2.56  * Tibia + 61.79
TSH = 2.65  * Fibula + 58.00
TSH = 3.56  * Ulna + 63.85
TSH = 3.87  * Radius + 62.25
TSH = 3.10  * Hum + 54.34
TSH = 3.47  * Lumbar spine + 109.47
TSH = 1.21  * (Lumbar +  femur + tibia) + 39.35
TSH = 1.95  * (Lumbar + femur) + 39.92
TSH = 1.29  * (Femur (phys) + tibia) + 49.83

2.64
3.17
3.35
3.79
3.58
3.76
5.54
1.87
2.17
2.48

TSH = 2.64  * Femur + 34.69
TSH = 3.00  * Tibia + 44.60
TSH = 3.06  * Fibula + 42.36
TSH = 3.67  * Ulna + 60.58
TSH = 3.77  * Radius + 64.45
TSH = 3.05  * Hum + 55.58
TSH = 4.59  * Lumbar spine + 84.18
TSH = 1.37  * (Lumbar + femur + tibia) + 22.51
TSH = 2.25  * (Lumbar + femur) + 19.79
TSH = 1.47  * (Femur (phys) + tibia) + 34.25

2.40
2.62
2.75
3.54
3.38
3.38
5.21
1.80
2.13
2.17

Source: Lundy and Feldesman (1987) and Dayal et al. (2008). 
Note: Femur and tibia lengths are physiological lengths. Soft tissue correction factors should be added to estimate living height.

Table 6.7

Equations for Estimating Stature in Various European Groups

Males SE Females SE

De Mendonća (2000)—Portuguese (bone lengths in mm, stature in cm)

S = 0.3269  * Hum + 59.41
S = 0.2663  * Femur (phys) + 47.18
S = 0.2657  * Femur (max) + 46.89

8.44
6.90
6.96

S = 0.3065  * Hum + 64.26
S = 0.2428  * Femur (phys) + 55.63
S = 0.2359  * Femur (max) + 57.86

7.70
5.92
5.96

Ross & Konigsberg (2002)—Eastern Europeans (all values in mm)

S = 3.0379  * Hum + 736.45
S = 2.3622  * Femur (max) + 634.56
S = 2.5712  * Tibia (max) + 751.85

40.3
33.0
33.9

Hauser et al. (2005)—Poles (all values in mm)

S = 2.88  * Femur (max) + 385.37 30.49 S = 2.42  * Femur (max) + 576.93 21.73

Petrovečki et al. (2007)—Croatians (all values in cm)

S = 2.7  *Humerus + 82.1
S = 3.2  * Radius + 93.3
S = 1.9  * Femur (max) + 86.9
S = 1.9  * Tibia (max) + 102.2

2.52
2.52
2.17
2.00

S = 3.0  * Humerus + 69.3
S = 3.8  * Radius + 76.6
S = 2.2  * Femur (max) + 68.3
S = 2.2  * Tibia (max) + 83.3

4.15
5.21
4.42
4.91

Note: S = stature.
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vary considerably with regard to their body proportions. These formulae are based
on maximum femur length of the deceased and reported lengths from family
members (forensic statures).

For the purpose of Table 6.8, Turks were included under Asian groups. Hasegawa
et al. (2009) published regression equations for Japanese where maximum lengths
of the humerus, femur and tibia were measured on x-rays, and living heights of the
same individuals were measured. The Xiang-Qing (1989) formulae for Chinese are
quoted from Sjovold (2000). The Ross and Manneschi (2011) formulae for a
Chilean population are shown in Table 6.9.

Equations to estimate stature have also been developed for a number of popula-
tions from archaeological origin, using the Fully method. Examples of these are for-
mulae for Indigenous North American populations (Auerbach & Ruff 2010),
ancient Egyptians (Raxter et al. 2008) and Medieval Danes (Petersen 2005). Various
formulae from segments of the vertebral column are also available—for example,
from Jason and Taylor (1995) for Americans and from Nagesh and Kumar (2006)
for South Indians.

Duyar and Pelin (2003) showed that the relationships between the length of a
long bone and stature may not be the same for short and tall people. In their study

Table 6.8

Equations for Estimating Stature in Various Asian Groups

Males SE Females SE

Hasegwa et al. (2009)—Japanese (all values in cm)

S = 2.62  * Hum + 89.03
S = 2.83  * Tibia (max) + 70.3
S = 2.47  * Femur (max) + 61.13

4.36
2.75
2.64

S = 2.34  *Hum + 91.50
S = 2.47  *Tibia (max) + 75.80
S = 2.33  *Femur (max) + 61.45

3.75
2.87
2.98

Xiang-Qing (1989)—Chinese (all values in cm)

S = 2.66  * Hum + 82.64
S = 3.49  * Radius + 82.71
S = 2.30  * Femur + 64.36
S = 2.22  * Tibia + 85.43

4.13
4.14
3.48
3.87

Celbis & Agritmis (2006)—Turks (all values in mm)

S = 3.367  * Radius + 872.286
S = 3.054  * Ulna + 890.603

47
48

S = 4.731  * Radius + 539.893
S = 4.217  * Ulna + 573.174

35
43

Note: Data for Turks are also included here. S = stature

Table 6.9

Equations for Estimating Stature in a Chilean Population and U.S. Hispanics

Males SE Females SE

Ross & Manneschi (2011) – Chilean population (all values in mm)

S = 820.36 + 2.53  * Humerus
S = 510.32 + 2.07  * Femur
S = 356.48 + 2.26  * Tibia

36.7
31.7
31.0

S =  989.28 + 1.91  * Humerus
S =  813.85 + 1.76  * Femur
S = 1026.97 + 1.14  * Tibia

41.5
37.8
41.1

Spradley et al. (2008) – US Hispanic (both sexes) (bone length in mm, stature in cm)

S = 70.85 + 0.2196  * Femur (mm)  SD = 5.434



they used tibia lengths of 121 living male subjects, and showed that single regres-
sion equations tend to overestimate the height of shorter individuals and underes-
timate the height of taller individuals. They therefore advocate that different
equations should be used depending on whether an individual is short (in the lower
15% of the population), medium, or tall (in the upper 15%). This seems like a logi-
cal next step in our attempts to devise more accurate regression equations, although
little research has been done in this regard.

2. Long Bone: Stature Ratio

It has long been known that the long bones of the human body, and specifically the
femur, have fairly constant relationships with stature (Dupertius & Hadden 1951;

Table 6.10). The femur:stature ratio
specifically has been shown to be rea-
sonably stable for many populations of
the world and are about equal for both
sexes (Feldesman 1992; Feldesman &
Fountain1996). This ratio has been
calculated to be 26.75 (indicating that
femur length makes up about 26.75%
of the total stature). This means that
the maximum length of the femur
should be multiplied by 3.74 to obtain
stature (Sjovold 2000).

Although some differences were
found in this ratio especially in a black
group relative to Asians and whites,
Feldesman and Fountain (1996) found
that using the wrong ratio performed
much worse than using the generic

ratio. If ancestry has been firmly established, the following calculations can be used
(from Table 7, Feldesman & Fountain 1996):

Asians: stature = 40.167154 + 2.841734 ¥ femur length
Blacks: stature = 30.285687 + 2.986895 ¥ femur length
Whites: stature = 21.676678 + 3.254277 ¥ femur length

The drawback with using this method, of course, is the fact that the standard
error or confidence interval is not known (Porter 2002). Surprisingly little research
has been carried out to establish whether secular trends in stature will also influence
this ratio, although it has been pointed out that the increase in stature is mainly due
to changes in the lower limb (e.g., Jantz & Jantz 1999).

3. Loss with Age

It is a well-known fact that stature decreases with age. Trotter and Gleser (1951) and
Fully (1956) indicated that especially flattening of the intervertebral discs and the
vertebral bodies, kyphosis, and wearing of the marginal edges of the vertebrae play
an important role. Trotter and Gleser (1951) suggested that the rate is uniform in all
populations and stated that it amounts to 1.2 cm per decade after age 30 (or 0.06 cm
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Table 6.10

Ratios of Long Bones to Stature

Ratios Males Females

White Black White Black

Femur/Stature 26.2 27.1 26.2 26.8

Tibia/Stature 21.3 22.6 21.0 22.2

Humerus/Stature 19.0 19.3 18.8 18.9

Radius/Stature 14.1 15.0 13.5 14.4

(Femur +
Tibia)/Stature

47.5 49.7 47.4 49.0

(Humerus +
Radius//Stature

33.1 34.3 32.3 33.3

Note: Modified from Dupertius & Hadden (1951, Table 9).
Key: S = stature.
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per year). Their general equation to compensate for loss of stature in older ages is
thus: 0.06(age – 30) cm, which should be subtracted from the estimate after age 30.

Some modifications to this were proposed by Galloway (1988), who suggested
that the change only begins after age 45, from which time it progresses rapidly by
about 0.16 cm per year. Galloway’s new suggested formula was thus 

loss of stature = 0.16(age – 45) cm

Giles (1991) cautioned that secular trend may play a role—the apparent loss of
height in older people may also be due to the fact that people who are currently old
may be relatively shorter than younger people. If cross-sectional data are used, the loss
in height can thus not be estimated by simply subtracting the stature of say, 80 year-
olds from 45-year olds, as the observed shorter length may be due to both secular
trend and decrease in height with age. Loss of height may also differ between the sexes
(Hertzog et al. 1969). Using data from longitudinal studies on living people, Giles
(1991) concluded that Galloway overstated the loss, and that Hertzog et al. overstated
female loss and sex differences. Although the Trotter and Gleser adjustments reflected
the loss fairly well, they had a too early start for decline of stature, while underesti-
mating the final loss in old age. Giles subsequently provided his own information
on how much should be subtracted from maximum stature estimates at each given
age, summarized as follows: in females loss started a bit later and was about 0.4 mm
by age 50, 7 mm by 60, 20.2 mm by 70 and 38.5 mm by 80. In males the loss at age 50
was 4.3 mm, at 60 it was 11.5 mm, at 70 years 22.2 mm and at 80 years 35.6 mm.

Cline et al. (1989) also studied this phenomenon, looking at longitudinal changes
in the stature of a sample of adults from Tucson, Arizona. They found that while
decreases in stature with age in their sample begin earlier in males, a greater rate of
decline in stature per year was observed in females resulting from a higher incidence
of osteoporosis and its complications. About half of the observed decrease in stature
was estimated to have been the result of birth cohort (effects of secular trend). They
presented sex-specific equations based on age to account for the observed decline
in stature. 

Raxter et al. (2006, 2007) also advised the use of a formula that takes age into
account, namely:

Living stature = 1.009(TSH) – 0.0426(age) + 12.1

In this formula age should be in years, other dimensions in cm. They did not,
however, provide different formulae for males and females.

An obvious problem with these compensations for age is the fact that it is often
not possible to obtain narrow age estimates for adults, especially in older individuals.
Although one can presumably use the middle of the estimated age range for these
calculations, this may be far off the actual age of the individual and introduces a
possible source of error. 

D. EQUATIONS USING SMALLER BONES AND THE SKULL

1. Hand Bones and Foot Bones

A number of studies have been published where hand and foot bones were used to
estimate stature. As is the case with fragmentary long bones, two approaches can be



followed. The first of these would be the so-called “direct” method, where the length
of the particular bone is regressed against overall stature or TSH. In the “indirect”
method, an attempt is made to predict the length of a larger long bone, such as a
radius, and then use the length of that major long bone in an established equation. 

Musgrave and Harneja (1978) were amongst the first researchers to estimate
living stature from the length of metacarpals. They used a sample of British patients
with hand injuries, and measured the length of each metacarpal from the radi-
ograph of the injured hand. Metacarpals one and two presented with the highest
correlations to living stature. They then assessed the validity of the equations using
a sample of 10 individuals who were included in the original sample that was used
to derive the equations, as well as a sample of modern and fossil hominids. Their
use of the Trotter and Gleser (1958) equations, originally formulated for Americans,
to estimate living stature could be questioned.

Examples of equations for hand and foot bones include the use of the talus and
calcaneus in American whites and blacks (Holland 1995), metacarpals in American
whites and blacks (Meadows & Jantz 1992), metatarsals in Americans (Byers et al.
1989), calcaneus in South African whites and blacks (Bidmos & Asala 2005; Bidmos
2006), and metatarsals in South African whites and blacks (Bidmos 2008a). Holland
(1995) reported SE’s ranging from 4.09 to 6.11, whereas those quoted by Bidmos
(2008a) were in the order of 3.81–5.8. These SE’s are relatively small, and almost
all these authors suggest that it is better to use hand or foot bones rather than
fragmentary bones.

One should keep in mind that similar to what is the case in sex estimation, the
bones are quite small and therefore measurement errors will have a large impact on
the final estimate. Activity-related changes such as handedness in hand bones may
also have a large impact, and if one has to resort to hand or foot bones to estimate
stature it means that the preservation is probably poor and therefore the ancestry of
the individual may not be known, making these formulae less usable.

2. Skull

It is generally known that a relationship exists between the size of the head and
stature (Bushby et al. 1992), and this relationship has been used by several researchers
in an attempt to predict stature from various dimensions of the head or skull. Cranial
circumference is generally known to be about one third of overall stature, although
this relationship gets weaker in very short and very tall individuals.

Combinations of measurements were used by a number of researchers—for ex-
ample, Chiba and Terazawa (1998) calculated the following formulae for Japanese,
based on measurements taken on cadavers:

Males: stature = (cranial length + circumference) ¥ 1.35 + 70.6 (SE = 6.96)

Females: stature = circumference ¥ 1.28 + 87.8 (SE = 6.59)

Patil and Mody (2005) also used measurements of the skull, other than circum-
ferences, to estimate stature from lateral cephalometric radiographs. They used the
length of the skull to derive a regression equation which they concluded to be reliable
in the estimation of stature. 

More recently, Krishan (2008) measured 5 cephalo-facial measurements and living
statures of 996 adult males from the northern part of India. The horizontal circum-
ference of head (0.781) and maximum head length (0.775) presented with the highest
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correlation coefficients to stature. The accuracy of the regression equations that
were formulated for these two variables were high with fairly low SEE’s (horizontal
circumference of head, SEE = 3.726; maximum head length, SEE = 4.136). 

Ryan and Bidmos (2007) took 6 measurements on skulls of black South
Africans, from which regression equations were derived to estimate total skeletal
height, and Rao et al. (2009) attempted to estimate stature using the length of the
coronal and sagittal sutures. This last study was based on cadaver lengths. Correla-
tion coefficients between the coronal and sagittal sutures and stature were 0.363
and 0.090, respectively, with SE’s of 5.67 cm and 9.42 cm. 

In general, the standard errors are higher than those obtained for intact long
bones and even smaller bones such as the calcaneus, and these relationships are
most probably more of academic interest rather than having a practical forensic
application.

3. Other Bones

Less commonly used bones for which regression equations are available include
the scapula (e.g., Campobasso et al. 1998) and pelvis (combination of sacrum, os
coxa and head of femur—Giroux & Wescott 2008). In the absence of major long
bones these may be better than using fragmentary long bones. It is thus usable, but
generally they can be expected to have lower levels of accuracy.

E. FRAGMENTARY LONG BONES

Several papers have been written on methods to use fragmentary bones to estimate
stature. The most common approach is to use a fragment of a long bone to estimate
its total length and then to employ this in an existing formula. Alternatively, the
length of the fragment can be used directly to estimate stature. Studies by Müller
(1935), Steele and McKern (1969) and Steele (1970) are early examples of these two
approaches.

The first work was carried out on 50 radii, 100 humeri, and 100 tibiae (Müller
1935). Figure 6.2 illustrates the locations of landmarks on these bones. In the
humerus, point (a) is the most proximal point in the head, (b) is the most distal
point of the circumference of the head, (c) is the convergence of two areas of
muscle attachment just below the major tubercle, (d) is at the upper margin of the
olecranon fossa, (e) is the lower margin of the olecranon fossa, and (f) is the most
distal point on the trochlea.

In the radius, point (a) is the most proximal point of the head, (b) is the distal
margin of the head, (c) is through the midpoint of the radial tuberosity, (d) is on the
distal epiphyseal line, and (e) is at the tip of the styloid process. In the tibia, point
(a) is at the most proximal point of the intercondyloid eminences, (b) is on the
proximal epiphyseal line, near the proximal end of the tibial tuberosity, (c) is
through the most elevated point of the tuberosity, (d) is at the proximal end of the
anterior tibial crest, (e) is at the level of minimum circumference, (f) is on the distal
epiphyseal line, (g) is at the level of the distal articular surface, and (h) is on the
most distal point on the medial malleolus.

The proportion of each segment to the total bone length is given in Table 6.11. It
should be noted that Muller (1935) used Manouvrier’s formula (Table 6.2) on
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Figure 6.2. Locations of landmarks in radius, humerus, tibia (from Müller 1935). 
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French long bones in the calculation of stature. In order to utilize this method, one
must first measure the length of the segment as defined by the landmarks in Figure
6.2. For example, say the tibial segment available provides an (a) to (c) dimension of
45 mm. This dimension is 12.72% of the total length of the bone, as calculated from
Table 6.11. The total bone length is thus calculated as 353.8 mm. The stature from
Table 6.2 (male) is determined to be about 164 cm.

Obviously, the foregoing data cannot cover all fragmentation, nor are all long
bones included. In 1970 Steele selected the femur, tibia and humerus to address
the same problem of estimating stature from fragmentary long bones. The major
differences between this work and that by Müller (1935) was the selection of bones
(the former used two upper and one lower and the latter two lower and one upper),
the use of different statistical procedures (proportion of a segment length to the
total bone length versus regression analysis) and the use of different populations
(Steele's work established standards for Americans, Müller’s for Europeans).

Steele and McKern (1969) and Steele (1970) defined a number of landmarks
establishing four segments in the femur, five in the tibia, and four in the humerus.
These landmarks are depicted in Figure 6.3 (from Steele 1970). Each segment is
defined as the distance between two consecutively numbered points—that is,
segment 1 in the femur is the distance between landmarks 1 and 2. The landmarks
are described as follows:

I. Femur
1. most proximal point on head
2. midpoint lesser trochanter
3. most proximal extension of the popliteal surface at point where the

medial and lateral supracondylar lines become parallel below the linea
aspera 

4. most proximal point on the intercondylar fossa
5. most distal point on medial condyle

II. Tibia
1. most proximal point on the lateral half of the lateral condyle
2. most proximal point on the tibial tuberosity

Table 6.11 

Estimation of Stature for Fragmentary Long Bones: Contributions of Various Segments 
to Total Bone Length

Humerus Radius Tibia

Segment % S.E. Segment % S.E. Segment % S.E.

a–f = 100.00 a–e = 100.00 a–h = 100.00

a–b = 11.44 1.71 a–b = 5.35 1.31 a–b = 7.88 1.31

b–c = 7.60 1.67 b–c = 8.96 1.95 b–c = 4.84 1.31

c-d = 69.62 1.74 c–d = 78.72 0.25 c–d = 8.86 0.93

d–e = 6.26 0.90 d–e = 7.46 1.10 d–e = 48.54 4.27

e–f = 5.47 0.86 e–f = 22.09 3.39

f–g = 3.29 0.74

g–h = 5.05 0.92

Note: Modified from Müller (1935).
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Figure 6.3. Locations of landmarks used in estimation of maximum lengths of femur, tibia and humerus from fragmentary bones.
Numbers refer to landmarks and segments (Segment 1 is between landmarks 1 and 2; Segment 2 between landmarks 2 and 3
etc.) (from Steele 1970, Fig. 23). 
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3. point of confluence for the lines extending from the lower end of the
tuberosity

4. point where the anterior crest crosses over to the medial border of the
shaft above the medial malleolus

5. proximal margin of the inferior articular surface at a point opposite
the tip of the medial malleolus

6. most distal point on the medial malleolus
III. Humerus

1. most proximal point on the head
2. most distal point on the circumference of the head
3. proximal margin of olecranon fossa
4. distal margin of olecranon fossa
5. most distal point on trochlea

Steele calculated regression formulae based on lengths of single and combined
fragments. Tables 6.12 to 6.14 list regression equations for the humerus, femur and
tibia, respectively. Unlike Steele's (1970) formulae which directly calculated stature,
those provided by Steele and McKern (1969) for “Indians” merely yielded the total
length of an individual bone. To calculate stature, the estimated long bone lengths
should be used in appropriate formulae (e.g.,
Genoves 1967). It should be kept in mind that
these formulae may be outdated due to the
effect of secular trend as discussed above, but
the principles still remain the same.

Other researchers have since debated the
value of using “direct” (directly calculating
stature from the length of a segment) versus
“indirect” (deriving the length of the long
bone from the segment, then using that in
another formula to estimate stature) methods.
Most feel that it is better to take out the in-
between step and use the direct method (e.g.,
Simmons et al. 1990; Bidmos 2009). Bidmos
tested equations derived using direct versus
indirect methods. At first glance it may seem
more accurate to use the indirect method be-
cause of smaller standard errors, but one
should keep in mind that there is one SE
when total bone length is predicted, and then
another when overall stature is calculated.
The final SE for living stature should thus be
adjusted to incorporate both SE’s. Steele
(1970, p. 2) indicated how the final SE should
be adjusted, using a femur—for example: “The
second step is to adjust the standard error to
take into account the fact that the femur length
also has a standard error . . . . Adjustment is
made by multiplying the standard error of the
estimated femur length by the first constant in
the stature regression formula and then adding

Table 6.12

Regression Formulae with Standard Errors for Calculating
Living Stature (cm) from an Incomplete Humerus 

in Blacks and Whites

Formulae S.E.

White males (mean age = 52.97)

3.42  (H2)  +  80.94
7.17  (H1)  +   3.04  (H2)  +  63.94
3.19  (H2)  +   5.97  (H3)  +  74.82
7.84  (H1)  +   2.73  (H2)  +   6.74   (H3)  +  55.45
2.94  (H2)  +   6.34  (H3)  +   4.60   (H4)  +  72.54

5.31
5.05
5.15
4.80
5.14

White females (mean age = 63.35)

3.87  (H2)  +  66.16
8.84  (H1)  +   3.65  (H2)  +  42.43
3.77  (H2)  +   3.35  (H3)  +  62.59
8.55  (H1)  +   3.60  (H2)  +   1.93  (H3)  +  41.16
3.44  (H2)  +   2.92  (H3)  +  10.84  (H4)  +  54.91

5.40
5.14
5.42
5.18
5.16

Black males (mean age = 43.25)

3.80  (H2)  +  70.68
8.13  (H1)  +   3.34  (H2)  +  51.98
3.79  (H2)  +   0.69  (H3)  +  69.53
8.12  (H1)  +   3.33  (H2)  +   0.56  (H3)  +  51.08
3.76  (H2)  +   1.19  (H3)  +   4.54  (H4)  +  61.58

4.94
4.56
5.00
4.62
5.00

Black females (mean age = 39.58

2.95  (H2)  +  89.15
5.05  (H1)  +   2.64  (H2)  +  80.13
2.75  (H2)  +   3.76  (H3)  +  87.08
4.54  (H1)  +   2.50  (H2)  +   3.19  (H3)  +  79.29
2.66  (H2)  +   4.03  (H3)  +   2.83  (H4)  +  84.25

4.88
4.83
4.85
4.82
4.87

Note: Modified from Steele (1970, Table L).



the product to the standard error of the esti-
mated stature.” Overall, a larger SE is thus
obtained as demonstrated by Bidmos (2009).

Data for estimating stature from various
fragmentary bones for a number of popula-
tions across the world have been published.
These include the femur, humerus, tibia and
fibula of Mayans (Wright & Vasquez 2003),
femur from the Terry Collection (Simmons
et al. 1990), femur and humerus of modern
Portuguese (De Mendonça 2000), ulna in
Indians (Badkur & Nath 1990), femur in
South Africans (Bidmos 2008b-c), and tibia
in South Africans (Chibba & Bidmos 2007).

F. FLESHED LIMB SEGMENTS

With the increased incidence of mass disas-
ters, explosions and terrorist attacks comes
the increased likelihood of finding various
body segments that need identification. In

an attempt to address this problem,
Özaslan et al. (2003) studied the re-
lationships between various body
parts such as thigh length, lower leg
length, foot breadth and length, etc.,
with stature in a Turkish popula-
tion. R-squared values as high as
0.76 (foot height in females) were
found, and regression equations are
provided to estimate stature from
these various body parts. Similarly,
Adams and Herrmann (2009) as-
sessed the relationship between var-
ious body segments and stature,
using two large databases in the
United States (NHANES—National
Health and Nutrition Examination
Survey; ANSUR—U.S. Army An-
thropometric survey). Regression
coefficients to estimate stature from
various limb segments (upper leg
length, upper arm length, foot
length, etc.) are provided for a com-
bination of all individuals—males
and females separately as well as
males and females for whites, blacks
and Hispanics. They compared
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Table 6.14

Regression Formulae with Standard Error for Calculating Living
Stature (cm) from an Incomplete Tibia in Blacks and Whites

Formulae S.E.

White males (mean age = 52.97)

3.52  (T2)  +  2.89  (T3)  +  2.23  (T4)  +  74.55
2.87  (T3)  +  2.96  (T4) – 0.96  (T5)  +  92.36
4.19  (T1)  +  3.63  (T2)  +  2.69  (T3)  +   2.10  (T4)  +  64.95
3.54  (T2)  +  2.96  (T3)  +  2.18  (T4) – 1.56  (T5)  +  75.98

4.56
5.45
4.22
4.60

White females (mean age = 63.35)

4.17  (T2)  +  2.96  (T3)  +  2.16  (T4)  +  66.09
2.75  (T3)  +  3.65  (T4)  +  1.17  (T5)  +  79.92
1.51  (T1)  +  4.03  (T2)  +  2.97  (T3)  +   2.12  (T4)  +  62.89
4.31  (T2)  +  3.05  (T3)  +  2.20  (T4) – 2.34  (T5)  +  66.60

4.69
5.69
4.71
4.72

Black males (mean age = 43.25)

2.26  (T2)  +  2.22  (T3)  +  3.17  (T4)  +   5.86
2.23  (T3)  +  3.51  (T4) – 0.51  (T5)  +  91.70
1.79  (T1)  +  2.18  (T2)  +  2.25  (T3)  +   3.10  (T4)  +  75.87
2.32  (T2)  +  2.23  (T3)  +  3.19  (T4) – 1.60  (T5)  +  82.50

3.88
4.49
3.88
3.92

Black females (mean age = 39.58

2.56  (T2)  +  2.21  (T3)  +  1.56  (T4)  +  91.91
2.11  (T3)  +  2.61  (T4)  +  3.58  (T5)  +  94.57
3.60  (T1)  +  2.15  (T2)  +  2.26  (T3)  +   1.84  (T4)  +  81.11
2.58  (T2)  +  2.17  (T3)  +  1.63  (T4)  +   3.80  (T5)  +  86.64

4.59
5.04
4.46
4.59

Note: Modified from Steele (1970, Table XLIX).

Table 6.13

Regression Formulae with Standard Error for Calculating Living
Stature (cm) from an Incomplete Femur in Blacks and Whites

Formulae S.E.

White males (mean age = 52.97)

2.71  (F2)  +  3.06  (F3)  +  73.00
2.87  (F1)  +  2.31  (F2)  +   2.62  (F3)  +  63.88
2.35  (F2)  +  2.65  (F3)  +   7.92  (F4)  +  54.97

4.41
3.93
3.95

White females (mean age = 63.35)

2.80  (F2)  +  1.46  (F3)  +  76.67
2.16  (F1)  +  2.50  (F2)  +   1.45  (F3)  +  68.86
2.57  (F2)  +  1.21  (F3)  +   5.03  (F4)  +  66.05

4.91
4.81
4.77

Black males (mean age = 43.25)

2.59  (F2)  +  2.91  (F3)  +  75.74
1.20  (F1)  +  2.48  (F2)  +   2.78  (F3)  +  69.94
2.53  (F2)  +  2.84  (F3)  +   2.40  (F4)  +  68.32

3.72
3.71
3.72

Black females (mean age = 39.58

2.12  (F2)  +  1.68  (F3)  +  93.29
3.63  (F1)  +  1.86  (F2)  +   1.27  (F3)  +  77.15
2.00  (F2)  +  1.08  (F3)  +   6.32  (F4)  +  77.71

6.17
5.80
6.01

Note: Modified from Steele (1970), Table XLVIII.
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their results to those obtained from skeletal measurements and found that the
ANSUR models performed similarly but that the NHANES models gave higher
standard errors and lower correlations.

Ozden et al. (2005) used shoe sizes to predict stature in Turks, as significant cor-
relation was found between shoe size and stature—but they used shoe size and foot
length in the same formula which will make it difficult to use in practice. Others re-
searchers provided similar data (e.g., Jasuja et al. 1991; Gordon & Buikstra 1992;
Singh & Phookan 1993).

G. STATURE ESTIMATION IN FETUSES AND CHILDREN

Statural estimates are based on the relationship between overall bone length and
stature. However, in juvenile bones the epiphyses are still unfused, and often only
diaphyses are available for assessment. The question then is, how much should be
added to diaphyseal length to give total length? This problem has been investigated
by a number of physical anthropologists and growth specialists (e.g., Balthazard &
Dervieux 1921; Smith 1939; Olivier & Pineau 1958, 1960; Telkkä et al. 1962; Mehta
& Singh 1972; Fazekas & Kósa 1966, 1978). This information was not primarily col-
lected for the purpose of estimation of stature but rather to aid in age estimation. 

Seitz (1923) published data for the humerus and tibia only. The contribution of
proximal epiphysis of the humerus varied from 1.3%-2.2% of the total length of the
bone. In the tibia, the proximal epiphysis varied from 2.4%-3.9%, and the distal epi-
physis from 1.8%-2.9% of the total length of the bone. In none of the epiphyses was
there any correlation with the total length of the respective bones.

In 1921, Balthazard and Dervieux presented data on determination of fetal skele-
tal stature (in mm) (Olivier 1969) as follows:

Stature = 6.5 ¥ humeral length + 8 cm
Stature = 5.6 ¥ femoral length + 8 cm
Stature = 6.5 ¥ tibial length + 8 cm

Smith (1939) also employed the diaphyseal length of fetal long bones to calculate
fetal length as follows:

Stature = 11.30 ¥ clavicle 
Stature = 7.60 ¥ humerus
Stature = 9.20 ¥ radius 
Stature = 7.63 ¥ tibia

Olivier and Pineau (1958, 1960) reformulated the estimates made by Balthazard
and Dervieux because they felt that their data were applicable to full-term fetuses,
but estimates were too low for younger ones (Olivier 1969). The following regres-
sion equations for stature estimation (in cm) were provided by Olivier and Pineau
(Olivier 1969):

Stature = 7.92 ¥ humeral length – 0.32 ± 1.80
Stature = 1.38 ¥ radial length – 2.85 ± 1.82 
Stature = 8.73 ¥ ulnar length – 1.07 ± 1.59 
Stature = 6.29 ¥ femoral length + 4.42 ± 1.82 



Stature = 7.85 ¥ fibular length + 2.78 ± 1.65 
Stature = 7.39 ¥ tibial length + 3.55 ± 1.92 

Olivier stated that all of the diaphyses are practically equal in value for estimating
stature. Combinations of any two or more bones did not improve the accuracy of
estimation.

In 1972, Mehta and Singh studied 50 fetuses (30 males, 20 females), all delivered
normally by young women. Crown-rump (CR) length ranged from 65–290 mm.
Humeral and femoral lengths were measured only on the right side to avoid the
possibility of asymmetry. The authors presented the following two regression equa-
tions to calculate CR length:

Crown-rump length = 5.35 ¥ humeral length ± 15 mm 
Crown-rump length = 5.00 ¥ femoral length ± 15 mm

Figure 6.4 shows the growth of the diaphyses of the
humerus and femur. This figure suggests that CR
length can be determined equally well from either
of the two diaphyses.

Without a doubt, the outstanding early reference
for fetal osteology, still used today, is Fazekas and Kósa
(1966, 1978). They studied a large series of fetal skele-
tons (71 males, 67 females) of known age (3 to 10
lunar months, term), sex, and body height from the
Institute of Forensic Medicine, Medical University,
Szeged, Hungary and developed numerous regression
formulae and graphs to show the relationship between
body height and a given bone dimension. Their re-
gression formulae using the diaphyseal lengths of both
upper and lower extremity long bones are:

Body height = 1.33 ¥ humeral length – 3.29
Body height = 0.94 ¥ radial length – 1.99 
Body height = 1.22 ¥ ulnar length – 2.90
Body height = 1.55 ¥ femoral length – 7.00
Body height = 1.38 ¥ tibial length – 6.78
Body height = 1.32 ¥ fibular length – 6.17

Data on fetal length and CR length are, of course, also useful in estimating the
age of fetal material. The growth rate of the fetus is extremely rapid, especially in
the early lunar months, and continues at a fast rate during the first year after birth.
Between birth and one year the length of the infant increases by 50% (Krogman
1972). For example, length at birth is on the average 50 cm; at one year the length
of the infant is about 75 cm. In terms of postnatal growth, growth-age periods can
generally be described as follows:

Infancy (birth to 1 year), very rapid growth;
Early childhood (1 to 6 years), gradually decelerating growth; 
Mid-childhood (6 to 10 years), slow, uniform growth;
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Figure 6.4. Curve showing the growth of the ossified dia-
physes of the humerus and femur and their correlation with
crown-rump length (from Mehta & Singh 1972, Fig. 1).
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Late childhood (10 to 15 years in girls; 10 to 16 years in boys), very rapid adolescent
growth;

Infra-adult growth (ending at 21 years), adult stature is 95% achieved.

Because there is so much variation in growth between individuals, many re-
searchers will not attempt to estimate stature in juveniles. Other major problems
involved in estimating stature in children are the difficulties with accurate estima-
tion of sex and age. Age is a factor because it is so closely linked with long bone de-
velopment, and estimation of sex is extremely difficult for this age group because
morphological differences do not manifest until puberty. A third factor is the con-
tinuous growth taking place throughout development which makes stature hard to
pinpoint for any length of time.

Data on this subject are relatively sparse, especially since very few collections are
available that have suitable numbers of skeletons from juveniles. Studies attempting
to construct formulae for estimating
stature in juveniles are thus mostly
based on radiographs (e.g., Virtama
et al. 1962; Telkkä et al. 1962; Himes
et al. 1977). Table 6.15 provides
an approximation of stature from
femoral diaphyseal length (Olivier
1969). This table must be used with
caution since it does not account
for interpopulation differences or
differences between the sexes. Also,
the data are quite old and secular
trend is most likely to have had an
influence. 

Telkkä and associates (1962) used
a radiographic approach to estimate
stature in children from Helsinki
(aged 15 years and younger) based
on a sample of 3,848 pairs of long
bones from both sexes. Figure 6.5 shows how the bones were measured. While it
was apparent that the maximum length was taken from each bone, the tibia was
measured somewhat obliquely. The data were analyzed in three age groups: less
than 1 year, 1–9 years, and 10–15 years. Table 6.16 contains the formulae for both
sexes of the three groups.

These authors found that the regression line was not linear for the early group
(under 1 year of age). They then transformed the data according to a logarithmic
formula, X' = V ln(1 +X/V), where X is the raw length, X' the transformed length
and V is the coefficient. For the older group, with the exception of the femur, all
bones showed a linear association with stature. For the femur, the authors trans-
formed the raw length of the bone to a logarithmic value. Sex difference was only
seen in the older age group in which males were predicted more accurately than
females. It can also be seen from the table that, relative to the estimated stature, the
standard error of estimation is generally higher than those found for adults. 

Another radiographic study of stature in children was carried out by Himes et al.
(1977), looking at metacarpal length. Their sample consisted of Guatemalan children
(372 boys, 338 girls, aged 1–7 years). They were, on the average, shorter and lighter

Table 6.15 

Estimation of Stature (cm) from Femoral Length (mm) in Individuals
from Birth Through Adolescence

Fem Stat Fem Stat Fem Stat Fem Stat Fem Stat

80 50.0 125 79.0 170 101.5 230 122.0 320 146.0

85 55.0 130 81.5 175 103.5 240 125.0 330 148.8

90 58.5 135 84.5 180 105.5 250 127.5 340 151.0

95 61.5 140 87.0 185 107.5 260 130.3 350 153.8

100 64.5 145 89.5 190 109.5 270 133.3 360 156.0

105 67.5 150 93.0 195 110.0 280 135.8 370 158.8

110 70.0 155 94.5 200 114.0 290 138.5 380 161.8

115 73.0 160 96.8 210 116.0 300 141.0 390 165.0

120 76.5 165 99.3 220 119.0 310 143.5 400 170.0

Note: Modified from Olivier (1969).
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Figure 6.5. Measurements of diaphyseal lengths from x-rays of the humerus, radius, ulna, femur, fibula and tibia in children (from
Telkkä et al. 1962, Fig. 1).
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than their counterparts in the U.S. The authors developed separate regression
formulae for each sex based on the maximum diaphyseal length of the second
metacarpal. These formulae are also presented in Table 6.16. This study claimed
that estimation of stature from the metacarpal is comparable to that obtained from
long bones by Telkkä et al. (1962).

Two more recent studies on this subject were those by Ruff (2007) and Smith
(2007), both using data from the Denver growth study, which mostly included white
children. Ruff (2007) studied radiographic images of 20 individuals (10 males and
10 females) per age group of children aged 1 to 17 years. Lengths of humeri, radii,
femora and tibiae were taken, and regression equations provided to estimate stature

Table 6.16 

Estimation of Stature (cm) from Radiographic Lengths (mm) of Metacarpal 2 and
Long Bone Diaphyses in Children

Formulae for Boys S.E. Formulae for Girls S.E

Metacarpal lengtha

8.80  +  2.90 (Meta) 4.0 7.90 + 2.89 (Meta) 3.9

Long bone lengthsb
Under 1 year of agec

17.4  +  4.94
17.3  +  5.95
15.2  +  6.39

7.5  +  7.88
2.5  + 10.56

–1.1  + 10.14

(F')
(T')
(Fib')
(H')
(R')
(U')

3.1
3.8
3.8
2.5
3.1
3.3

13.9  +  5.09
14.2  +  6.14
15.0  +  6.25

6.6  +  7.90
7.5  +  9.81

0.49  +  9.91

(F')
(T')
(Fib')
(H')
(R')
(U')

2.7
2.7
3.1
3.1
3.8
4.0

1–9 years

34.1  +  321 log
38.4  +  3.43
39.1  +  3.42
28.0  +  4.41
23.0  +  6.38
21.1  +  5.96

(1+F/100)
(T)
(Fib)
(H)
(R)
(U)

4.1
3.3
3.1
3.0
3.3
3.1

31.7  +  329 log
39.4  +  3.34
40.1  +  3.35
30.5  +  4.26
25.4  +  6.33
24.6  +  5.74

(1+F/100)
(T)
(Fib)
(H)
(R)
(U)

4.1
5.2
5.0
4.9
3.5
5.1

10–15 years

10.0  +  3.73
44.0  +  3.35
38.8  +  3.59
16.5  +  4.91
30.5  +  5.96
26.7  +  5.73

(F)
(T)
(Fib)
(H)
(R)
(U)

5.3
7.0
6.9
4.2
4.6
4.3

33.5  +  3.12
58.7  +  2.90
44.5  +  3.42
36.9  +  4.11
35.3  +  5.85
37.8  +  5.24

(F)
(T)
(Fib)
(H)
(R)
(U)

5.3
6.8
5.3
5.7
4.7
4.8

3–10 years (both sexes combined)d

27.053  +  0.4658
27.500  +  0.6229
36.923  +  36.923
38.614  +  0.3519

(H)
(R)
(F)
(T)

3.00
3.16
2.46
2.24

aModified from Himes et al. (1977).
bModified from Telkkä et al. (1962), Tables 1, 2 and 3.
cIn this age group bone lengths are the logarithmically transformed dimensions according to the
formula of V1n (1+X/V) where X is the length and V a coefficient.
dModified from Smith (2007), data based on Denver Growth Study.
Key: F = Femur, T = Tibia, Fib = Fibula, H = humerus, R = Radius, U = Ulna, Meta = length of
second metacarpal.



for children at each age. Male and female data were combined, and relatively low
standard errors were obtained. In younger children the equations were based on
diaphyseal lengths, while in older children the epiphyses were included. These are
clearly indicated in the tables. In order to use these formulae, age should be known.

In the Smith (2007) study, only children aged 3 to 10 years were used (sexes
combined), including only diaphyseal lengths. Some of these are shown in Table 6.16.
The standard errors are, however, very wide for a growing child. These formulae may
therefore be good to “rank” kids from shorter to taller if remains of more than one
individual are found, but they are probably not very useful beyond that. Variance
was found to increase with longer bones, and shorter individuals are overestimated
and longer ones underestimated

Feldesman (1992) studied the ratio between femur length and stature in children
between 8 and 18 years. He found it to be very different from what is the case in adults,
with peak growth in the femur occurring in the years just before the adolescent growth
spurt, causing the ratio to be higher just before peak growth, declining towards the
adult ratio closer to adulthood. They advised that between the ages of 12 and 18 years,
a ratio of 27.16 for females and 27.44 for males can be used to estimate stature.

H. SUMMARIZING STATEMENTS

• Although most of the published formulae can predict stature with high levels
of precision, formulae that are more accurate, and thus closer to the actual
stature even if they give wider ranges, are preferable.

• We may therefore need to be more conservative and provide wider ranges, but
then these estimates with 95% confidence intervals may become so wide that
they are actually meaningless. 

• The Fully or anatomical method may still be the best, but only if it can be con-
firmed that the soft tissue corrections factors are accurate. More research on
this aspect is needed.

• In the estimation of stature from the measurement of long bones, care should
be taken to ascertain exactly how the long bones were measured in the for-
mula that is going to be used. The bone, or bones, in an individual case should
be measured in exactly the same way as by the author(s) of a given formula.

• It is advisable in the calculation of stature to use more than one long bone,
wherever this is possible; also, lower limb bone lengths (tibia and femur) give
better estimates than upper limb bone lengths (radius and humerus).

• In using published data, care should be taken to consider temporal changes
(use the most recent data), sex differences, ancestral differences, and age dif-
ferences (correct for stature loss in old age).

• In addition to the long bones, the vertebral column or segments thereof may
also be used to reconstruct stature. 

• In instances where the major long bone remains are not available, smaller
bones such as those of the hand and foot can be used. It seems that they pro-
vide better results than using fragmentary remains. 

• Fragmentary remains can also be used, preferably those where the direct ap-
proach was followed. They generally have wider standard errors, and care
should be taken to correctly identify the defined landmarks. Inter-observer
error is likely to be a problem.
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• A special section in this chapter is devoted to length/stature in the fetus and
in children. Fetal and immature skeletal materials are often limited to diaphy-
ses alone, and here length estimates are used to assess age at death. Because of
accelerated growth and considerable inter-individual variation in growth pat-
terns during childhood, stature estimation is extremely difficult in children.
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A. GENERAL CONSIDERATIONS

As noted in Chapter 1, forensic anthropology is concerned with more than just
bones. If the skull and/or mandible are present, the teeth also must be studied.

Teeth are the most durable of all human tissues and are therefore often preserved. The
forensic anthropologist and odontologist form a team, for both are concerned with
dentition. In general, teeth are used corroboratively rather than diagnostically for the
estimation of age, sex, and ancestry. As dental development is not so much affected by
environmental influences as the rest of the skeleton, it is the method of choice for age
estimation in sub-adult individuals. For age estimation in juveniles, there are two
sequential developmental factors: calcification and eruption. The study on calcification
by Schour and Massler (1944) was a landmark in this regard, and listed the sequence
of calcification for both deciduous and permanent teeth. The eruption sequence of
teeth, both deciduous and permanent, can be learned from any standard dental text. 

To assess mineralization, the jaws must be x-rayed. Teeth mineralize from crown
to neck to root in crypts in the maxilla and mandible. To evaluate eruption, a careful
evaluation of teeth in the upper and lower dental arches must be made. Missing
teeth must also be accounted for, including those lost postmortem (e.g., fallen out
of their sockets, especially if single-rooted) or antemortem (i.e., represented by
alveolar resorption at the former site).

Often, when several teeth are lost antemortem, a prosthetic replacement is made.
When all teeth are lost, complete dentures are usually made for the individual. If these
are not found with the skull/mandible, the arches will be edentulous, so that one
may assume that dentures were worn but not recovered. If the upper or lower arch
in an adult individual shows no permanent third molar, there are three possibilities:
(1) lost antemortem, which alveolar resorption will demonstrate, (2) impacted, for
which an x-ray will be needed, or (3) not developed.

The anthropologist can also report on the presence and location of dental fillings.
Of course, the forensic odontologist will be the real authority on how the teeth were
filled and can use these fillings and dental procedures to make a personal identifi-
cation. He/she can analyze not only the substance (usually with an amalgam) used
for filling but also the technique of filling, quality of the work, preparation of the
cavity, and whether the work is specific to a country.

The odontologist is the final authority on individuality, for he/she can compare
observed data on the teeth with the dental record of the presumed individual. On
this subject, there are a number of good sources for further information (Gustafson
1966; Luntz 1973; Gladfelter 1975; Sopher 1976; Siegel & Sperber 1980; Cottone &
Standish 1982; Clement 1998; Clement 2009).

In this chapter an overview of dental anatomy and nomenclature will be given.
This will be followed by discussions on how the dentition can be used to estimate
age in both juveniles and adults. A summary of the use of teeth in assessment of
sex and ancestry is provided, and lastly dental pathology is briefly addressed.
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B. DENTAL ANATOMY

To better understand the dental aspects of forensic anthropology, the forensic scientist
should have a thorough knowledge of dental anatomy and variation. General
anatomy of a tooth is relatively simple to understand. Each tooth, whether deciduous
or permanent, is composed of a crown, neck and root (Fig. 7.1). The crown is the
portion covered by enamel, with the part seen above the gum level known as the
clinical crown. The neck is the constriction between the crown and root. The part
which articulates with the alveolus is the root. This articulation is made by means
of the periodontal membrane or ligament, a vascular fibrous tissue. From inside to
outside, a tooth root consists of a pulp cavity, dentin, and cementum. The innermost
part is the pulp chamber which receives blood vessels and neurological support
through the opening of the root. The pulp cavity narrows towards the apex of the
tooth root to form the root canal, which opens at the apex as the apical foramen.

In the case of the crown, enamel covers the dentin and is the hardest tissue in
the tooth. It is the crown that contains cusps and tubercles. As a result of the attrition
of enamel, a new form of dentin, called the secondary dentin, may be formed on the
new occlusal surface. With advancing age, secondary dentin is also deposited in the

Figure 7.1. Anatomy of a
tooth and its surrounding
tissue.



pulp chamber which then becomes smaller. The number of roots varies from one to
three. The incisors and canines usually have a single root; premolars, one to two
roots; and molars, two to three roots. Maxillary posterior teeth usually have one
more root than their counterparts in the mandible.

Identification of an isolated individual tooth is a difficult problem. It requires
experience and understanding of variation in root and crown morphology. Details
of the anatomy of each tooth type, both deciduous and permanent, are given in
Appendix B. Information on how to side a tooth or determine its number (e.g., a
first or second premolar) is provided. 

C. NOMENCLATURE

Humans are diphyodont, meaning that we have two sets of teeth—first a deciduous
set, which is later replaced by the permanent teeth. We are also heterodont, implying
that we have different kinds of teeth (incisors, canines, premolars and molars).
Incisors and canines are usually referred to as anterior teeth, whereas premolars
and molars are commonly denoted as posterior teeth. Scott (2008) and several
other authors provide more details on various terms used to describe the dentition.

In reporting on the dental details, forensic anthropologists use an objective
system for recording both the deciduous and permanent teeth, usually by quadrant.
There are 20 deciduous teeth and 32 permanent teeth. Lowercase lettering designates
deciduous teeth and uppercase lettering, permanent teeth. These designations are,
of course, applicable to upper and lower dental arches as well as left and right sides.
For example, i2 is a deciduous lateral incisor and I2 is a permanent lateral incisor.
Clark and Dykes (1998) describe this as the “anthropological notation” of teeth.

These may be shown as follows:

Deciduous Permanent
Central incisor (il) Central incisor (II)
Lateral incisor (i2) Lateral incisor (I2)
Canine (c) Canine (C)
First molar (ml) First premolar (Pml)
Second molar (m2) Second premolar (Pm2)

First molar (MI)
Second molar (M2)
Third molar (M3)

It should be noted that the deciduous molars are succeeded by premolars and
that the permanent molars have no predecessors. A check off form like this is used
to record deciduous dentition:

m2  ml  c  i2  i1    i1  i2  C  ml  m2  upper
m2  ml  c  i2  i1    i1  i2  C  ml  m2  lower

Permanent teeth are similarly aligned:

M3 M2 M1 Pm2 Pm1 C 12 I1 I1 I2 C Pm2 Pm1 M1 M2 M3 upper
M3 M2 M1 Pm2 Pm1 C 12 I1 I1 I2 C Pm1 Pm2 M1 M2 M3 lower
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It must be emphasized that the above designation for human dentition is used
more by anthropologists than by forensic dentists. The most popular coding for
permanent dentition used by dentists is the consecutive numbering of each tooth
as follows, known as the “universal notation” (Clark & Dykes 1998):

Right Left
1   2   3   4    5    6  7 8 9  10 11 12   13  14   15   16
M3 M2 M1 Pm2 Pm1 C 12 11  11 12 C Pm1 Pm2 M1 M2 M3 upper
M3 M2 M1 Pm2 Pm1 C 12 11  11 12 C Pm1 Pm2 M1 M2 M3 lower
32  31  30  29   28   27 26 25  24 23 22 21   20   19  18 17

The numbering starts from right at the maxillary right third molar (#1) and con-
tinues to the left in a clockwise circular manner and terminates with the mandibular
right third molar (#32) (Gladfelter 1975).

For deciduous teeth, the following letter system is used:

A   B   C  D   E    F   G  H   I    J
m2  m1  c  i2  i1    i1  i2  c  m1  m2  upper
m2  m1  c  i2  i1    i1  i2  c  m1  m2  lower

T   S   R  Q   P    O   N  M  L    K

Another tooth designation system has been proposed by the Federation Den-
taire Internationale (FDI) (Taylor 1978; Clark & Dykes 1998). This is a two-digit
system in which a tooth is identified by adding a specific quadrant number before
the tooth number. The quadrants for permanent and deciduous teeth, respectively,
are as follows:

Right Left Right Left
upper 1 2 5 6
lower 4 3 8 7

Permanent Deciduous

Based upon this FDI quadrant system, the following designation is made for the
permanent and deciduous dentition respectively:

Permanent
Upper Right Upper Left

18 17 16 15 14 13 12 11    21 22 23 24 25 26 27 28
48 47 46 45 44 43 42 41    31 32 33 34 35 36 37 38

Lower Right Lower Left

Deciduous
Upper Right Upper Left

55 54 53 52 51    61 62 63 64 65
85 84 83 82 81    71 72 73 74 75

Lower Right Lower Left

Obviously, dentition may be mixed, involving both deciduous and permanent
teeth during age changes, but this can be handled individually.



These check off forms may, for example, indicate teeth lost antemortem or post-
mortem. Antemortem loss is evidenced by alveolar resorption, while a clearly pres-
ent alveolus indicates postmortem loss. The symbols a-m and p-m may be placed at
specific teeth to indicate this.

Single-rooted teeth are most frequently lost postmortem: incisors, canines and
occasionally first premolars (Krogman 1935). This loss could be as high as 50%–75%
of incisors and 33%–50% of canines. Mulitrooted teeth are more firmly anchored
and are therefore more likely to be found in their respective alveoli.

D. ESTIMATION OF AGE: SUB-ADULTS

The study of dental development has been of interest to both physical anthropologists
specializing in growth and forensic scientists. A plethora of studies that outline
tooth mineralization and eruption stages have been published, and summaries of
these can be found in reviews by, for example, Rösing and Kvaal (1998), Willems
(2001), Lewis and Flavel (2006), Beach et al. (2010), Smith (2010) and Willerhausen
et al. (2012). Classic among the early papers are the well-known developmental
sequences by Schour and Massler (1941, 1944), which were modified and adapted
to give rise to the well-known chart published by Ubelaker (1978, 1989) (Fig. 7.2).
This chart is still used by many scientists today, even though it was developed
specifically for analysis of remains of indigenous Americans.

Moorrees et al. (1963) divided dental maturation into 14 stages, although in their
recent paper, AlQahtani et al. (2010) modified these to 13 stages. These stages start
with “initial cusp” formation and then proceed to eventual “apical closure com-
plete.” They are illustrated in Figures 7.3 and 7.4 for single-rooted and mulitrooted
teeth, respectively. These stages are visible on radiographs of the jaws but can also
be assessed on individual loose teeth. Using these developmental stages of various
teeth, Moorrees et al. (1963) provided charts for males and females, with correspon-
ding age ranges. These charts can be found in several publications—for example,
Schaefer et al. (2009, pp. 82-85).

Following on the study by Moorrees et al., Demirjian et al. (1973) and Demirjian
and Goldstein (1976) attempted to simplify these estimations and identified only 8
developmental stages for each tooth, ranging from “A” through to “H.” A graphical
representation of these stages with brief explanations is given in Figure 7.5. They
indicate tooth development from initial crown formation, through to the final stage
where the apex of the tooth root is closed. In order to assess age, Demirjian et al. de-
veloped a system where they used the first 7 teeth of the left lower quadrant (thus
excluding the third molar). A maturity score, based on the level of development,
should be assigned to each of these 7 teeth. These scores are summed to obtain an
overall maturity score, which is then converted into a dental age using the pub-
lished conversion tables (e.g., see Schaefer et al. 2009, pp. 88-90). Separate maturity
score tables for boys and girls are available. The Demirjian method is widely in use
and has since been adapted for a variety of populations, e.g., Belgians (Willems et
al. 2001), Finns (Chaillet et al. 2004), Saudis (Al-Emran 2008), northern Turks
(Tunc & Koyuturk 2008), Romanians (Ogodescu et al. 2011), Australians (Blenkin
& Evans 2010), etc. Where available, these population-specific adaptations should
be used to estimate age. In assessing the accuracy of the international Demirjian’s
method versus that developed for a specific country, Chaillet et al. (2005) studied
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Figure 7.3. Moorrees et al. (1963) stages of formation for the crown, root and apex of single-rooted teeth (modified from Moorrees
et al. 1963, Buikstra & Ubelaker 1994, Schaefer et al. 2009 and Al Qahtani et al. 2010). The additions in parentheses, e.g., (with
defined pulp roof) are modifications added by AlQahtani et al. (2010). *not included in the AlQahtani system. PDL = periodontal
ligament space. 
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Figure 7.4. Moorrees et al. (1963) stages of formation for the crown, root and apex of multirooted teeth (modified from Moorrees
et al. 1963, Buikstra & Ubelaker 1994, Schaefer et al. 2009 and Al Qahtani et al. 2010). The additions in parentheses, e.g., (with
defined pulp roof) are modifications added by AlQahtani et al. (2010). *not included in the AlQahtani system. PDL = periodontal
ligament space. 
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Figure 7.5. Graphic repre-
sentation of the develop-
mental stages of Demirjian
et al. (1973, 1976). Redrawn
from Willems (2001) and
Schaefer et al. (2009). 
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subjects from 8 countries. They found that although the international method pro-
vided good results and is very usable, it is somewhat less accurate than when using
the country-specific standards. Among the groups they studied, they found that
Australians had the fastest dental maturation and Koreans the slowest.

A recent, very useful chart for estimating age was published by AlQahtani et al.
(2010). These authors used a large sample of historic and modern children from
the UK, and compiled the London Atlas of Human Tooth Development. This chart
is shown in Figure 7.6a–b (see pages 270–271), with graphic data ranging from de-
velopment at 30 weeks in utero, to 15.5 years. It also shows 3rd molar development.
The ages in this chart indicate the age at midpoint, but various tables are provided
in the original publication that gives the minimum, median and maximum stage of
development, per tooth, at each age. These should preferably be consulted in order
to give a range for a particular age estimate. Eruption in this system refers to the
emergence of a tooth from the alveolar bone, in contrast to the Ubelaker (1978)
chart where eruption refers to the emergence through the gums. AlQahtani et al.
(2010) advised that allowance should be made for gingival eruption when using
their atlas with oral soft tissues present.

Bolaños et al. (2000) suggested that age estimations are most precise for children
less than 10 years of age, probably because these are the ages where there are more
stages and more teeth to score. In their study, the central maxillary incisors, first
mandibular molars and canines gave the best result in boys, whereas the central
maxillary incisors and first and second molars were best in girls.

The large amount of inter-individual and interpopulation variation must be
emphasized. Age ranges should be given in all cases. These ranges in the timing
of development of various teeth are
shown in Table 7.1 for deciduous
teeth and Table 7.2 for permanent
teeth. These age ranges are summaries
of data provided by Clark and Dykes
(1998), who simplified the dental de-
velopment by using six stages to de-
scribe the formation of deciduous
teeth and four stages for permanent
teeth. More information on tooth
emergence can be found in Hurme
(1948), Haavikko (1970), Liversidge et
al. (1998), Liversidge and Molleson
(2004) and Schaefer et al. (2009).

A metric approach to estimation of
age using the length of developing
teeth was published by Liversidge and
colleagues (1993) and Liversidge and Molleson (1999) (see also Cardoso 2007).
Using this approach, the maximum length of a developing tooth is measured—for
example, from the tip of the cusp to the developing edge of the crown or root in
the midline parallel to the long axis of the tooth. This value is then substituted into a
regression formula and an age obtained. Formulae for both deciduous and permanent
teeth are available and can be found in Schaefer et al. (2009, p. 79). In general, this
method seems to be working well with low SEE’s.

Third molar development is the most variable of all the teeth, but after the com-
plete eruption of the second molars only the assessment of third molars can be

Table 7.1 

Chronology of Development of the Deciduous Teeth

i1 i2 c m1 m2

Calcification
begins

3–5 m 
in utero

4–5 m 
in utero

5–6 m 
in utero

5 m 
in utero

6 m
in utero

Crown complete 4 m 4–5 m 9 m 6 m 10–12 m

Eruption 6–8 m 7–8 m 16–20 m 12–16 m 20–30 m

Root complete 1–2 y 1–2 y 2–3 y 2–2.5 y 3 y

Root resorption
begins

4–5 y 4–5 y 6–7 y 4–5 y 4–5 y

Tooth exfoliated 6–7 y 7–8 y 9–12 y 9–11 y 10–12 y

Source: Modified from Clark and Dykes (1998). 
Note: These data pertain to both the upper and lower teeth, m= months, y = years.



used to estimate age. They are also of extreme importance in age estimation in the
living, as the age around 18 years is important in the classification of an individual
as being legally responsible. Several radiographic studies assessed root development
of these teeth—for example, Mincer et al. (1993) provided data for American
whites. They found that maxillary M3 development was advanced relative to that of
the mandible, and that root formation occurred earlier in males than in females.
They also provided empirical probabilities of an individual being at least 18 years of
age based on the grade of development of this tooth (for Demirjian’s stages D to H,
with H being the terminal grade). A completely developed tooth root (grade H)
suggests that an individual is older than 18 years, and by 25 years all teeth were
completely developed. Due to the variability in the development of this tooth, the
obtained age estimates were quite wide, translating to a span of about 4.8 years (en-
compassing 95% confidence limits, or ± 2 SD).

Willershausen et al. (2001) assessed third molar development in a large sample
of Europeans from diverse ethnic backgrounds and found a standard error of 2–4
years. These authors also found that root development was more advanced in
males. No clear differences could be found between individuals from different
ethnic backgrounds. In their study, only 2.5% of individuals had fully developed
M3’s at age 18, while the corresponding figure at age 21 was 38%. Schatteneberg
(2007) found this last figure to be 62%, indicating that considerable variation exists.

Similar studies on third molar development performed on specific populations
include those for Hispanics (Solari & Abramovitch 2002), Belgians (Gunst et al.
2003), Spanish (Prieto et al. 2005), Swedish (Kullman et al. 1992), Turkish (Orhan et
al. 2007; Sisman et al. 2007), Portuguese (Caldas et al. 2011), Chinese (Zeng et al.
2010; Li et al. 2012), Japanese (Daito et al. 1992; Arany et al. 2004), Australian
(Meinl et al. 2007), Moroccan (Garamendi et al. 2005) and black South Africans
(Olze et al. 2007). 

Fitzgerald and Rose (2008) provide a detailed discussion on sub-adult age assess-
ment from the microstructural growth markers in teeth as alternative techniques,
but these will not be discussed here.
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Table 7.2

Chronology of Development of the Permanent Teeth

I1 I2 C PM1 PM2 M1 M2 M3

Maxillary

Calcification begins 3–4 m 10–12 m 4–5 m 1–1.75 y 2–2.25 y Birth 2–5.3 y 7–9 y

Crown complete 4–5 y 4–5 y 6–7 y 5–6 y 6–7 y 2–3 y 7–8 y 12–16 y

Eruption 7-8 y 8–9 y 11–12 y 10–11 y 10–12 y 6–7 y 12–13 y 17–21 y

Root complete 10 y 11 y 13–15 y 12–13 y 12–14 y 9–10 y 14–16 y 18–25 y

Mandibular

Calcification begins 3–4 m 3–4 m 4–5 m 1–2 y 2–2.25 y Birth 2–5.3 y 8–10 y

Crown complete 4–5 y 4–5 y 6–7 y 5–6 y 6–7 y 2–3 y 7–8 y 12–16 y

Eruption 6–7 y 7–8 y 9–10 y 10–12 y 11–12 y 6–7 y 11–13 y 17–21 y

Root complete 9 y 10 y 12–14 y 12–13 y 13–14 y 9–10 y 14–15 y 18–25 y

Source: Modified from Clark and Dykes (1998). 
Note: Timing for upper and lower teeth is given separately, m = months; y = years.
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Figure 7.6a-b. The London Atlas of Human Tooth Development and Eruption. The arrow represents the starting point, and the
horizontal lines the alveolar bone level. From AlQahtani et al. (2010). Redrawn and published with permission of the author.  

a
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E. ESTIMATION OF AGE: ADULTS

Even after the development of the teeth has been completed, a number of possibilities
still exist to use teeth to assess age. Most of these methods are destructive in nature.
The first anthropological attempt at using teeth for age estimations was primarily
based on the assessment of tooth attrition. While a number of studies have been
done in this regard, Brothwell’s (1981) and Lovejoy’s (1985) attempts should be
noted. Attempts were also made to develop a method that can be used on a diverse
population (Murphy 1959; Butler 1972; Tomenchuk & Mayhall 1979). It was ob-
served and claimed by many investigators that cultural, dietary, pathological and
traumatic factors affect the wear pattern differentially (e.g., Pederson 1949; Molnar
1971). Thus, these factors impacting on attrition rate make the development of an
age estimation standard very difficult. In addition, modern diets do not lead to
much dental wear and therefore these methods are better suited to archaeological
specimens. Prince et al. (2008) used a Bayesian approach to estimate age at death
from dental attrition in a modern sample from the Balkans. Transition analysis was
used to generate mean ages of transition from one wear phase to the next. However,
they found that these wear stages were highly variable and could only be used to
classify individuals into broad age cohorts. Dental wear may therefore be of use in
archaeological populations, but is of limited use in a forensic context.

A number of excellent overviews of methods to be used, with advantages and
disadvantages of each, can be found in publications such as Clement (1998), Rösing
and Kvaal (1998), and Ritz-Timme et al. (2000).

1. Gustafson and Related Methods

Important contributions towards age estimation from anterior teeth were made by
Gustafson (1950). In his pioneering work on a sample of 37 teeth from northern
Europeans (11–69 years), Gustafson used six criteria. Gustafson also added the
closing of the orifice of the root as an additional factor to observe. However, he
found this factor more influential in badly maintained teeth.

Following this analysis, he developed a ranking scale (0–3) for each of these six
criteria. Figure 7.7 shows the scale to be used in estimation. Each scale is described
as follows (Gustafson 1950, pp. 48–49):

1. Attrition: wearing down of the incisal or occlusal surface. The scale is as follows:
P0 - no attrition
Al - attrition within enamel
A2 - attrition reaching dentin
A3 - attrition reaching pulp

2. Periodontosis: loosening or continuous eruption of the tooth. The scale is as
follows:
P0 - no periodontosis
P1 - periodontosis just begun
P2 - periodontosis along first one-third of root
P3 - periodontosis has passed away two-thirds of root

3. Secondary dentin: development of dentin in the pulp cavity. The scale is as
follows:
S0 - no secondary dentin
S1 - secondary dentin has begun to form in the upper part of the pulp cavity



S2 - pulp cavity half filled
S3 - attrition reaching pulp

4. Cementum apposition: deposition of cementum at the root. The scale is as
follows:
C0 - no normal layer of cementum laid down
C1 - apposition a little greater than normal
C2 - great layer of cementum
C3 - heavy layer of cementum

5. Root resorption. The scale is as follows:
R0 - no root resorption visible
R1 - root resorption only on small isolated spots
R2 - greater loss of substance
R3 - great areas of both cementum and dentin affected

6. Transparency of the root. The scale is as follows:
T0 - no detectable transparency
T1 - transparency is noticeable
T2 - transparency over apical third of root 
T3 - transparency over apical two-thirds of root

Based on these criteria, age estimation can be made by evaluating a cross-section
of a tooth and totaling the score. The following formula describes the procedure:

Total scale points = An + Pn + Sn + Cn + Rn + Tn

The total score obtained from this formula is applied to a regression formula:

Estimated age (years) = 11.43 + 4.56 ¥ (total points), SE = 3.63

This study assumes that sex and ancestry do not affect the result. Gustafson
suggested that badly maintained teeth may appear older than their chronological
age and thus some adjustment in the final age should be made.
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Figure 7.7. Estimation of age from anterior teeth. Subscripts refer to values for the assessment of age changes
in (A) attrition, (S) secondary dentine, (P) periodontosis, (C) cememtnum, (R) root resorption and (T) root trans-
parency (after Gustafson 1950).
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The original Gustafson study was criticized due to its small sample size, subjective
scoring as well as poor statistics and replicability. It has since been tested and
modified by a number of researchers in modern and historic populations (e.g.,
Johnson 1968; Bang & Ramm 1970; Johanson 1971; Vlcek & Mrklas 1975; Burns
& Maples 1976; Maples 1978; Maples & Rice 1979; Tomenchuk & Mayhall, 1979;
Metzger et al. 1980; Costa 1986; Solheim 1988; Molleson, 1989; Nkhumeleni et al.
1989; Richards & Miller 1990; Solheim 1990; Drusini 1991; Drusini et al. 1991;
Whittaker 1992; Lamendin et al. 1992; Kvaal et al. 1994a–b; Kvaal et al. 1995; Hillson
1996; Philippas & Applebaum 1966; Sengupta et al. 1998, 1999; Foti et al. 2003). 

Bang and Ramm (1970) simplified Gustafson’s method by quantifying root
transparency and using it as the sole criterion. They also used a larger sample
and measured the length of the transparency in roots from intact, longitudinally
sectioned specimens 400 µm thick. If the line separating the transparent area from
the opaque area was not horizontal, the mean length was calculated. Three sets of
regression formulae were developed using first- and second-degree polynomes
and a combination of two lengths. They found that 58% of the test sample was
estimated within a mean standard deviation range of 4.2–4.7 years, and 79% within
9.2–10.5 years. As might have been expected, older individuals were underesti-
mated. No difference between the sexes was detected in the degree of transparency.
Root transparency as an age indicator has since been the focus of various studies
(e.g., Vasiliadis et al. 1983; Bang 1989; Lorentsen & Solheim 1989; Drusini et al.
1991; Thomas et al. 1994; Whittaker & Bakri 1996; Sengupta et al. 1999). 

Most research using Gustafson or revised methods reported a standard error
ranging from 7.9–11.46 years. In general, root translucency showed in most types of
teeth the closest correlation to age. 

2. Lamendin 

The technique published by Lamendin et al. (1992), based on that of Gustafson, has
become popular during recent years as it is not necessary to section a tooth to use
this method. Two dental features—namely, root transparency (RT) and periodon-
tosis (P)—are assessed in single-rooted teeth (incisors, canines and premolars).
Both these variables are measured and expressed as an index value by relating these
measurements to a fixed tooth measurement (root height or RH). Using multiple
regression, the following formula applies: 

A (age) = (0.18 ¥ P) + (0.42 ¥ RT) + 25.53

where P = periodontosis height ¥ 100/root height, RT = root transparency ¥ 100/
root height. 

This regression formula was said to be suitable for both sexes and all single-
rooted teeth. The value of 25.53 (the constant) is reported to be the age at which
root transparency usually appears. Lamendin et al. found that the mean error
between the actual and estimated age was ± 10 years for their working sample and
± 8.4 years for their control sample. However, they did report large errors for some
individuals, especially those under 40 and over 80 years of age. 

Testing of the method or modifications thereof could mostly not demonstrate
the same success rates (e.g., Foti et al. 2001; Prince & Ubelaker 2002; Martrille et al.
2007; González-Colmenares et al. 2007; Meinl et al. 2008). In general, the method
was found to be more accurate in the middle to older age groups, and root trans-
parency had a better correlation with age than periodontal recession. As with most



age estimation techniques, the age of older individuals tends to be underestimated
and that of younger individuals overestimated (Matrille et al. 2007). Canines gave
the best result in the Sarajlić et al. (2006) study. Some authors found that the results
were better if population and sex-specific formulae were used (e.g., Prince & Ube-
laker 2002; González-Colmenarez et al. 2007). Postmortem factors may also influ-
ence the results (Megyesi et al. 2006). 

Meinl et al. (2008) compared the accuracy, precision and bias of two macro-
scopic and one histological age-at-death dental estimation techniques—Lamendin
et al. (1992), Bang and Ramm (1970) and tooth cementum annulations (TCA).
They found that, overall, TCA gave the best results. The Lamendin et al. method
was more precise in the young and the old age groups, with TCA most precise in
the middle age group. 

3. Other Techniques

Several other techniques of estimating age from teeth in adults have been proposed.
Boyuan et al. (1983) investigated the relationship between maxillary molar pulp
cavity, dentin size and age. With advancing age, secondary dentin is deposited in the
pulp space which then becomes relatively smaller in relation to the rest of the tooth.
Using the maxillary first permanent molars of 97 southern Chinese, these authors
thin-sectioned each tooth to about 0.5 mm thickness through the central part of
the buccolingual sides and measured the height and width of the pulp chamber and
the dentin of the section. All measurements were taken with a micrometer through
a microscope. They then created a pulp-dentin index as follows:

Pulp-dentin Index = Height + Width of Pulp Chamber
¥ 100Height + Width of Dentin

They observed that there was a negative correlation between the index and age and
developed the following regression formula:

Y (age = –1.01 ¥ (Pulp-dentin Index) + 82.82 6

More recent research on the pulp/tooth ratio as a method to estimate age has also
reported good results, and the advantage of this method is that it can be assessed on
radiographs or even visualized in three dimensions (see Kvaal et al. 1994b;
Cameriere et al. 2004, 2007; Someda et al. 2009; Star et al. 2011).

Incremental lines found in the root cementum of human teeth can be used as an
age marker (TCA), although some differences in opinion exist as to their reliability.
These cementum annulations are formed throughout life and are believed to be
age-dependent (Stott et al. 1982). When transverse root slices are cut and viewed
under a light microscope, cementum bands appear as thin alternating dark and
light lines in the form of concentric circles. Counting these lines may yield the
true chronological age, without it being influenced by the maturation state of the
individual (Renz & Radlanski 2006). Also, no statistical differences have been found
between cementum annulations of different teeth within the same individual and
so all tooth types should be equally usable (Wedel 2007). The main difficulty with
this method is in preparation of the tooth and accurate visualization and counting
of the annulations.

Some authors excluded molars because they posed difficulty in sectioning and
the multiple root systems caused some distortion when viewing the annulations
microscopically (Maat et al. 2006; Kasetty et al. 2010). Other authors preferred
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single-rooted teeth (Renz & Radlanski 2006). It is also important to use the middle
third of the root because there is a higher risk of cementum resorption by odonto-
clasts near the gingival junction resulting from periodontitis and also of cementum
erosion due to neck caries and brushing.

Hypercementosis, a huge overproduction of cement, may influence the accuracy
of this method. The cause of hypercementosis is unknown but it has been docu-
mented in people with Paget’s disease. In hypercementosis, the correlation between
number of cement layers and years elapsed since root formation is disturbed.
There is also a greater risk of hypercementosis and remodelling activity at the
apical end of the root, especially in the elderly (Maat et al. 2006). Kagerer and
Grupe (2001) found the convex sides of the root better suited for visualization of
incremental lines. As the cementum would naturally follow the conical shape of
the root during deposition, sections parallel to the root axis would result in
oblique lines and a slight superimposition of the lines would be inevitable. Some
authors suggested the use of thinner sections to try and eliminate superimposi-
tion. However, lines present in 80–100 µm thick sections were found to disappear
in 1-2 µm sections. This disappearance of lines in thin sections is related to the
density of mineralization causing the alternate band formation in the first place
(Renz & Radlanski 2006). To solve this problem of superimposition, Maat et
al. (2006) suggested making transverse sections perpendicular to the surface of
the root.

Different success rates have been reported with this method. Some studies have
found tooth cementum annulations very good in determining age of an individual
(Jankauskas et al. 2001; Maat et al. 2006; Renz & Radlanski 2006; Wedel 2007;
Kasetty et al. 2010), while others found it less usable (Roksandic et al. 2009). These
opposing views can mostly be related to different methods of preparation and eval-
uation. As no standard protocol for examining tooth cementum annulations exists,
different methods of preparing specimens could result in varying success rates and
difficulty comparing results. Differences in methods include cross-sections vs.
longitudinal sectioning, number and thickness of sections analyzed per tooth, use
of fixation media, and, most importantly, mineralized compared to demineralised
sections (Kagerer & Grupe 2001; Renz & Radlanski 2006). These TCA’s are difficult
to visualize clearly and they do not always appear as distinct lines. Some lines are
incompletely separated, lines may vary in thickness, different planes of lines are
sometimes confused with each other, and the cement-dentine junction cannot
always be distinguished (Maat et al. 2006). TCA can also be influenced by pathological
conditions of the oral cavity. Apart from pathological changes, resorption of the
cemental surface also poses the problem of reducing the thickness of the cementum
(Kasetty et al. 2010). 

Anthropologists are often reluctant to use TCA, as it is perceived as cumbersome
due to the difficulties with hard tissue preparation. Difficulties in observing the
annulations without training, as well as distinguishing between different sets of
annulations, is also problematic (Maat et al. 2006; Wedel 2007; Cunha et al. 2009).
Although seemingly successful at determining age at death even if not a frequently
used method, the method is best used in adults by experienced individuals. It is
worth mentioning that Wittwer-Backofen et al. (2004) reported success with
microstructural incremental line analysis for sub-adults, using the dentine and
enamel of the tooth. It is consensus among most authors that TCA should be used
in conjunction with conventional macroscopic and microscopic methods of aging
(Jankauskas et al. 2001).



F. DETERMINATION OF SEX

Sexual dimorphism in the dentition is extremely variable. As a rule, female teeth
are a bit smaller, most notably in the diameters of the permanent molars and the
canines. However, sex determination by the teeth alone is risky and not recom-
mended without support from other parts of the skeleton (e.g., Kieser & Groeneveld
1989). If there are other skeletal remains that can be used, then the teeth should
only corroborate rather than diagnose. Tooth dimensions can also be helpful in
sub-adults where assessment of sex is difficult (Rösing et al. 2007). 

Sexual dimorphism in tooth size has been the subject of many studies (e.g. Garn
et al. 1966, 1967, 1977; Black 1978; Jacobson 1982; Kieser 1990; Hillson 1996;
Otuyemi & Noar 1996; Yuen et al. 1997; Işcan & Kedici 2004; Kaushal et al. 2003;
Ates et al. 2006; Vodanović et al. 2007; Acharya & Mainali 2008, 2009; Prabhu &
Acharya 2009; Hemanth et al. 2008). Both the deciduous and permanent dentitions
show statistically significant sex differences, albeit small. Permanent canines have a
3%–9% difference in size (Kieser 1990) and the rest of the teeth about 2%–4%. Scott
and Turner (1997) reported male teeth to be about 2%–6% larger than those of
females, but it is clear that this difference is most obvious in the canines (e.g.,
Hemanth et al. 2008; Suazo et al. 2008; Pettenati-Soubayroux et al. 2002). In primary
dentition the canine and first molar are most dimorphic (Harris & Lease 2005). 

Most studies use the following two standard dental dimensions (Kieser 1990):

• Mesiodistal (MD) crown diameter: the distance between two parallel lines
perpendicular to the mesiodistal axial plane of the tooth. It is recorded tan-
gentially to the most mesial and most distal points of the crown along a line
parallel to the occlusal plane. In cases where the tooth is rotated or displaced,
the end points of the caliper must be positioned where the contact should
have been. For the canines, the end points are placed at the crest of curvature
on the mesial and distal surfaces 

• Buccolingual (BL) crown diameter: This measurement is defined as the greatest
distance between the buccal/labial and lingual surfaces of the crown. There-
fore, it is taken with the caliper held parallel to the mesiodistal axial plane of
the tooth and tangential to the buccal and lingual surfaces. For canines the
end points are located on the cervical third of the crown (maximum diameter).
Some authors use the term “labiolingual” for the anterior teeth.

Measurements of teeth can be difficult to take reliably and may require some
practice. It is also advisable that all measurements should be repeated a number of
times in order to ascertain that they were accurately recorded. In earlier studies
the MD, BL and other measurements were used to create indices to differentiate
between the sexes (e.g., Rao et al. 1989). However, discriminant function analysis
has now become the method of choice. Discriminant function analysis using tooth
size can correctly differentiate between the sexes in 58%-94% of cases, depending
on the publication consulted. It must be taken into account that male and female
odontometric features differ among and within populations. Therefore, population-
specific discriminant functions are needed.

Although a large number of studies for several populations have been published,
the study by Ateş and associates (2006) on a contemporary Turkish sample is
shown in Table 7.3 as an example. Accuracies in this study ranged between 67%
and 80%. These authors also compared the tooth sizes of Turks to those of Swedish,
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Jordanian and South African populations (Table 7.4). This illustrates the fact that
there may be considerable variation in tooth sizes between populations and that
data from one group may not necessarily be applicable to another. Where available,
population-specific discriminant functions should thus be used.

G. ASSESSMENT OF ANCESTRY

Tooth size and shape as well as morphological characteristics have been used to
assess the ancestry of individuals, although they are of limited use and should be
used with caution. Populations may show differences with regard to tooth size and
also the shape of the tooth as reflected by the crown index (BL/MD ¥ 100) (e.g.,
Harris & Rathbun 1991; Hanihara & Ishida 2005; Foster & Harris 2009). However,
much overlap exists, and Kieser and Groeneveld (1989) reported that even though
they were able to get accuracies in the high 60% and 70% range when classifying in-
dividuals into specific sex-race groups, only a low proportion of individuals could
be allocated with a high degree of confidence. 

It has been noted, for example, that Sub-Saharan Africans are unique as far as
their dentition is concerned, as they have mass-additive crown and root traits (Irish
1998) and therefore have large teeth relative to people of European origin (Jacobson
1982; Foster 2009). Sub-Saharan Africans tend to have very broad crowns (in the
bucco-lingual dimension) specifically in the anterior teeth (Harris & Rathbun
1991). Foster and Harris (2009) reported moderate levels of success in using tooth
dimensions to determine ancestry (American black or white) and found that
specifically the upper canine was the most predictive in this regard. In their analysis,
they used the crown index and found that American blacks, in general, had broader
crowns in anterior teeth (higher crown indices) than American whites. Similarly,
Oosthuizen and Steyn (2009) found average accuracies of between 49.5% and 76.9%
when using canine dimensions and inter-canine distance to distinguish between
white and black South Africans. They found that maxillary teeth in females (76.9%)

Table 7.3

Discriminant Function Analysis for Estimation of Sex from Crown Diameters in
Turkish Dentition

Functions Dentition Raw coeff Sectioning point % Correct

F1 Maxillary C BL Female < 8.26 < Male 77.00

F2 Mandibular C BL
I2 BL
Constant

–0.936032299
2.206239823
–11.03614652

-0.01493 80.00

F3 Maxillary MDs C MD Female < 7.69 < Male 67.00

F4 Mandibular MDs C MD
I2 MD
Constant

–1.67710985
2.914526045
–9.920718415

–0.01124 68.00

F5 Maxillary BL C BL Female < 8.26 < Male 77.00

F6 Mandibular BL C BL
I2 BL
Constant

–0.936032299
2.206239823
–1.03614652

–0.01493 80.00

Note: Modified from Ates et al. (2006).
Key: C= canine, I2 = lateral incisor, BL = buccolingual, MD = mesiodistal.



and mandibular teeth in males (76.0%) may be useful to determine ancestry in
unknown remains. 

Hanihara (1967) measured and observed deciduous teeth to assess population
differences among Japanese, American whites and blacks, Pima Indians, and Eskimos.
These dental characteristics observed are listed in Table 7.5. Dental crown features
were grouped as “racial” and “non-racial.” The features found to be not specific of a
specific population or region included well-developed hypocone formation in the
second molar and double fold in the canine of the maxilla. Table 7.5 shows some of
the features more commonly associated with a specific population or region.
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Table 7.4

Comparison of Dental Dimensions of a Turkish Sample With Jordanians, South Africans (White) and Swedes

Variables Turkish Jordanian South African Swedish T-test Differences between
Turks and

N Mean SD N Mean SD N Mean SD N Mean SD Jordanians South
Africans

Swedish

Maxilla Males

11
12
C
PI
P2
Ml
M2

52
52
52
51
51
51
52

8.59
6.79
7.94
6.99
6.73

10.31
10.11

0.55
0.53
0.49
0.49
0.64
0.53
0.72

84
80
81
78
76
79

8.89
6.86
7.92
7.20
6.94

10.54

0.67
0.59
0.62
0.47
0.46
0.53

57
55
55
54
55
54
55

8.94
7.08
8.43
7.53
7.49

11.22
10.71

0.70
0.54
0.59
0.51
0.63
0.65
0.67

29
29
29
14
29
29
29

8.88
6.98
8.26
6.87
6.73

11.00
10.4

0.68
0.50
0.49
0.31
0.52
0.63
0.65

2.71
0.69
0.19
2.44c

2.15c

2.41c

2.88b

2.80b

4.65c

5.52c

6.16c

7.83c

4.46c

2.09a"

1.58
2.8Ib

0.87

5.22c'

1.80

Females

11
12
C
PI
P2
MI
M2

48
48
48
45
48
47
48

8.44
6.56
7.53
6.86
6.58

10.10
9.92

0.54
0.65
0.41
0.39
0.45
0.64
0.57

109
104
102
105
101
109

8.61
6.67
7.57
7.04
6.79

10.21

0.53
0.56
0.52
0.44
0.45
0.58

66
66
66
61
66
66
47

8.40
6.56
7.74
7.24
7.04

10.74
10.00

0.66
0.57
0.42
0.45
0.41
0.50
0.49

29
29
29
11
28
29
29

8.48
6.65
7.61
6.76
6.65

10.58
9.94

0.60
0.55
0.48
0.39
0.53
0.72
0.61

1.84
1.07
0.47
2.37a

2.91b

1.05

0.34

2.66b

4.54c

5.67c

5.96c

0.73

0.30
0.62
0.78
0.76
0.61
3.03b

0.14

Mandible Males

11
12
C
PI
P2
Ml
M2

52
52
52
51
51
50
52

5.40
5.92
7.01
7.06
7.17

11.07
10.56

0.35
0.43
0.50
0.52
0.51
0.68
0.80

81
79
80
79
75
82

5.60
6.29
7.10
7.34
7.51

11.34

0.30
0.46
0.56
0.52
0.39
0.62

55
55
55
54
52
55
37

5.54
6.20
7.34
7.68
7.81

11.56
10.80

0.32
0.43
0.48
0.50
0.51
0.58
0.62

28
29
29
18
29
29
29

5.48
6.09
7.19
7.12
7.36

11.13
10.52

0.43
0.39
0.52
0.38
0.53
0.63
0.76

3.51'

4.62c

0.94
2.99b

4.23c

2.34a

2.61c

3.37c

3.48c

6.22c

6.37c

3.99c

1.52

0.90
1.76
1.53
0.45
1.58
0.39
0.22

Females

11
12
C
PI
P2
Ml
M2

48
48
48
46
48
48
48

5.34
5.91
6.63
6.95
7.03

10.83
10.42

0.34
0.38
0.38
0.39
0.44
0.62
0.70

106
105
107
104

99
101

5.55
6.05
6.70
7.03
7.23

10.9

0.45
0.40
0.44
0.42
0.56
0.69

65
65
65
62
60
65
52

5.33
6.01
6.79
7.30
7.38

10.88
10.20

0.37
0.46
0.36
0.53
0.44
0.55
0.59

28
29
28
22
27
29
29

5.32
5.90
6.56
6.98
6.92

10.8
10.22

0.48
0.41
0.39
0.47
0.38
0.60
0.57

2.88b

2.04a

0.95
1.10
2.17a

0.60

0.15
1.23
2.28"

3.78c

4.10c

0.45
1.70

0.21
0.11
0.77
0.28
1.90
0.21
1.30

*p <0.05; p < .01; `p < .001.
Note: From Ates et al. (2006).
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Shovel-shaped incisors, among others, more commonly occur in “Mongoloids”. The
major characteristics in the European-descent group were the high frequency of
Carabelli's cusp and large value (average 106.3) of canine breadth index (100 ¥
mesiodistal diameter of upper canine/mesiodistal diameter of upper central incisor).

In the adult, most of these features hold true. A detailed summary of dental
morphological variation in various populations was made by Lasker and Lee (1957)
and are summarized here. In the maxilla, the frequency of well-developed, shovel-
shaped upper central incisors is as high as 85% in Chinese with low frequency in
whites and blacks. In “Mongoloids,” incisors have shorter roots, are congenitally
missing more often and have more occlusal enamel pearls in premolars than in
other populations. In the same group, molar roots are more frequently fused, less
splayed, and shorter. Carabelli's cusp occurring on the mesiolingual aspect of the
first molar is as high as 37% present in whites, few in blacks, and almost absent in
Eskimos. Enlargement of pulp cavity with fused roots or taurodontism is rarer in
people from European descent. In “Mongoloids,” when present, they may look like
an hourglass or pyramidal. In general, the depth of the cavity is the most important
aspect in the recognition of the condition.

In the mandible, the first permanent molar is often, but not always, five-cusped
with a Y-shaped intercusped groove in African groups. A paramolar tubercle or
protostylid on the mesiobuccal surface of the molars is found more often in Eskimos
and Africans than in whites. Tooth crowns are more bulbous and tapering toward
the neck in people from Asian descent. Enamel extensions are more common and
roots are shorter, straighter and less splayed in people from European origin. In
individuals of Asian origin, there is, frequently (8%), an extra distolingual root on
the first or third molars but rarely in others. Mandibular taurodontism is found in
all groups, but the hourglass and pyramidal types are more frequent in people of
Asian origin.

Table 7.5

Race Determination from Deciduous Dental Crown Characteristicsa

Racial Complexes
and Crown
Characteristics

Frequency (%)

Japanese Pima Eskimo
American
Whites

American
Blacks

Mongoloid Complex

Shovel shape (upper i1)
Shovel shape (upper i2)
Deflecting wrinkle (lower m2)
Protostylid (lower m2
Seventh cusp (upper m2)
Metaconule (upper m2))

76.6
93.3
55.6
44.7
73.1
41.8

61.6
64.3
84.3
89.0
72.9
47.0

50.0
60.0
67.9
67.3
81.8
29.1

0.0
0.0

13.0
14.4
41.8

3.5

10.0
15.0
19.1
17.0
46.8

9.5

Caucasoid Complex

Carabelli’s cusp (upper m2)
Canine breadth index (upper c)

11.9
101.5

0.0
103.3

0.0
100.3

35.1
106.3

11.8b

107.8

Nonracial

Well-developed hypocone (upper m2)
Double fold (upper canine)

70.1
9.0

82.4
9.8

74.5
4.8

73.7
4.2

90.2
6.4

aModified from Hanihara, '67, Table 2.
bThis figure is too high. There may be a race mixture.



Neither the root number nor the con-
genital absence of third molars seems to
be linked to a specific group. Yet, fourth
molars are more often observed in
African !Kung San and Africans than
others. Molars decrease in size from the
first to the third, but this occurs in all
groups.

As with many biological traits, most
of the dental features mentioned above
show a degree of development or grada-
tion such that there is no clear-cut differ-
ence between the presence and absence of
a characteristic. Odontological variation
can therefore be an effective tool to study
the variation pattern among modern
human populations on a larger, world-
wide scale (Hanihara & Ishida 2005) but
have limited use in single forensic cases.

H. DENTAL PATHOLOGY

Dental health gives excellent clues for
identification. Well-maintained teeth and
many dental restorations usually indicate
a person with a high dental IQ and can be
expected to be found in people of higher
socioeconomic status. The opposite is true
in cases with advanced dental disease but
limited or no dental work. Any signs of
disease, dental restorations, antemortem
tooth loss, etc., should be carefully re -
corded. Figure 7.8 shows some of the most
common dental findings. These were
recorded from an elderly population who
lived and died in the twentieth century.

Dental restorations and modifications
are often used for individual identification.
These, in conjunction with antemortem
records of the particular individual, is the
most commonly used method in espe-
cially the developed world to personally
identify an individual and is usually per-
formed by qualified forensic odontolo-
gists. Requirements for a legally accepted
personal identification falls outside the
scope of this book. For more informa-
tion on this topic, see Clement (1998).
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Case Study 7.1

The Lady with the Golden Teeth

On 11 June 2002, the partially decomposed remains of an in-
dividual were found in the open field in the Northwest

Province of South Africa. At
the time it was suggested
that this case may have
been associated with a
series of murders of pros-
titutes in the area. The re-
mains were partially burned,
and the burn patterns sug-
gested that the victim may
have been in a supine posi-
tion on her stomach when
a veldt fire occurred.

The remains comprised
of a near complete adult
skeleton. Skeletal analysis
revealed that the remains
were those of a young
female individual, who had
most probably been be-
tween 25 and 35 years old

when she died. She was of African descent and was only
about 155 cm tall. No signs of ante- or perimortem trauma
could be found.

Unusual dental modifications of the upper teeth were
present (Case Study Figures 7.1a–b). The right lateral incisor
had a gold inlay on the mesial, distal and incisal surfaces. A
gold star was inserted with composite resin on the right
central incisor. The left central
incisor had a composite filling
on the mesial, distal and incisal
surfaces, and it is possible that
a gold inlay in this area was
replaced with composite. 

Thinking that there could not
be many dentists who do this
kind of work and that these
modifications were very recog-
nizable, a report of this case was
published in the South African
Dental Journal with a plea that
if this patient is recognized it
should be reported. However, to
this day no one had come for-
ward and the victim had not
been identified despite the very
visible adornments. 

EN L’Abbé & H Bernitz

Case Study Figure 7.1a. Case
Study Figure 7.1a. The skull in
anterior view (photo: M Loots).

Case Study Figure 7.1b. The
gold inlays in the upper right
incisors in anterior and pos-
terior view (photo: M Loots).
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I. SUMMARIZING STATEMENTS

• Teeth provide valuable information with regard to estimation of sex, age and
ancestry.

• Estimation of age from the teeth is highly reliable in children. Population dif-
ferences in the eruption sequences are small but need to be taken into account
where applicable reference data exist. 

• Age in adults can be estimated by using a number of techniques. Gustafson's
technique is the best known, and several modifications thereof exist. Most of
these methods are destructive, although the Lamendin method can be used
in unsectioned teeth. While this method seems reliable, considerable training
and experience is necessary.

• With advancing age, the pulp space becomes relatively smaller due to the depo-
sition of secondary dentin. The ratio between pulp volume and the rest of the
tooth is helpful to estimate age in adult individuals.

Figure 7.8a-d. Common dental findings: (a) advanced caries, (b) root caries and periodontal disease, (c) advanced periodontal
disease and calculus, (d) amalgam filling. 

a

c d

b



• TCA (tooth cementum annulation) is also a valuable method for age estima-
tion in adults, but can be technically difficult.

• Dental dimensions have limited use in the determination of sex, but can be
used as a last resort. They can also be helpful in subadult individuals where
the secondary sexual characteristics have not developed yet.

• Dental metric and morphological characteristics have been used to estimate
ancestry but works better on a population rather than individual level.

• Assessment of dental pathology can provide information on the socioeco-
nomic status of an individual.

• Dental restorations are immensely valuable for personal identification if ante-
mortem records of the individual exist.
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A. INTRODUCTION

The presence of antemortem pathology or healed traumatic lesions may be of
use in the personal identification of unknown human remains and can also

provide information on the circumstances surrounding death (Cunha 2006).
Lesions can also attest to the well-being, nutritional status and lifestyle of a specific
individual. Signs of advanced disease may suggest that a person has, in fact, died of
natural causes and may not be of forensic interest, but this would of course depend
on the associated evidence.

For any disease to leave signs on the skeleton, it should have been chronic in
nature or primarily have involved the bone itself. Diseases of such long-standing
nature and severity would imply that a specific individual’s relatives would have
known about it, making them potentially important when it comes to personal
identification. If records of the medical condition, and in particular radiographs,
are available, it may aid in a positive identification. This may be of specific use in
cases where no other means of individual identification exist, e.g., where DNA
extraction was unsuccessful or no dental records could be found. More unusual
pathological conditions will obviously be more helpful than generalized conditions
such as osteoarthritis (Cunha 2006).

Paleopathology texts and atlases, such as those by Steinbock (1976), Ortner and
Putschar (1981), Zimmerman and Kelley (1982), Roberts and Manchester (1995),
Aufderheide and Rodríguez-Martín (1998), Ortner (2003), Mann and Hunt (2005)
and Grauer (2012), provide valuable descriptions and illustrations of various patho-
logical conditions. It should, however, be kept in mind that the expression of some
of the conditions described in paleopathology texts may not be the same in modern
material. The skeletal manifestations of infectious diseases, for example, may have
been altered by the introduction of antibiotics. 

Not all diseases affect bones, and signs of disease, when present, are often non-
specific, making a positive diagnosis difficult. Sometimes only parts of a skeleton
may be present, which also complicates specific diagnosis. Pathological changes and
normal skeletal variations (e.g., Wormian bones) may also mimic trauma, and it
is important that the analyst should have an intimate knowledge of the normal
appearance and pathological changes that can occur in a skeleton. The age, sex, and
ancestry of the individual should preferably be known before an attempt is made to
diagnose a specific condition, as many diseases may be more prevalent in a specific
sex or age group.

Diseases are generally divided into a number of broad categories—for example,
congenital, infectious, traumatic, degenerative, circulatory, metabolic and prolifera-
tive disease. Bony lesions can be found in all these disease categories, but healed
traumatic lesions are probably the most helpful when it comes to making a personal
identification (Steyn & İşcan 2000). Extensive, detailed descriptions of diseases
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affecting bone, from a clinical perspective, can be found in Vigorita (2008). Paleo -
pathology is a very extensive subject, and in this chapter only a number of examples of
diseases in each of the broad disease categories will be discussed. These comprise the
most common pathological changes that are usually encountered in forensic analysis
of skeletal remains. Dental disease falls outside the scope of this discussion but may
be found in many other texts (Alt et al. 2003; Hillson 1998, 2000). Most often, signs of
disease are non-specific but may be indicative of general poor health or malnutrition.
These will also be addressed in this chapter.

B. CHANGES TO BONE

1. Skeletal Lesions

Evidence of bone disease is seen as (1) abnormal bone formation, (2) abnormal bone
destruction, (3) abnormal bone density, (4) abnormal bone size, or (5) abnormal bone
shape (Ortner 2003). Because there are only two major kinds of cells in bone—namely,
osteoblasts/osteocytes and osteoclasts—bone can react in a limited number of ways to
any insult or injury. Therefore, some bony lesions have characteristics of new bone for-
mation and are more proliferative in nature. These are always indicative of antemortem
pathological processes. Osteoclastic activity, however, will result in bone destruction
and may be characterized by lytic lesions or loss of bone density. These can easily be
mistaken as postmortem alterations to bone, or vice versa (Ortner 2003). As bone will
attempt to repair itself, many lesions are characterised by both new bone formation
and destruction or necrosis.

The terminology used to describe bony lesions is often confusing and ambiguous. One
of the most common terms used to describe non-specific changes to bone is periostitis
(Fig. 8.1), and although this term may imply
that this condition is due to an infective
process, this may not necessarily be the case.
As Ortner (2003) points out, periostitis is a
descriptive term and not a diagnosis in itself.
Any irritation of the periosteum may result in
new bone formation on the underlying bone,
and this may be caused by not only infection
but also by many other conditions such as
injury, vitamin deficiencies, cancer, etc.

The distribution of lesions, i.e., on what
bones and on what surfaces they are found,
is very important, as this may help to make a
differential diagnosis. The left and right sides
of the body should always be compared in
order to observe any asymmetries. Where possible, radiographs should be taken, and
CT scanning, histological and chemical analysis could also be considered.

2. Ante-, Peri- and Postmortem Lesions and Bone Healing 

It can be very difficult to distinguish between ante-, peri- and postmortem changes to
bone, even for the experienced observer (Wheatly 2008). Antemortem processes usu-
ally have smooth or rounded edges resulting from bone remodelling (Sauer 1998;

Figure 8.1. Non-specific periostitis.



Ortner 2003), whereas peri- and postmortem processes
are characterized by jagged, irregular and sharp edges.
New bone formation would be evident in antemortem
injury if the individual has survived long enough after the
incident for new bone formation to have become evident.
This usually means that the individual has survived for at
least a week after the injury has occurred. Figure 8.2 shows
an example of a forensic case where a scapular fracture
was present but with new bone formation evident around
the fracture lines, indicating that this person has survived
for some time after the injury had occurred.

Perimortem fractures (as opposed to postmortem frac-
tures) are usually characterized by a “green bone response”
where the collagen fibres in living bone allow some bending
or bowing to take place (Sauer 1998; Wheatly 2008). Living
bone tends to splinter when fractured, and segments of
bone may stay attached to each other (Fig. 8.3). Sharp
edges and jagged edges are also said to be characteristic of
perimortem fractures (Byers 2011). For all practical pur-
poses, one cannot distinguish between fractures occurring
shortly before or shortly after death, as some green bone
response will be evident in both. The term “perimortem”
therefore has different meanings for forensic pathologists
and anthropologists. For the pathologist this period is associated with the immediate
time around the death of the individual, whereas it is of much longer duration for the
forensic anthropologist who can only assess whether a green bone response is present
or not. This may be the case for several weeks after the death of the victim.

Longer after death, as the bone dries out, it will become more brittle and will break
with more shattering. It will rarely break with radiating fractures, and the colour on the
broken surface will often be lighter than that of the surrounding bone, which may indi-
cate a fracture at the time of excavation (Fig. 8.4). It will also tend to break at right angles.
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Figure 8.2. Forensic case with a
scapular fracture. The new bone
formation around the fracture line
indicates that the person has sur-
vived for some time before death
(photo: Y Scholtz).

Figure 8.3. Perimortem fracture with green bone response
can be seen in the two left ribs, whereas the ribs on the right
show healed ante-mortem fractures.

Figure 8.4. Postmortem fracture showing lighter coloration
on the fractured surfaces.
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Wheatly (2008) tested these classic descriptions of differences between peri- and post-
mortem fractures, and found that only one characteristic—namely, a jagged fracture
outline—was unique to perimortem fractures. This was, however, only present in one
case in his test sample. Transverse fractures and right-angled edges were unique to dry
bone fracturing when they were present, but this occurred rarely. Wet bones had more
smooth surfaces, more sharp edges, more curved shapes at the end, more fracture lines
and more pieces, while dry bones had more rough surfaces and fewer fracture lines. In
this study, breaks through the epiphyses only occurred in dry bones. Wheatly concluded
that although various patterns of breakage could be used to distinguish between peri- and
postmortem fractures on a statistically significant level, they were unreliable on individual
bones and can therefore probably not be used reliably in a single forensic case. A diagnosis
of a perimortem fracture in a forensic context, in absence of other evidence, should thus
be made with caution.

Bone Healing

Signs of bone healing are very important to recognize, as this indicates that the individual
has survived for some time before death (Fig. 8.2). This is of special importance in cases
of child abuse (Walker et al. 1997; Bilo et al. 2010) and human rights abuses where torture
may have taken place (Maat 2008).

The four main stages of healing are as follows (O’Connor & Cohen 1989; Cooperman
& Merten 2001; Bilo et al. 2010): 

• First phase of healing (induction stage): This phase is from the moment of injury to the
appearance of new bone in the area of the fracture. The initial inflammatory response
includes pain and swelling that will only last a few days in cases of non-displaced fractures.
On radiographs, swelling of soft tissue and displacement and obliteration of the normal fat
and fascial planes can be seen. This will gradually become less over the next 3–7 days. With
continuing healing, the initially sharp acute fracture line gradually becomes less well defined.

• Second phase of healing (soft callus stage): This phase starts with subperiosteal new bone
formation. This occurs approximately 7–10 days after injury in young children and after
10–14 days in older children. When repeated injury occurs more than 7 days later, there
will be additional bleeding and disruption of the subperiosteal new bone. This will lead to
excessive callus formation and sometimes fracturing of the callus.

• Third phase of healing (hard callus stage): This occurs when the subperiosteal and endosteal
bone starts to change into lamellar bone. The hard callus stage in children commences at
the earliest around 14–21 days and peaks by 21–42 days. On radio graphs progressive solid
union is seen at the fracture site. Fig 5.8 shows hard callus around a fracture.

• Final phase (remodeling stage): This phase begins with the gradual restoration of the
original bone shape and the correction of the deformities. This remodeling starts at 3
months and peaks at ages 1–2 years.

Maat (2008) provides a more detailed sequence in which he also includes the associated
histological appearance on dry bone tissue (shown here in italics). All these characteristics
can be observed on wet sections. These stages can be summarized as follow, but more
detailed descriptions and illustrations can be found in the book chapter itself, and also in
DeBoer et al. 2012.

• Period: Immediate to 24–48 hours after the fracture
Hemorrhage occurs and the periosteum is torn. A hematoma is found in the fracture
cleft, with gradual breakdown of blood. Inflammation and edema are evident.

• Period: 2–5 days
Phagocytosis of cell debris occurs, macrophages appear as well as fibroblast invasion at the
margin of the blood clot. Soft callus forms. On dry bone an absence of osteocytes near fracture
clefts and empty lacunae are evident.



Bone Pathology and Antemortem Trauma 295

Figure 8.5. Callus formation around a fracture.
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• Period: 3–5 days
Newly formed cartilage and osteoid can be seen, also an appearance of chondroblasts
and osteoblasts as well as new bone matrix.

• Period: 4–7 days
Loss of fracture line definition occurs (smoothing of edges). On dry bone the first
Howship’s lacunae, beveling and smoothing of fracture ends are observable.

• Period: After 7 days
Well-developed new bone spicules and cartilage are evident. On dry bone new bone
spicules can be seen.

• Period: After 10–2 days
Osteoid mineralization starts.

• Period: After 12–20 days
Woven bone becomes visible and fusiform soft temporary union occurs. On dry bone,
an aggregation of spicules into woven bone, from periphery to centre, is observed.

• Period: After 15 days
The primary bony callus is formed, and fields of calcified cartilage are observed. On dry
bone a clearly visible external callus appears. Woven bone commences to remodel into
longitudinally orientated lamellar bone. Cortical cutting and closing cones can be seen.

• Period: After 3–4 weeks
Bridging between bone ends occurs and this is when the callus is at its maximum size.
On dry bone union by bridging of cortical bone is visible.

• Period: After 6 weeks
Periosteal reaction is incorporated into the healing bone. On dry bone the periosteal
reaction becoming firmly incorporated into the cortex can also be seen.

• Period: After 2–3 months
The osseus hard (secondary callus) is present. On dry bone firm bony union is evident,
and contour smoothing starts.

• Perfect union: After 1–2 years

C. PSEUDOPATHOLOGY AND TAPHONOMY

Pseudopathologies can be described as abnormal postmortem modifications (Ortner
2003) and can be the result of conditions in the burial environment, or may occur during
or after excavation. These may be present in the form of cracks, holes, grooves, or even
deformation of a com-
plete bone. Animal bite
and gnaw marks, espe-
cially, could be mistaken
for true pathology or in -
jury. In Figure 8.6a–b a
skull with various circular
defects are shown. In this
case study from South
Africa, the skull of an
adult male was found in
a lion camp on a game
farm, and the circular
holes were most proba-
bly caused by the canines
of the lion. To someone

Figure 8.6a–b. Circular defects caused by lion
teeth, shown in lateral and anterior view. These
can be confused with disease or gunshot trauma.

a b



unfamiliar with trauma and pathology, this may have looked like gunshot entry
wounds or even perhaps the lesions caused by multiple myeloma. Care should therefore
be taken not to confuse these taphonomic changes with true pathological conditions.
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Case Study 8.1

Suspected Foetal Alcohol Syndrome

In 2003 a 13-year-old girl from a small town in the Northern Cape Province of South Africa was reported as miss-
ing. Two years later the skeletonized remains of an unknown individual were found in the open field near this
town. Sadly, these remains were only submitted for analysis a few years later. 
The remains were completely skeletonized and were fairly complete. All the permanent teeth with the exception

of the third molars had erupted. All were in occlusion, except for the lower right canine. Most of the epiphyses
were still unfused, and the epiphyseal closure seemed somewhat delayed relative to the dental eruption. These
characteristics indicated an individual who had probably been 12–15 years old at the time of death. Sex was
difficult to estimate due to the young age of the individual, but was tentatively diagnosed as female based on a
wide sciatic notch. The long bone lengths seemed to be slightly short relative to the age of the child.

Except for several fractured teeth, no evidence of recent trauma could be
found but several signs of pathology were observed. The head of this child
was somewhat abnormally shaped, with a very bulging forehead. A metopic
suture was present and the head and face were slightly asymmetrical. The in-
terorbital distance was wide, with flattening of the area. The coronal suture
seemed to be closing in some areas, possibly indicating a mild form of cranio -
stenosis. Cranial capacity was calculated to have been 1273 cm3, which is
slightly below average for a female. The head circumference also seemed to
be low for age at 475 mm. Active cribra orbitalia was present in both orbits,
and there were some porosities on the skull indicative of porotic hyperostosis.
Long bone lengths were also below par relative to those of other children of
this age. Spina bifida occulta of L1 was present. Enamel hypoplastic lesions
were visible on the right lower central incisor and all upper incisors. The
upper front teeth were very forward projecting (Case Study Figures 8.1a–b).
The combination of delayed growth, craniofacial asymmetry, abnormal

head shape with small cranial capacity, cribra orbitalia and enamel hypoplasia
indicated a child that was most probably not normal and healthy. Malnutrition
and disease must be con -
sidered, as well as devel-
opmental or congenital
disorders which may in-

clude several conditions such as foetal alcohol syndrome
(FAS), mental retardation, and microcephaly. 
Although the exact cause of the abnormalities could not

be determined, the investigating officer confirmed severe
parental alcohol abuse. The child was reportedly neglected
and also possibly sexually abused. A tentative diagnosis of
foetal alcohol syndrome was made, based on the combination
of abnormalities and signs of chronic disease. DNA analysis
later confirmed the identity of the child. Foetal Alcohol Syn-
drome occurs in children born to women who consume large
quantities of alcohol during pregnancy. It is very common in
South Africa, and it is estimated than in the South African
population of ± 50 million people, 2% are born with FAS.

M Steyn
Case Study Figure 8.1b. The skull of a child with sus-
pected foetal alcohol syndrome in left lateral view.

Case Study Figure 8.1a. The skull of
a child with suspected foetal alcohol
syndrome in anterior view.
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D. CONDITIONS AFFECTING BONE

1. Traumatic

Healed traumatic lesions are probably the most helpful of
all antemortem bone changes as far as positive identifica-
tion is concerned (Steyn & İşcan 2000). They generally
leave long-lasting signs, although this may disappear in
children due to their fast bone remodelling. Fractures are
usually recorded on radiographs which may be available
to aid in personal identification. The fracture usually
occurs as a specific incident, which may be well remem-
bered by friends or relatives. Traumatic lesions include
healed fractures, spondylolysis, dislocations, subluxations,
avulsions and amputations.

Fractures, which can be described as a discontinuity to
bone, can be either pathological or traumatic. Pathologi-
cal fractures occur where underlying disease, such as os-
teoporosis or carcinoma, is present. In traumatic fractures,
the type of fracture sustained depends on the amount and
mechanism of force. The mechanisms of fracture, with
various types of fractures occurring as a result thereof, are
described in more detail in Chapter 9. Generally speaking,
a direct force usually breaks a bone at the point of impact,
often with severe soft tissue damage. Indirect force causes
the bone to break some distance from where the trauma
occurred and, therefore, the soft tissue damage is less.
Direct blows often cause butterfly fractures, but if the
force is crushing, comminuted fractures can be caused. In-
direct forces may be twisting, angulating, angulating com-
bined with axial compression, or a combination of
twisting, angulating and axial compression. Avulsion frac-
tures occur where muscle action pulls off the bony at-
tachment of the muscle. These descriptions pertain
mainly to long bones. Other bones, such as vertebrae, usu-
ally sustain crush or compression fractures.

Surgical Procedures

Severe trauma or trauma in elderly people is often fol-
lowed by surgery (Fig. 8.7), where various devices such as
pins and plates are used in the treatment. Surgery where
devices are implanted are of course not all due to trau-
matic lesions—prostheses such as knee or hip replace-
ments may follow as result of degenerative disease, while
various forms of metal clips and/or wiring may occur in
the sternum after open thoracic surgery. Other devices,
such as pacemakers, silicone implants, artificial blood ves-
sels and heart valves, may also be associated with un-
known remains. A 1988 survey in the U.S. estimated that

Figure 8.7. Surgical procedure for a femur fracture,
with severe shortening of the bone (photo: Y Scholtz).



about 6.5 million orthopedic implants were in use in the
general population (Moore et al. 1991), and by now this
figure has most certainly increased considerably. Most of
the artificial joints were implanted in older white males,
while devices used for fixation of fractures were most
common in younger white males. In theory, these devices
should be traceable back to their manufacturers, as they are
issued with a unique serial or production lot number.
Simpson et al. (2007) reported eight case studies from Aus-
tralia where attempts were made at personal identification
using orthopaedic implants and/or antemortem x-rays.
Successful identifications were made in six of these cases. 

Figure 8.8a–b shows a recent forensic case in South
Africa where the remains of an unknown adult male was
found in the open field. A cranial fracture is evident on
the left side of the skull, and early signs of bone healing
indicate that he survived for some time after the fracture
occurred. This was also evident from a partially healed
scapular fracture of the same individual, shown in Figure
8.2. On the right side of the skull (Fig. 8.8b), several Burr
holes, probably made to treat a subdural hemorrhage, can
be observed. A nylon stitch can be seen on the bone flap.
These were apparently inserted through the flap to allow
for drainage of fluid from the hemorrhage, although in this
case it had not penetrated into the skull and only went
through the outer table. To date this individual has not
been identified, although this information could be crucial
in establishing positive identification.

Complications of Fractures

Fractures of large long bones constitute major trauma and
can result in death. A number of acute complications may
arise, but more chronic complications are listed in several

general orthopedic and paleopathological texts. Some of these that may be visible
in skeletal remains include:

• Delayed or incomplete healing
• Pseudoarthrosis: this is when no bony union occurred, and the two ends of

the bone are joined by fibrous tissue only, causing a false joint. This most
often results from poor immobilization, but impaired blood flow, soft tissue
interposition and infection may play a role. The ends of the bone may be
rounded off with obliteration of the medullary cavity, similar to what is seen
in an amputated bone.

• Bone shortening: angling, deformity and bone loss may occur (Fig. 8.7).
• Myositis ossificans: hematomas in overlying muscle tissue may stimulate a

response whereby bone is produced, often around the femur or humerus
(Ortner 2003).

• Infection: closed fractures may sometimes become infected, but osteomyelitis
most commonly occurs in open (bones protruding through skin) and com-
pound fractures.
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Figure 8.8a–b. (a) Left side of the skull of an adult
male showing a partially healed fracture. Note the
rounding off of the fracture edges (photo: Y
Scholtz); (b) Right side of the same skull, showing
Burr holes, presumably inserted to treat a sub-
dural hematoma. Note also the nylon stitch
(arrow) (photo: Y Scholtz).

a

b
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• Poor alignment: this may be due to poor reduction of fractures or occur as a
result of the traction of muscles to various parts of the bone.

• Articular changes: sometimes fractures may occur so close to joints that they
become involved, or alternatively the deformation caused by a fracture may
place severe strain on a nearby joint, resulting in severe arthritic changes and
sometimes ankylosis (Fig. 8.9).

• Neuropathy: nerve damage may lead to a lack of pain sensation, so that the limbs
are used despite the injury. This causes additional trauma and complications to
the bone.

• Avascular necrosis of bone: some sections of bone may die off due to insufficient
blood supply (e.g., femur head necrosis). Some bones such as the scaphoid and
tibia have relatively low levels of blood supply and are more prone to delayed
healing and/or necrosis.

Cranial Vault and Facial Trauma

Face and skull fractures follow after direct trauma. Depressed cranial fractures are
mostly due to localised trauma and may heal with a depressed area still visible on the
skull (Fig. 8.10). Depending on the severity, these fractures may be found only in the
outer table of the skull, or penetrate through both tables. Healed nasal fractures are
rather commonly found in skeletal remains, but fractures may be present in any of the
facial bones. In severe trauma, such as motor vehicle accidents involving the face,
severe fractures are common, and, where some facial bones are totally separated from
the neurocranium, they are commonly classified through the Le Fort system (see
Chapter 9). These show the weakest areas of the skull and face, with the most common
fracture patterns known as Le Fort I, II and III, respectively (Moritz 1954; Rogers
1982; Patterson 1991; Berryman & Symes 1998). These fractures often need surgical
repair.

Long Bone Fractures and Injury

Long bone fracture types are described in detail in orthopedic texts, and some may
bear the name of the people who had described them. An example is a Colles’ fracture
which is very common, occurring in the distal radius as a result of a fall on an open
hand. It is usually associated with dorsal displacement of the distal part of the radius
and frequently occurs in older individuals. Parry fractures are fractures of the ulna
and are often described as defense fractures (Fig. 8.11). In bioarcheological literature,
their occurrence in conjunction with cranial fractures is often interpreted as being
indicative of interpersonal violence (Martin & Frayer 1997; Ortner 2003; Walker 2001).

In children, whose bones are more pliable, fractures are often incomplete (greenstick
fracture) or the bone itself may bend or bow. This will be discussed in more detail in
Chapter 9 in the section on child abuse.

Amputations

According to Aufderheide and Rodríquez-Martín (1998), an amputation with survival
of less than a week will show no signs of healing. Amputation is followed by vascular
erosion of bone ends and the adjacent diaphysis. After 14 days endosteal callus be-
comes visible and the medullary cavity will close off. The stump will eventually
become rounded off. Localized osteophytes may develop, especially with the use of an
artificial limb, as was the case in the amputated femur shown in Figure 8.12.
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Figure 8.9. Ankylosis of a hip joint.
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Figure 8.10. Healed depressed fracture of the forehead (photo: D Botha).
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Figure 8.11. Surgically repaired parry or nightstick fracture of the ulna.

Figure 8.12. Posterior view of an ampu-
tated femur, showing the rounding off of
the distal end and osteophytes that may
develop, usually as a result of wearing a
prosthesis (photo: Y Scholtz).
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Dislocations and Subluxations

A dislocation is a complete and persistent displacement of the articular surfaces of a
joint, whereas a subluxation refers to the incomplete displacement of the two ends of the
joints. This is usually associated with rupturing of the capsule or ligaments associated
with that joint. The seriousness of the dislocation depends on the joint involved, the
degree of dislocation and the duration thereof. Dislocations of the shoulder are very
common, because the glenoid cavity is so shallow. It may also occur in other joints, and if
it happens, for example, in the hip joint, it constitutes major trauma because of the depth
of the acetabulum and the major muscles associated with it. 

Long-term dislocations may lead to accelerated degenerative changes in the joint. In
some cases a false joint or articular facet is formed in an attempt to maintain some func-
tionality of the joint. This false or secondary articular facet may be clearly visible as a
smoothed surface, particularly on the scapula with a chronic shoulder dislocation (Fig.
8.13).

Healed Sharp Force Trauma

Signs of cuts, stabs and chop wounds may be found on all parts of the skeleton. These
may have been caused by axes, knives, and machetes, but can still be identified as sharp
force trauma when healed (Fig. 8.14). 

2. Congenital Diseases

Due to modern medical treatment, many individuals with congenital disease who may have
died in the past now survive well into adulthood. Some of the more common conditions

Figure 8.13. Glenoid fossa, showing rounding off of the articular facet, due to repeated dislocation of the shoulder (photo: D Botha).



that may be found in a forensic setting include spina bifida, hydro-
cephalus, craniostenosis and cleft palate. Spina bifida is a non-closure
of the spinal canal, where the two halves of the neural arches of the
vertebrae have not fused. This occurs most commonly in the lumbo -
sacral area. It may be asymptomatic if small (spina bifida occulta).
People with spina bifida may have abnormalities of the overlying
skin and sometimes also excessive growth of hair in the area. In
severe cases the spinal cord is affected, resulting in neurological
disorders such as paraplegia and incontinence (Steyn & İşcan
2000). Cleft palate may occur on its own or in combination with a
cleft lip. Cleft palates are due to incomplete formation of the hard
palate, whereas cleft lips also involve the maxilla. These defects may
be complete or incomplete, unilateral or bilateral. In developed
societies it can be expected than an attempt at some sort of recon-
structive surgery would have been made.

An abnormally large skull, especially in children, may be due to
hydrocephalus (Fig. 8.15). In young children, delayed closure of the
fontanelles will also occur due to the raised intracranial pressure.
Hydrocephalus is usually due to obstruction of the flow of cerebro -
spinal fluid, resulting in fluid accumulation in the ventricles. Hydro-
cephalus may be congenital but can also be associated with other
diseases of the neurological system, such as meningitis, abscesses and
tumours.

Unusually shaped crania may be the result of craniostenosis, where
some of the cranial sutures close prematurely. Early closure of the
coronal suture will lead to a short skull with parietal bossing, while
premature closure of the sagittal suture will result in an elongated
head with a prominent forehead (scaphocephaly). Conditions like

these would have been very noticeable during life. Very small crania (microcephaly) may
occur in a variety of conditions and could, in a broad sense, indicate mental retardation. 

3. Infectious Disease

A number of chronic infectious diseases may leave signs on bones, but one of one of the
most common of these in a modern society is osteomyelitis, caused by a variety of bacteria
such as Staphylococcus and Streptococcus (Vigorita 2008). Advanced chronic infectious
disease such as tuberculosis, leprosy and syphilis with bone involvement are seldom seen in
affluent societies, although they may be more common in less developed countries. 

Microorganisms responsible for osteomyelits may reach the bone (a) through the
bloodstream, (b) by the extension of an adjacent infection or (c) directly, via trauma or
surgery (Ortner 2003). It is a very serious disease and without antibiotic treatment nearly
a quarter of patients will die (Vigorita 2008). Osteomyelitis will become chronic in about
10% of cases and may flare up or go into remission periodically. This chronic process
leads to foci of dead bone (sequestrae), as well as new bone formation (involucrum).
Diabetics are especially susceptible to osteomyelitis, with bones of the feet and hands
usually infected. Children are commonly affected (males more than females), with the
distal tibia most commonly involved, followed by the distal femur, proximal tibia, calca-
neus, proximal femur, distal fibula, talus and proximal humerus. 

Hematogenous osteomyelitis usually starts from the marrow and then penetrates the
endosteum. The bone cortex becomes infected, and this infection may spread to the surface
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Figure 8.14. Healed sharp force trauma.

Figure 8.15. Hydrocephalus in an older
child, with enlarged head and prominent
parietal bossing.
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of the bone in the subperiosteal area. Here it may form a subpe-
riosteal abscess. Penetration of the periosteum causes sinus
tracts (cloacae) through the cortical bone (Fig. 8.16). Small or
larger portions of the bone may undergo necrosis, causing a se-
questrum. The infection may also extend to adjacent joints,
causing septic arthritis. In some cases the infection may become
localized and form a chronic area of infection, which is then
called a Brodie’s abscess. The chronic infection often stimulates
osteoblastic activity, which results in new bone formation under
the periosteum. Osteomyelitis usually leaves bone changes even
in well-healed cases. Septic arthritis as a complication of os-
teomyelitis is often destructive and may lead to ankylosis of the
bones of the joint (Ortner 2003).

Tuberculosis is increasing in modern societies, because of
overcrowding, homelessness and associated increases in
immuno-compromising diseases such as AIDS. Vigorita (2008)
provides the following statistics: the skeleton is affected in 3%-
5% of cases with TB, and skeletal TB affects the spine in 50% of
cases. TB involves the skeleton alone in fewer than 15% of cases,
and 20% of AIDS patients have TB (50% of young males with
TB have AIDS). The vertebral column is the most commonly af-
fected site, especially in the lower thoracic and lumbar vertebrae
where the classic Pott’s disease may be found in advanced cases.
The vertebral bodies are almost exclusively affected and may be destroyed to such an
extent that the spine collapses, resulting in kyphosis or angulation. Following on verte-
bral infection, the knee, ankle, hip, wrist and elbow are most commonly involved
(Halsey et al. 1982). In long bones tuberculous infection most commonly occurs in
the metaphyses, but it can also destroy epiphyseal plates and involve joints. In develop-
ing countries TB mostly affects young adults and adolescents, while in developed
countries non-AIDS related skeletal TB often appears in the 5th–7th decades of life. 

Several other infectious diseases, such as treponemal disease, leprosy, brucellosis,
parasitic infections and a variety of fungi may leave bone lesions, but these are rela-
tively rare in developed countries.

4. Degenerative and Joint Diseases

Although there are many causes of arthritic disease, only a few can be specifically diag-
nosed with the help of dry bone only. These include diseases such as osteo arthritis,
vertebral osteophytosis, traumatic arthritis, rheumatoid arthritis, ankylosing spondylitis,
infectious arthritis and gout. Of these diseases, only osteoarthritis and vertebral
osteo phytosis are truly degenerative in nature. According to Ortner (2003), arthritis,
in its various manifestations, is one of the three most common diseases that affect
the skeleton (the other two being infectious disease and trauma). He divides the
arthritic diseases into two groups: osteoarthritis (hypertrophic; also includes DISH)
and erosive arthropathies (atrophic, e.g., rheumatoid arthritis).

Osteoarthritis or degenerative joint disease is common in especially older people
and as such will not be of much use in personal identification except if it was treated
surgically by, for example, a joint replacement. It is usually characterized by deterioration
of the joint cartilage and formation of new bone near the joint surfaces. The subchondral
bone may show irregular pitting and osteophytes form near the margins of the joint. If

Figure 8.16. Osteomyelitis in a femur (shown
on the left). The swollen distal femur with
cloaca can clearly be seen (photo: M Loots).



the overlying cartilage is completely destroyed, the bone is exposed and it usually be-
comes sclerotic with a polished (eburnated) appearance (Fig. 8.17). Weight-bearing
joints such as the hip and knee are frequently affected, with distal interphalangeal and
other smaller joints also commonly involved. Although more than one joint is usually
affected, the disease is not as generalized as is the case with rheumatoid arthritis.

Rheumatoid arthritis is an autoimmune rather than a degenerative disease. It affects
many joints, but may initially involve predominantly the smaller joints and feet
(Vigorita 2008). It occurs in younger individuals, and females are more often affected
than males. This disease usually starts off as a simple synovitis occurring in fingers,
wrists, elbows, etc., after which necrosis of the synovium occurs with intense local
inflammation (pannus). Cartilage and bone under the synovium are destroyed. Later
on, joint deformity and tendon rupture may occur. It is especially common in the
metacarpophalangeal (with subluxation) and proximal interphalangeal joints of the
hand. Lesions are always polyarticular (involving more than one joint) and frequently
symmetrical. The hands are nearly always involved, with the knee the most common
large joint affected. The temporomandibular joint is affected in 25% of cases. Sub-
chondral bone erosion and destruction (sometimes with cysts), pannus formation
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Figure 8.17. Osteoarthirtis in a knee. Note the eburnation (shiny appearance, polishing), subchondral pitting and osteophytic lip-
ping on the articular surface of the distal femur.
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(bone/cartilage/synovium interface proliferation) and adjacent osteoporosis are
commonly seen (Aufderheide & Rodríguez-Martín 1998; Ortner 2003). 

Diffuse idiopathic skeletal hyperostosis (DISH) is a disease that causes ankylosis
of the spine due to ligamentous ossification without intervertebral disc disease. It is
not a true joint disease, as neither the cartilage nor the synovium is affected. More
than half of adult autopsies show signs of this disease, although it often remains
symptomless. It is generally associated with an affluent lifestyle and was common in
monks excavated from monastry graveyards in Europe. This disease affects males
more than females. Diagnostic criteria include fusion of at least four vertebrae by
bony bridges arising from the anterolateral aspect of the vertebral bodies (Fig.
8.18). These vertebral bodies have a “dripping candle wax” appearance and occur on
the right side of the vertebral column, as the pulsations of the aorta prevent them
from forming on the left side. In these cases the intervertebral disc space is not af-
fected and the anterior longitudinal spinal ligament is ossified. Enthesopathies (lig-
amentous and muscular attachments that are ossified) occur in the rest of the
skeleton and may occur on the ischial tuberosities, iliac crests, patellae, and calca-
neus. Ankylosis of the sacroiliac joint by bony bridges (but not intraarticular) may
also be found (Aufderheide & Rodríguez-Martín 1998; Ortner 2003).

5. Proliferative

Proliferative disease or tumours and tumour-like conditions affecting bone include
a whole range of conditions, often malignant in nature. Benign tumours of bone
include osteomata and osteoblastoma. “Ivory” or “button” osteomata are round,
shiny, bony nodules commonly found on bones of the cranial vault, but it usually
does not have any clinical significance. Tumours of malignant nature may be either
primary (starting in the bone, cartilage, fibrous tissue or blood vessels) or second-
ary (spreading from cancer somewhere else in the body). Primary bone tumours
usually occur in younger individuals, whereas metastases are more common in
older individuals. Osteosarcomas most frequently occur in adolescence and affect
males more commonly than females. It is usually associated with endochondral
growth and most commonly appears in the metaphyses of the distal femur, proxi-
mal tibia and proximal humerus. In Figure 8.19a–b a typical case is shown, occur-
ring in the distal femur of an adolescent individual. This tumour started in the
bone near the metaphyseal side of the growth plate and then penetrated through
the cortex. Here it elevated the periosteum, where new bone formed. This area usu-
ally appears triangular and is often called Codman’s triangle (indicated with the
arrows in Figure 8.19a-b). Osteosarcoma may range in appearance from lytic le-
sions with much destruction of bone, to the formation of massive sclerotic bone as
is seen in this case.

Multiple myeloma is a plasma cell tumour that manifests as multifocal destruc-
tive bone lesions throughout the skeleton (Fig. 8.20) and its lesions appear as
punched-out, circular defects. This disease occurs in older individuals, and males
and females are equally affected. It is one of the most common primary bone tu-
mours and appears radiologically as trabeculated bone lesions with a particular
preference for the skull, spine and rib areas. 

Various carcinomas metastasize to the skeleton, but most common are breast
cancer in women and prostate cancer in men. Bones most commonly involved are
the spine, femur, ribs, sternum and skull. Fast-growing tumours are usually lytic in
nature and slow-growing tumours osteosclerotic.
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Figure 8.18. DISH, showing fusion of vertebrae due to ligamentous ossification. Note
how this occurs on the right side of the vertebral column, as aortic pulsation prevents its
formation on the left side (photo: Y Scholtz).
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Figure 8.19a-b. Osteosarcoma in the distal femur of an adolescent
in section and on x-ray. The arrows indicate the Codman’s triangle
(photo: D Botha).

b

a

Figure 8.20. Multiple myeloma in the skull of an elderly individual, causing
typical multiple punched-out lesions (photo: Y Scholtz).



6. Circulatory

Few circulatory diseases involve bone. Perthes disease, for example, is characterized by
aseptic avascular necrosis of the head of the femur. It mostly occurs in boys of 5–10 years of
age. The head of the femur usually flattens and the neck thickens. After revascularization
the head of the femur is mushroom-shaped with an overhanging margin. Other vascular
diseases involving bone include aneurisms, which is a saccular dilatation of an artery. This
may erode closely situated bone. Aortic aneurisms, for example, may erode the posterior
surface of the sternum. It may happen in syphilitic aortitis, but is uncommon.

7. Metabolic, Nutritional and Endocrine Diseases

Examples of diseases in this category that may affect bone include osteoporosis, Paget’s
disease, nutritional deficiencies (e.g., vitamin C deficiency or scurvy), and gout. Metabolic
bone diseases include an assemblage of diseases whose pathogenesis is quite varied and
still incompletely understood (Brickley & Ives 2008). Although nutritional diseases are
relatively rare in developed counties, many people, mostly from Africa and Asia, suffer
from primary malnutrition. Therefore, diseases such as scurvy and rickets (vitamin D de-
ficiency) may be found in skeletal remains of especially juveniles. Skeletal signs of scurvy
may include subperiosteal hemorrhaging, periodontal disease, transverse fractures in the
metaphysis near the epiphyses, thin bone cortex and reactive periosteal bone deposition.
Rickets lead to bone deformation, softened cranial bones (craniotabes), frontal bossing
and the formation of a square head and a pigeon chest (sternum projecting anteriorly).

Osteoporosis is a disease that is characterized by a decrease in bone mass and a con-
stant increase in skeletal frailty, thus with heightened risk of fractures. Osteoporosis and
its precursor osteopenia can occur in a wide range of circumstances and can either be
classified as being “primary,” “secondary” or “postmenopausal” (Brickley & Ives 2008).
Primary osteoporosis usually refers to the age-related form of the disease whereas sec-
ondary osteoporosis refers to the underlying pathology, trauma or dietary insufficiency
which gives rise to osteoporosis. Osteoporosis is extremely common and is more often

found in women, especially after the menopause. This disease is too
common and non-specific to be of any use in personal identification, but
its presence usually indicates an older individual.

Paget’s disease of bone is a chronic disease that results in disruption of
bone remodelling in affected bones, characterized by gross deformity and
enlargement of parts of the skeleton (Brickley & Ives 2008; Ralston 2008).
The rate of bone remodelling is pathologically increased. It usually starts
after 40 years of age and gets more prevalent thereafter. It is common in
Europeans but rare in Asians and Africans (Ortner 2003). Three stages are
identified. In the first phase bony changes are characterized by an increase
in resorption caused by a massive increase in osteoclastic activity (osteolytic
phase). The second phase of the condition is characterized by marked bone
formation (the intermediate phase). This phase includes a very characteristic
pattern of cement lines developing within the bone tissue creating a mosaic
appearance. The third phase is marked by the development of sclerotic
bone and a decrease in vascularity (sclerotic phase). During the final
stages of this phase, complete cessation of osteoclastic activity and only
minimal osteoblastic activity occurs. Thickening of the bones of the skull
is frequently seen, as is the case in the elderly female individual shown in
Figure 8.21. The pelvis, lower spine, cranium and the long bones of the
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Figure 8.21. Gross deformity due
to Paget’s disease seen in the
skull of an elderly female of Euro-
pean descent (photo: Y Scholtz).
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lower limb are also commonly affected. Although signs of Paget’s disease on bone are
quite obvious, the disease may be asymptomatic or not diagnosed. Symptoms may
include pain due to small fractures, increase in head size, and nerve impingement
due to narrowing of foramina. Sarcomas may develop in affected bone.

Endocrine diseases include, amongst others, gigantism or acromegaly and
dwarfism. Overproduction of growth hormone (somatotropin) leads to gigantism
when it occurs in the growing years and acromegaly when it begins in adults.
Acromegaly is usually due to a tumour of the pituitary, and therefore it is usually
associated with an enlarged sella turcica. Since epiphyseal plates are already closed,
only the periosteum and cartilage can respond to the stimulation of the growth
hormone. This results in elongation of the mandible and bony accumulation at the
chin, increase in the size of the hands and feet, accentuated supraorbital ridges,
enlargement of the facial bones and thickening of the cranial vault. The opposite
may also happen, where a deficiency of growth hormone may lead to dwarfism.

8. Non-specific Markers of Disease

Many of the pathological changes observed on bones are not very specific, and it may
not be possible in every case to reach a specific diagnosis. There are also a number
of conditions that may indicate general poor health or malnutrition. Although they
may not help to specifically identify an unknown individual, they may indicate
something of the socioeconomic or nutritional status of the deceased individual.
Examples of these conditions include enamel hypoplasia of the teeth, which presents
as horizontal lines or pits in the enamel. They are usually ascribed to periods of
malnutrition and acute disease/fever during the developmental phase of the teeth
which are severe enough to inhibit normal enamel formation (Hillson 1979; Cor-
ruccini et al. 1985; Goodman & Rose 1991) and are more common in anterior
teeth. They may also be due to hereditary anomalies, but if present may indicate
diseases and poor nutrition during the early childhood years of an individual. 

The etiology of transverse radio-opaque lines (Harris lines) of long bones has in
the past been indicated to be broadly the same as for enamel hypoplasia. Transverse
lines on bone can be visualised with the help of radiographs or by sectioning of the
bone. They are often called “growth arrest lines” or “Harris lines” in recognition of
the research done by Harris (1926, 1931, 1933). Although they were traditionally
associated with episodic stress and cessation of growth, recent research suggests
that these lines may be the result of normal growth and growth spurts rather than a
pure outcome of nutritional shortcomings or pathologic stress (Alfonso-Durruty
2011; Papageorgopoulou et al. 2011).

Cribra orbitalia refers to pitting in the roof of the orbit, but if it is severe it may
also involve the rest of the skull (porotic hyperostosis). It usually results from marrow
hyperplasia, causing the porous appearance of the thinner bones of the skull. Possible
explanations for this condition include chronic iron-deficiency anemia as well as
chronic infection (e.g., Stuart-Macadam 1992), although there may also be other
causes such as postmortem erosion, osteitis, etc. Recently, however, Walker et al.
(2009) rejected the iron-deficiency anemia hypothesis and stated that iron-deficiency
anemia inhibits marrow hypertrophy and thus cannot account for the widespread
occurrence of the condition. Hemolytic or megaloblastic anemia may thus be a
better explanation for the presence of this condition. Although cribra orbitalia is
rare in modern human remains, its presence in especially juvenile remains may be
indicative of disease or chronic malnutrition.



E. SUMMARIZING STATEMENTS

• Assessment of health from skeletal remains is important in forensic cases.
Even if the signs are non-specific, these changes to bone may give an indication
of socioeconomic status. 

• A specific skeletal lesion of antemortem origin can lead to the identification
of an unknown individual, especially if antemortem records such as radi-
ographs are available. Prostheses and other devices may be especially helpful.

• The medical interpretation of a lesion is also important. The forensic anthro-
pologist should attempt to describe a lesion as it would have been observed in
a living person and how it would have influenced the mobility or lifestyle, for
example (Cunha 2006).

• Correct assessment of a lesion can also aid in determining the manner of
death. For example, if a fractured area shows evidence of bone remodelling it
is clear that the individual had survived for some time after the injury had
been sustained. The presence and amount of growth or healing may help to
estimate how long the individual has survived, which can be very important
in cases of human rights abuse or torture. 

• It can be difficult to distinguish between peri- and postmortem trauma, and
care should also be taken not to confuse taphonomic influences with pathology.

• Caution should be applied when an attempt is made to come to a specific
diagnosis. As signs of disease may overlap, it is best to state possible differential
diagnoses. 

• The most important principle in the evaluation of antemortem disease re-
mains the careful, systematic observation of every bone. Unfortunately, record
keeping of patients by physicians and dentists is not uniformly carried out in
every country. Therefore, sometimes even correct diagnosis of a disease may
not lead to a positive identification.

• Antemortem diseases of bone are often difficult to diagnose specifically, and
it is  recommended that specialist opinions be sought. Radiographs should be
taken in all cases to confirm the diagnosis, and other techniques such as CT
scanning and histology may help in diagnosis. 

• When advanced disease is present on bones of forensic origin, the question
may arise whether the case is of forensic interest or whether the individual
has died of natural causes. It should be kept in mind that the observed dis-
ease may not have been fatal. Since bodies are usually discovered in unusual
places or buried in shallow graves, it is recommended that they are treated as
potential unnatural deaths. This is obviously the case in developed countries,
although the situation in other countries with large rural areas may be differ-
ent. In these cases it is possible that the recovered remains were those of a
homeless person dying of natural causes in a less inhabited area.
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A. INTRODUCTION

The role of forensic anthropologists has changed considerably over the past few
years, especially as far as trauma analysis is concerned. Dirkmaat et al. (2008)

included the assessment of skeletal trauma as one of the new areas in which forensic
anthropologists can make significant contributions, due to their extensive knowledge
of bone and the way in which it reacts to trauma. Bone trauma is described as “a
moment frozen in time,” which consistently contributes to understanding what had
happened to the deceased individual. This changing role is also evident in the fact
that the previous editions of The Human Skeleton in Forensic Medicine did not deal
with trauma analysis at all, whereas in the modern era all books on the subject will
include aspects of traumatic injury to bone (e.g., Schmitt et al. 2006; Blau & Ubelaker
2009; Byers 2011; Dirkmaat 2012). Galloway’s (1999) book on skeletal trauma is
also a landmark in this regard. With the investigation of mass graves and human
rights abuses in various parts of the world, another focus became prominent—
namely, the evidence for torture and armed conflict. The Kimmerle and Baraybar
(2008) volume addresses these aspects in detail. Books dealing specifically with the
skeletal injuries in cases of child abuse have also seen the light (e.g., Bilo et al. 2010).
An account of the history of skeletal trauma analysis and the emergence of forensic
anthropologists as specialists in this field is given by Symes et al. (2012).

The subject of perimortem trauma and burn patterns in human remains is
extensive, and in a chapter such as this it is only possible to give a broad overview of
the topic. In this chapter a summary of bone biomechanics will be given, as it is
essential to understanding the mechanisms of trauma and its interpretation. This
will be followed by discussions of blunt force, sharp force and ballistic trauma,
which are the three main categories of perimortem trauma. Because the bones of
children react differently to trauma, child abuse will be discussed under a different
heading following the section on blunt force trauma. Lastly, patterns of thermal de-
struction in fleshed and non-fleshed remains will be described. Some of the aspects
discussed in this chapter also relate to those addressed under antemortem trauma
in Chapter 8, such as bone healing and the differentiation between antemortem,
perimortem, and postmortem trauma.

Galloway et al. (1999) pointed out that three aspects of trauma analysis are very
important. Firstly, trauma should be distinguished from pathological conditions
and normal variation. For this, an intimate knowledge of normal anatomy and
pathological changes is obviously a prerequisite. Secondly, the number and sequence
of skeletal injuries are determined, and lastly antemortem, perimortem and post-
mortem injuries should be distinguished. Timing of injuries is becoming more
important as it has serious implications in human rights abuses. It should be noted
that “perimortem” has different meanings for forensic pathologists and forensic
anthropologists. For the pathologist, perimortem may be anything associated with
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the death event and has a narrow time focus. The anthropologist, however, cannot
determine the point of death and can only assess what has happened when the bones
were still fresh. “Perimortem” thus has a much broader context and will also include
a considerable time after death, depending on the circumstances (Nawrocki 2009).

It is important that the anthropologist does not view the dry bone analysis in
isolation—i.e., it should be kept in mind that the remains were fleshed and most
probably also clothed when the injury occurred (Haglund & Sorg 1997). It is there-
fore very valuable if he/she can also be present at the autopsy (Symes et al. 2012). In
this regard the specialist should also be familiar with possible associated soft tissue
injuries (e.g., Whittle et al. 2008).

Ideally, if remains are still fleshed, a radiographic assessment of possible fractures
or injuries should be made first. Remains are then cleaned, taking special care that
all small fragments are recovered and kept. Care should also be taken not to
damage the bone tissue in the process of cleaning. After a detailed inventory is
made, the skeleton is reconstructed, usually by gluing different parts together.
Microscopic assessment and photographs of the fractured edges may be important
before reconstruction. Assessments are then made as to the type of injury, sequence of
injuries, force of the injury and possibly the type of instrument used. Experimental
studies may be of use to replicate some aspects of the traumatic event, but these
should be well thought through and meet certain requirements before they will be
admissible in court (Galloway et al. 1999; Rodríguez-Martín 2006).

B. BASIC BONE BIOMECHANICS

Bone is a composite, lightweight, anisotropic material that acts as a weight-bearing
support system for the body. The skeleton is a powerful anchor for the forces
exerted by the muscles that are attached at specific
locations and therefore has some unique properties.
“Anisotropic” implies that the bone will react differ-
ently in different areas, depending on the direction
of the load applied to it. This is due to the viscoelastic
nature of its structure—the collagen fibres give it its
tensile strength and ability to yield, whereas the in-
organic components such as hydroxyapatite crystals
provide the compressive strength but also make it
brittle (Frankel & Nordin 1980; Shipman et al. 1986).
The following descriptions explaining basic bone
biomechanics is a summary from various sources,
such as Gozna (1982), Rogers (1992), Berryman
and Symes (1998), Galloway (1999), Loe (2009), and
Symes et al. (2012).

In describing basic bone biomechanics and frac-
turing, experts use a variety of terms, some of it
borrowed from the field of engineering. These
terms are explained in Table 9.1. Several extrinsic
forces or loads, such as tension, compression, torsion
and shearing, may act on bone and cause a variety of
injuries. The response of bone to the applied load

Table 9.1

Terminology Used in Explaining Bone Biomechanics
and Fracture Patterns

Term Description

Loading The application of a force to an object

Stress Force per unit of area

Strain Relative deformation in response to loading

Compression When force is applied towards the bone, it
becomes shorter in the direction of the
force; axial loading

Tension Force directed away from the bone, which
then becomes longer or is pulled apart

Shear Force is applied parallel to the surface, in
opposite directions. Causes sideway sliding

Magnitude Relative size or extent

Elastic
deformation

Bone can return to its original shape after
load is removed

Plastic
deformation

Bone is permanently deformed and cannot
return to its original shape



(strain) will depend mainly on the velocity (speed) and magnitude of the load,
but the duration of the load, geometry of the object, etc., will also play a role
(Özkaya & Nordin 1999). There are two categories of loading: slow and rapid.
Bone reacts differently to each of these. Slow loads occur, for example, in motor
vehicle accidents, attacks with blunt force instruments or falls from heights. Rapid
loads occur in ballistic injuries, such as gunshot wounds. 

With slow loads, bone is able to deform under a certain level of force, and once
this load has been removed it may return to its original shape. However, if this load
exceeds the elastic limits of the bone it will enter a stage of plastic deformation.
After bending due to this excessive load, the bone will thus not be able to return to
its original shape. These properties are best illustrated in the well-known Young’s

modulus or stress-strain curves for any
material (Fig. 9.1). When stress and
strain increase at a proportional rate,
bone is known to be in the elastic de-
formation phase. It is during this stage
that bone will return to its original
shape once the load is removed. At the
yield point, if the load is not removed,
bone will undergo a transition. After
this point, strain increases at a much
faster rate than stress. During this plas-
tic deformation phase, bone will not
return to its original shape once the
load has been removed and it will
eventually fail (fracture/break). 

The elastic behavior of any material is
the result of the straining of the bonds
between the atoms of that material, while
the plastic behavior is the result of the

slippage between the layers or atoms and molecules in that material (Rogers 1992).
Depending on the way a material responds, it can be divided into two classes: ductile
or brittle. While ductile materials are able to undergo considerable plastic deformation
before fracturing, brittle material will break very soon after the yield point. Bones of
children, having more collagen, are ductile and will be able to undergo more plastic
deformation than those of adults, who have a relatively larger mineralized component.

Bone will withstand a greater load if it is applied at a slower rate. With rapid
loading the bone goes very quickly through the described phases and will resist to a
point, after which it will shatter. There will be little or no plastic deformation. Slow
loading gives the bone time to move through the elastic and plastic phases before
reaching breaking point, making plastic deformation one of the hallmarks of slow-
loading injuries such as that seen in blunt force trauma.

When analyzing fractures it is important to remember that there are a variety of
factors that will influence the fracture patterns. These factors are divided into extrin-
sic and intrinsic factors (Rogers 1992; Symes et al. 2012). Extrinsic factors refer
to aspects such as the direction, magnitude and duration of the force, while intrin-
sic factors relate to the qualities of the bone itself. Bone stiffness, bone density, area
of the bone where the loading takes place and underlying pathology all play a role.
Bone fatigue is also important as bone which has already been under a period of
strain will require little additional loading to fracture.
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Figure 9.1. General stress-strain curve, after Berryman and Symes
(1998), Galloway (1999) and Symes et al. (2012). As stress increases, the
relationship between stress and strain changes. Once the yield point (X)
is passed, the bone can no longer go back to its original shape and will
undergo deformation. Eventually it will fail (break). 
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In attempting to interpret bone trauma, and especially the directional aspects of
it, the most important thing to remember is that bone is much stronger in com-
pression than in tension, meaning that the bone will fail in tension before failing in
compression (Currey 1970; Gozna 1982; Rogers 1992; Frankel & Nordin 2001).
This is demonstrated in Figure 9.2, where it can be seen that with a load from the
side, the bone will first fail in tension (the convex side), then in compression (the
concave side). As Gozna (1982) points out, when a transverse fracture occurs the
crack will start on the tensile side of the cortex, and as the layers on the outside fail,
the layers underneath this are subjected to the most stress and will also fail. The
crack will thus propagate at right angles to the long axis of the bone and cause a
transverse or butterfly fracture. During the process of fracturing, there will be a
neutral axis between the sides under tension and compression, respectively, but as
the fracture propagates this axis moves from the middle towards the concave side of
the bone. The same principle holds whether the fracture occurs in the skull or long
bones, although Zhi-Jin and Jia-Zhen (1991) illustrated that in crania at microscopic
level, the trabeculae will break first, followed by the contact zone between compact
bone and trabecular bone, ending with fracturing of the outer compact bone. 

Every bone, and even different areas within the same bone, will react differently
to stress and strain. The human femur, for example, is relatively weaker in tension
than the tibia or humerus, but it is stronger under compression (Ko 1953, quoted
from Rogers 1992). Ko (1953) found that the strongest bone under tension is the
radius, followed by the fibula, tibia, humerus and femur. In contrast, the femur is
strongest under compression, followed by tibia, fibula, humerus, radius and ulna
(Yokoo 1952, quoted from Rogers 1992). Patterns of bone fracturing may therefore
differ considerably between the various parts of the skeleton.

It should be kept in mind that in a real-life situation there will most probably
also be shearing, torsion and forces from more than one direction as well as the
compressive force of weight bearing (axial loading), which will complicate the
interpretation of fractures. Fractures will usually propagate along the lines of least
resistance, which often means areas where there are less buttressing (as in the case
of the well-known LeFort fractures of the face), or skull base where there are many
foramina (Gurdjian et al. 1950). Sometimes they are interrupted or redirected by
suture lines or epiphyses (Loe 2009).

C. BLUNT FORCE TRAUMA

1. Introduction

Blunt force trauma (BFT) is a slow-loading form of trauma and usually causes a
fracture(s), which is a discontinuity of bone, or a crack in a bone. In the living indi-
vidual it will, of course, also produce lacerations, contusions, abrasions, etc. External
forces (loads) are responsible for the fractures, but they can be applied directly or
indirectly to the bone. The bone will fracture if the force exceeds the natural elasticity
of the bone. With application of a direct force, the bone will fracture at the point of
impact. An example here is a parry or nightstick fracture of the ulna that results
from a direct blow to the forearm, often when raising the arm in defense. In this
case a transverse fracture may be formed (Rogers 1992). In low-energy injuries to
the forearm or lower leg only the ulna or tibia may be fractured, with the adjacent
radius and fibula still intact. With more force they will also fracture.
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Figure 9.2. Weakness of bone in tension relative to compression, and the propagation of transverse fractures (after Gozna 1982).



322 The Human Skeleton in Forensic Medicine

With an indirect force, the bone may fracture far from the point of impact (for
example, if a foot is anchored on the ground and a force comes from the side, a
spiral fracture may be caused away from the point of impact). Various combinations
of force types will result in different fractures, often more complex and serious in
nature. Fractures resulting from combined angulation and compression, for example,
may result in the formation of a loose, triangular fragment (butterfly fracture). It
should also be noted that sometimes the forces (direct or indirect) can be very severe
and cause crushing injuries of which the exact mechanism is difficult to interpret.
Here major external forces are applied−for example, in motor vehicle accidents. In
this case open or comminuted (with many fragments) fractures may also occur.

Blunt force trauma is the most common form of trauma to be seen at autopsy
(Spitz & Spitz 2006) and may result from any number of incidents such as direct
blows from an assailant, motor vehicle and aircraft accidents, fall from heights, etc.
According to Symes et al. (2012) it is a very difficult form of trauma to assess, as there
are so many ways in which BFT characteristics can appear on a body. In addition,
there are a variety of objects that can cause the trauma and then there are also
issues relating to where the body part was when the insult occurred.

Plastic deformation is commonly seen in BFT, as the bone has had time to pass
through the elastic and plastic phases before fracturing. It may therefore also not be
possible to fully reconstruct a broken skull that had been shattered by BFT, as some
deformation will be present (Berryman & Haun 1996). Delamination will also be
evident.

Symes et al. (2012) advise that the following should be assessed in investigating
BFT: (1) the point of impact of each blow; (2) the minimum number of blows; (3)
the sequence of impacts; and (4) sometimes, the general class of the implement or
tool used. The blunt force injury may occasionally reflect something of the instru-
ment that was used to inflict the wound (e.g., a hammer or spanner), but it may in
many cases be impossible to link an instrument with an injury and great caution is
advised so as not to overinterpret the evidence. Symes et al. point out that investiga-
tors may try to fit the specific tool into the actual bone deficit, but that this should
be avoided because not only can it be misleading but it may also cause additional
damage to the bone. The best approach in commenting on the relationship between
a tool and the bone deficit is to indicate whether the deficit is “consistent with” or
“not consistent with” the particular tool.

It should be kept in mind that various mechanisms of injury may result in a wide
variety of patterns of trauma in the skeleton. Tomczak and Buikstra (1999), for
example, described injury patterns associated with falling from heights. These may
differ from injuries seen in MVA’s (motor vehicle accident) or PVA’s (pedestrian
vehicle accident), which in turn may differ from what is seen in a direct impact
with a blunt force instrument.

2. Long Bones

Long bone fractures can be classified and grouped in a number of ways, depending
on the authors consulted. Commonly they are divided into two main groups—
namely, incomplete fractures and complete fractures. Incomplete fractures most
commonly occur in children and include greenstick, bowing and “buckle” fractures
(Bilo et al. 2010). These will be discussed in more detail in the section on child
abuse. Complete fractures can be transverse, oblique, spiral, etc., and depend on the
mechanism/type of stress by which they were caused.



Following the descriptions by Rogers (1992) and Ortner (2003), the types of
stress causing bone to fracture are (Fig. 9.3):

• Tension (traction): Here the force tends to stretch the object. For example, a
violent muscle contraction can cause an avulsion (tear off) fracture where it
attaches to bone.

• Compression: Forces are in the axial dimension, e.g., falling from great
heights. This may cause, for example, compression of the vertebrae, as is
shown in Figure 9.4a–b. In this unidentified recent forensic case, both the
vertebrae and the sacrum showed compression fractures.

• Rotation or twisting: Here the force is directed in a twisting direction, causing
a spiral fracture. It always involves abnormal rotation of the bone and happens
for example when the foot is anchored and the body twists during the fall. 

• Flexion (angulation or bending): In this case a force is applied perpendicular
to a long bone, causing a transverse/oblique fracture, butterfly fracture or
greenstick fracture. 

• Shearing: In this case two opposite forces act perpendicular to the long axis.
Ortner (2003) describes a Colles’ fracture as a type of fracture resulting from
shearing: if a person falls forward and reacts by extending the forearm to
minimize the impact, the dynamic force is the falling body and the static force
the floor. As a result, the distal end of the radius is sheared off and displaced
backwards.
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Figure 9.3. Different types of stress that result in fractures: (a) tension, (b) compression, (c) rotation, (d) bending, (e) shearing
(following Ortner 2003).

Figure 9.4. Compression of (a) vertebrae and (b) sacrum of the same individual, pre-
sumed to have resulted from falling from a height (photos: Y Scholtz).

a b
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One of the most characteristic fractures seen in long
bones in BFT is butterfly fractures (Fig. 9.5). As the bend-
ing force comes from the one side, tensile forces initially
result in shearing of the bone on the opposite side from
where the force is applied. Compressive forces act upon the
side where the force is applied, and “the transition from
tension, through shear, to compression redirects the frac-
ture(s) because compressed bone inhibits a continuous
transverse fracture” (Symes et al. 2012, p. 355). These redi-
rected fractures propagate around the shaft until they
reach the original side of impact, causing a loose roughly
triangular fragment of bone (Berryman et al. 1991; Rogers
1992). Diagnostic of these types of fractures is bone tearing
on the side of tension, and breakaway spurs or notches on
the side of compression. Breakaway spurs are said to be
jagged in appearance, with one bone fragment retaining a
sharp bone extension and the other side a “dog-eared”
notch (Symes et al. 2012).

3. CRANIUM

Interpretation of BFT on the cranium can be complex, and in addition there is often
a limited association between the cranial fracture and the extent of the intracranial
injury (Rogers 1992). It is quite possible that there can be a severe intracranial
injury such as a subdural hematoma without a cranial fracture, whereas the opposite
may also be true (e.g., a linear crack without any intracranial pathology). According
to Rogers, there is a 65%–80% chance of a skull fracture in cases of severe brain
injury, in which case the fracture is usually depressed. Forensic osteologists should
therefore describe any observed abnormalities in detail but be extremely cautious
in commenting on the associated intracranial pathology it may have caused.

The skull can be divided into the neurocranium or cranial vault that holds the
brain and the viscerocranium that comprises of the facial skeleton. The cranial
vault is rounded and has three layers—compact bone on the outside and inside
with a layer of spongy bone in between. It also varies in its thickness in different
areas, but in general can provide some resistance against impacts. The facial bones
are more complex and consist of an involved arrangement of fairly delicate bones,
some also containing sinuses that further compromise their strength.

For fractures of the cranial vault, the same principles hold as in fractures else-
where in the body—namely, that bone will fracture first in tension and then in
compression. Traditionally, the skull has been described as a “semi-elastic ball” (e.g.,
Rogers 1992; Galloway 1999), much influenced by the works of Gurdjian (Gurdjian
et al. 1950; Gurdjian 1975). Gurdjian et al. (1950) used Stress Coat®, a lacquer with
which skulls were covered to visualize areas of stress in bone and predict fracture
patterns. They proposed that when blunt force is applied to the cranial vault, in-
bending occurs at the site of impact. At the same time there will be outbending
surrounding the impact site. Gurdjian et al. then described how impacts in various
areas will follow the path of least resistance and how linear, stellar, comminuted and
depressed fractures are formed.

Figure 9.5. Schematic representation of a butterfly
fracture in a long bone resulting from bending force,
usually with some axial compression. Bone spurs
and notches are seen on the side of compression.



Moritz (1954) and Berryman and Symes (1998) provide descriptions of how in-
bending and outbending will result in radial and concentric fractures (Fig. 9.6). At
the site of impact compressive force is applied, resulting in tension of the inner
table; thus fracturing takes place from the inside to outside. From here fractures
will radiate outwards across the skull, causing plates of wedge-shaped bone. Simul-
taneously, outbending will occur concentrically around the point of impact. As
compression here is on the inside and the area of the tension on the outside, the
bones of the vault will fracture in this area of outbending from the outside to
inside. As a result of this inbending of plates, concentric fractures may occur per-
pendicularly to the radiating fractures, surrounding the point of impact (Fig. 9.7).

According to the Gurdjian studies, the initial fracture may start at the area of
outbending, away from the point of impact, and then travel backwards to the point
of impact. Kroman et al. (2011) mentioned that this theory has influenced interpreta-
tion of fractures for years and has also been taken up in several textbooks. Arguing
that the Stress Coat used in the original studies may not adequately reflect the bio-
mechanics of the skull and that the influence of various soft tissues also influence
fracture propagation, they devised an experimental study whereby five cadaver skulls
were impacted in a drop tube and the event photographed by high-speed video. It
was found that in two cases where the skull was fractured, the impact caused linear
fractures that originated at the point of impact, from where it radiated outwards. No
concentric fractures were formed. In two cases no significant fractures were observed.
In the fifth case the skull was impacted with a semirigid boundary on the opposite
side of the impact and here the fractures followed a much more complex pattern,
with many radiating and concentric fractures. However, the radiating fractures also
started from the point of impact and moved outwards. Failure of facial bones and on
the opposite side also occurred, suggesting that when a solid surface is present on
the opposite side of the impact a much more complex picture emerges. Importantly,
no significant inbending or outbending was observed, and these authors suggest
that the elastic properties of the skull may have been overestimated in the past. All
fractures originated at the point of impact and radiated outwards from there.
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Figure 9.6. Inbending and outbending following BFT on the cranial vault, indicating sequence of fracturing.
After Berryman and Symes (1998), Galloway (1999) and Symes et al. (2012). Reproduced with permission
from Symes et al. (2012), Figure 17.2, A Companion to Forensic Anthropology, published by Wiley-Blackwell.
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Fractures to the cranial vault may be linear, depressed or diastatic (Rogers 1992).
In some cases, following severe trauma, they may also be multiple or comminuted.
Linear fractures are the most common, and they usually follow the path of least re-
sistance which may also mean that they end in or follow the cranial sutures. Diasta-
tic fractures are the traumatic widening of sutures and may also be associated with
linear fractures. They are more common in younger individuals, occurring before
the complete obliteration of sutures. Depressed fractures usually result from an
impact of small mass but with high velocity. In these cases one or more fragments
are displaced inwards, and one or both tables of the skull can be involved.

In assessing cranial BFT, it is important that the number of blows to the skull is
determined, as well as their sequence. With the first impact, radiating fractures are
formed that will end when all their kinetic energy has dissipated. Puppe’s law of
sequence can be used to determine the order in which subsequent blows took place
(Symes et al. 1996; Berryman & Symes 1998; Symes et al. 2012). According to this law,
the radiating fractures from a second impact will end when they intersect those from
the pre-existing fracture. Sequencing of impacts can be very complex, as can be seen
in the reconstructed skull shown in Figure 9.8a–b where there probably were at least
three impacts. Also evident in this skull is the bone flaking or knapping that occurs
where the loose bone plates interact with each other during subsequent blows.
Looking at the superior view (Fig. 9.8b), it can be deducted that the fracture in the
anteroposterior occurred before the transverse fractures, as the transverse fractures
end in the anteroposterior defect, which also shows some knapping.

Figure 9.7. BFT to the skull, illustrating radiating fractures originating from the point of impact, with
wedge-shaped plates driven inwards. Concentric fractures surround the point of impact (photo: M Loots).



The facial skeleton is usually divided in three areas when it comes to describing
fractures: the upper face (orbits and frontal sinuses), midface (maxilla, zygoma and
nose) and mandible. Relative areas of strength and facial struts have been described
(e.g., Gentry et al. 1983a–b; Rogers 1992) which may help to predict and interpret
patterns of facial fractures. Generally speaking, bones of the facial skeleton will
fracture in weaker or less fortified areas, but that does depend on where the impact is.
A very frequently used system to classify upper and midfacial fractures are the LeFort
I, II and III fractures, resulting from the work LeFort published in 1901 (Fig. 9.9).
LeFort studied the result of impacts to various areas of the face and found that im-
pacts in specific areas result in more or less reproducible fractures. In all of these, the
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Figure 9.8a–b. Multiple blunt force injuries to a skull. (a) The reconstructed area can be seen, most probably indicating three
blows. (b) This shows the superior view of the same skull, where knapping arrows is evident as bone plates impacted on each
other. The anteroposterior fracture occurred first, as the two fractures from the sides end in this fracture, and the knapping
occurs in the pre-existing anteroposterior fracture.

a b

Figure 9.9. LeFort classification of fractures of the facial skeleton. The three areas of relative strength within the facial skeleton
are shown on the left: the alveolar ridge of the maxilla, the nasofrontal process of the maxilla and the body of the zygoma.
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maxilla or parts thereof is partially or completely
separated from the rest of the skull. In a classic
LeFort I fracture, a transverse fracture occurs at
the base of the maxillary anthra, separating the
alveolar process of the maxilla and the palate from
the rest of the maxilla. In LeFort II a large, pyra-
midally shaped fragment of the midface breaks
loose, while in LeFort III the facial skeleton is
completely separated from the skull. In practice
few facial fractures follow this exact pattern, and
various combinations of fractures are possible. 

A tripod fracture is one of the most common
injuries of the facial skeleton, and primarily in-
volves the zygomatic bone which becomes sepa-
rated from its three areas of attachment. It usually
separates the zygomaticofrontal suture, fractures
the zygomatic arch and fractures the inferior orbital
rim through the anterior and lateral walls of the
maxillary antrum (Fig. 9.10). Direct blows to the
zygomatic arch can also cause it to break without
other associated fractures (Fig. 9.11). Here three
fractures are usually seen: the inbending in the
centre, with the two fractures to the sides (Rogers
1992). Fragmentation in zygomatic fractures is
common. Other common midfacial fractures are
seen in the nasal area, whereas upper facial frac-
tures commonly occur on the superior orbital
rim, sometimes involving the frontal sinus.

Mandibular fractures are common in cases of
interpersonal violence and motor vehicle accidents.
They are usually described depending on whether
they occur in the condyle, coronoid process, ramus,
angle, body, symphysis or alveolar area. Because
of the arc-like structure of the mandible and the
fact that it is firmly anchored at the temporo-
mandibular joints, it is common to have more
than one fracture. Multiple fractures are reported
in 50%–60% of cases (Rogers 1992) and usually
occur on both sides–e.g., a fracture of the body on one side plus a fracture of the angle
on the opposite side. Any combination is possible, but fractures usually occur on oppo-
site sides of the mandible.

4. Ribs

Assessment of rib fractures is a tedious task, often complicated by postmortem damage
and fragmentation. In order to assess trauma to the ribs, they need to be carefully
identified and laid out in anatomical order. Fractures to ribs are difficult to interpret
for a number of reasons. Firstly, a single blow or impact can cause various fractures,
and even fractures on different sides of the rib cage. Because the ribs are arc-shaped
and firmly anchored anteriorly and posteriorly, it is difficult to predict their behavior

Figure 9.10. Tripod fracture of the zygomatic area.

Figure 9.11. Isolated fracture of the zygomatic arch, show-
ing three areas of fracturing.



under loading and to reconstruct events as it would have happened in a living individual.
They seldom fracture at the point of impact, and their biomechanic properties are
poorly understood.

Ribs are elliptical to flattened in cross-section, and comprise of thin outer layers of
cortical bone with spongy bone in between. They may fracture as a result of falls, accidents
and direct blows, and are especially important in recognition of child abuse. Various ribs
differ with regard to their strength, and some, such as the first and second ribs, are fairly
protected due to their positioning in the pectoral girdle (Galloway 1999). Ribs 11 and
12 are not firmly anchored anteriorly and do not suffer injury so often as other ribs.

Anteroposterior compression to the rib cage usually causes fractures at the lateral
points of curvature (DiMaio & DiMaio 1989). Ribs may also break posteriorly with
compression which is directed from the back to the front, or with pressure from the
sides fracture near the sternum and vertebral column. Ribs 6–8 are the most commonly
fractured ribs, usually on the left side more so than the right (Rogers 1992). Although
the fractures may occur anywhere along the length of the rib, they are more frequent in
middle and posterior thirds in ribs 4–9. Fractures of the upper three ribs, and especially
the first rib, are associated with severe trauma. The first rib especially protects large
blood vessels and nerves situated underneath it, and in the living individual a fracture
of this rib may have dire consequences. Any rib fracture may puncture lung tissue, and
lower rib fractures may be associated with trauma to other organs, such as the spleen.
Most frequently, though, rib fractures will not be life-threatening events.

Rib fractures can be complete (transverse or oblique) or incomplete. Love and Symes
(2004) investigated rib fractures in 43 forensic cases and found that incomplete fractures
(defined as any partial fracture) occurred frequently in adult and even elderly individuals,
contrary to what was expected (e.g., see Harkess 1975). In contrast to what is observed
in the other bones of the skeleton, Love and Symes (2004) found that ribs may also fail in
compression before tension. They called these “buckle” fractures, to describe collapsing
due to compressive instability in areas where the bone cortex is thin.

Attempting to throw light on some of the biomechanical issues raised by Love and
Symes (2004), Daegling et al. (2008) experimentally investigated rib fractures on eight
isolated ribs. They found that rib fracture patterns in their study were consistent as far
as the site of fracturing was concerned, but that the same load caused a marked varia-
tion in the mode of fracture. Transverse, spiral and butterfly fractures were observed,
and they concluded that there are inconsistencies between the expected stresses and
the observed strains–i.e., the ribs were simply not behaving as expected. Sometimes
ribs failed in tension before compression and vice versa, indicating that significant dif-
ferences in toughness and stiffness existed among specimens. This may be related to
several factors, including the age of the individual. Relative to its posterior areas, ante-
rior rib shafts were found to be less stiff and weaker. In summary, it seems that we
know little about the biomechanical behavior of ribs and the rib cage as a unit under
various loads, and more research is needed.

D. CHILD ABUSE

1. Introduction

It is not very often that forensic anthropologists are involved in cases of child abuse or
non-accidental injury in children. However, due to their intimate knowledge of skeletal
anatomy, fractures and healing, situations may arise where their expertise is needed.
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This could happen where some time has elapsed after the death of the child before
abuse is suspected (e.g., Steyn 2011), or in cases where the remains of a child were
buried to conceal the death. Estimations of the timing/dating of injuries can also be
a reason to consult an anthropologist. O’Connor and Cohen (1989) and Bilo et al.
(2010) provide more information on the dating of fractures specifically in children.

In an experimental study on pigs, Cattaneo et al. (2006) investigated the sensitivity
of diagnostic approaches at autopsy that may be used to pick up abuse. Various
approaches had different sensitivities. For example, autopsy alone revealed only
31% of cranial fractures, while radiology revealed 35% and CT scans 100%. In ribs,
radiology revealed 47%, autopsy 65%, and CT 34% of fractures. Abuse is thus not
necessarily picked up at autopsies, even if there was a high index of suspicion and
radiology and CT scans were employed. Situations may thus arise where it is neces-
sary to assess the skeletal remains of children even though everything possible had
been done at autopsy to look for fractures.

Children are accident prone and likely to sustain fractures, but fractures occurring
in very young children or following specific patterns should cause suspicion. In a
physical anthropological case study of five cases of abuse, Walker et al. (1997) out-
lined a number of skeletal characteristics that are suspicious of child abuse. These
include:

• Subperiosteal new bone formation: this occurs as localized, non-symmetric
areas of new bone formation in various stages of healing. Subperiosteal bone
formation may be due to the stripping or tearing of the periosteum—for exam-
ple, when a limb of a child is twisted (Pierce et al. 2004). Subperiosteal bleeding
may also follow after a direct hit and is more likely to occur in bones close to
the surface. This type of lesion, however, is very non-specific and can be
caused by various other factors, such as nutritional deficiencies or accidental
trauma, and care should thus be taken against overinterpretation.

• Disruption of healing by multiple trauma: in these cases a new fracture of a
partly healed fracture may occur

• Mutiple fractures, often in the ribs and skull: rib fractures have been shown
to be the fracture with the highest association with abuse (Kemp et al. 2008).
A child with rib fractures has a 7 in 10 chance of having been abused. Skull
fractures are also common; according to Kemp et al. an infant or toddler with
a cranial fracture has a 1 in 3 chance of having been abused. Two or more
fractures occur significantly more in abused than non-abused children

• Several stages of healing: the multiple fractures are often in different stages of
healing, showing repeated abuse over a long period of time.

• Growth disruption: abused children have retarded growth relative to their
peers, and this may be assessed by comparing long bone lengths to those of
normal children.

In summary, the picture is one of chronic, patterned injury showing repeated
incidents of trauma. Abuse is more likely to happen in smaller children—80% of
all fractures resulting from abuse occur in children of less than 18 months (Kemp et
al. 2008). The bones of children, and especially those of very young children, differ
from those of adults in its anatomy, physiology and biomechanics (Pierce et al.
2004; Baumer et al. 2010; Bilo et al. 2010). Children’s bones are more pliable and
somewhat less mineralized than those of adults. They are therefore less likely to
sustain complete fractures (Currey & Butler 1975). In addition, the soft tissues
such as periosteum and joint capsules are strong and will provide some protection



especially against dislocations and displaced fractures. On the other hand, growth
plates are present that represent weak points that are easily injured. Children also
weigh less and are shorter, and therefore falls without the application of external
force may not cause extensive fracturing. Bone healing in children is also much
faster than that of adults, implying that the quick remodelling may easily obscure
some of the signs of injury. 

2. Trauma in Long Bones

Although complete fractures of long bones occur in children, they are more likely to
sustain incomplete fractures. These incomplete fractures can be classified as follows
(Fig. 9.12) (Rogers 1992; Pierce et al. 2004; Bilo et al. 2010):

• Greenstick fractures: this is the result of bending or angulation forces. An
incomplete fracture is formed on the side of tension, but it stretches only
partly across the diameter of the bone. The cortex on the side of compression
is intact, but it may be slightly bowed.

• Torus (buckle) fractures: this is a buckling of the cortex caused by compression.
These almost always occur at the end of long bones, usually in circular fashion
spreading around the shaft of the bone. A lead pipe fracture is a combination
of an incomplete transverse fracture on the one side of the cortex, and a torus
fracture on the other side. 

• Toddler’s fractures (not shown): these are oblique, undisplaced fractures in
toddlers, often in the tibia or femur, which usually result from normal activi-
ties of toddlers (tripping, falling, etc.).

• Bowing fractures: in young children considerable plastic deformation (see
Fig. 9.1) is possible, such that it can bend beyond the yield point after which it
is not possible to return to its original shape. However, in these cases the
cortex is intact and there is no sign of failure on any side of the diaphysis. The
bone is usually bent along its entire length in a broad curve. 

Complete fractures such as transverse or spiral fractures also occur, but very char-
acteristic in abused children are metaphyseal corner or bucket handle fractures.
These fractures result from a shearing force, from a horizontal movement through
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Figure 9.12. Fracture classification in children.
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the metaphysis. This is not a kind of force that can occur through natural move-
ments of a child but results, for example, from violent shaking of a child by grab-
bing it by the hands or feet. The direction of the lesion is perpendicular to the long
axis of bone, as the metaphysis tears away from the cartilage of the growth plate. If
the sheared off mineralized disc of the metaphysis is slightly displaced or tilted, it
looks like the handle of a bucket on radiographs (Rogers 1992). Sometimes the ra-
diograph will only show the wider edge of the bone in this area (corner fracture)
(Bilo et al. 2010).

3. Ribs

Rib fractures are lesions which are highly specific for infant abuse, especially if they
occur in children below two years. Kemp et al. (2008) report that of all fractures, rib
fractures have the highest association with abuse. Rib fractures can result from
static loading (compression) or dynamic impact loading (through a direct impact)
(Bilo et al. 2010). Static loading fractures usually result when the baby is gripped
around the chest with both hands and compressed. Multiple fractures may be pres-
ent, often bilaterally, and are usually sustained first on the posterior side. They are
associated with shaken-baby syndrome. Rarely, rib fractures will also be caused by a
direct impact to the chest (dynamic loading).

Several authors have cautioned that multiple rib fractures in young babies may
occur as a result of birth trauma or resuscitation and may thus not always be the
result of child abuse. Authors such as Kleinman (1989) and Bilo et al. (2010) pro-
vide a discussion of the possible causes and likelihoods of sustaining rib fractures
from these and other causes such as physiotherapy or coughing fits.

4. Cranial Fractures 

Skull fractures can also be caused by static loading (e.g., where the head is wedged)
or dynamic loading (e.g., where the head moves, and the object against which it is
hit is stationary). The most common fracture to occur in child abuse or in other
forms of cranial trauma is simple linear fractures. These most frequently occur in
the parietal bone. Multiple and bilateral fractures, as well as fractures spreading
across sutures, are seen in severe trauma. Diastatic and depressed fractures as well
as fractures that increase in width can also be found in child abuse. Children’s skulls
are thin and do not have the same rigidity as that of an adult. The cranial bones are
separated by sutures, giving it some capability to deform. General consensus seems
to be that it is unlikely that a baby or toddler will sustain severe cranial fractures
from simple falls or accidents.

E. SHARP FORCE TRAUMA

1. Introduction

From a forensic osteology perspective, sharp force trauma (SFT) involves injury to
bone with a sharp object that forms an incision (narrow or wide) or a
puncture/cleft. It is typically described as a dynamic, narrowly focused type of
trauma with slow loading (e.g., Symes et al. 2012). It is similar to BFT in the sense
that it is slow-loaded and cause compression, except that here it is done with an in-
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Case Study 9.1

Decapitation and Tool Marks

In 1998, a series of cases involving decapitation occurred in the northern
region of South Africa. In three cases, only the decapitated heads were
found. These were found at the same place, and comprised of the remains
of two adults (one male and one female, both between 25 and 40 years)
and a child (aged about 4 ± 1 years). A fourth case was later found in the
same general region but in a different locality, and included only a body
without the head. In this case only vertebrae (C3–C7) were submitted for
analysis, and no further information on the sex or age of the individual
was available. In the case of the child, three cut marks were present on
the anterior surface of C2. In the adult cases, cut marks were on C3. It
was not clear whether the decapitations occurred to prevent personal
identification, or for other reasons. One possibility that should be consid-
ered in the African context is that body parts were harvested from the
missing remains for medicinal purposes (i.e, to use them as muti—“strong
medicine”). 
The cut marks on the vertebrae were assessed using various light micro-

scopic techniques in an attempt to establish what kind of instrument was
used, and also to determine whether the same instrument (knife?) was used
in all cases. 
Case Study Figure 9.1a shows one of the cut marks on the vertebra of

the child, this one on the anterior surface of C2. In this figure, the horizontal
line is the cut mark, whereas the vertical lines are the partially fused lines of
union between elements of the axis. The jagged appearance of the edges
is clearly visible. In Case Study Figure 9.1b the same cut mark is shown,
under magnification. No metal fragments were observable in the defects.
In both adult cases with skull only, the decapitation was done between

C3 and C4. In one case, it was so cleanly done that only a small cut mark
was visible on the left inferior articular facet of C3. In the other case, two
cut marks were observed on the anterior surface of C3 (Case Study Figure
9.1c). The cut marks are quite narrow, but bone wastage can clearly be seen
in especially the upper cut mark. No metal fragments were observable in
the defects. These cutmarks are also shown under higher magnification
(Case Study Figure 9.1d).
In the fourth case, the decapitation was probably done between C2

and C3. Two of the vertebrae (probably C3 and C4) had cut marks, and
they had very jagged edges (more so than what was the case with the
other cut marks). Large metal fragments were observable in the cuts
(Case Study Figure 9.1e).

It is difficult to draw clear con-
clusions from a study such as this,
but it seems that in the case of the
three heads, a smooth edged knife
was used. The more pronounced bone wastage in the child may possibly
be due to the fact that the bone is less compact than that of the adults. In
the fourth case, it seems that a different implement may have been used
due to the fact that this is the only case where metal debris have been left
behind and the edges were very jagged. It may have been an instrument
with a serrated edge, but this can not be concluded with any certainty.

M Steyn & MR Dayal

Case Study Figure 9.1a. Axis of a
juvenile individual with horizontal cut
mark on anterior surface.

Case Study Figure 9.1b. Case Study
Figure 9.1b. Close-up view of the cut
mark shown in 9.1a.

Case Study Figure 9.1c. Two cut
marks on the anterior surface of a
cervical vertebra.

Case Study Figure 9.1d. Close-up
view of the cut marks shown in 9.1c.

Case Study Figure 9.1e. Metal frag-
ments inside an incision.
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strument with a sharp rather than blunt edge. Symes et al. specify that such a tool or
blade must have an edge bevel, implying that the border must have an angle of less
than 90°. Knives, axes and razor blades, for example, thus qualify as edge bevelled,
but bush hogs and boat propellers do not. Bone reacts similarly to SFT to what it
would do in cases of BFT, and the same general biomechanical principles apply.
Depending on the angle of the instrument and the impact, it may deeply penetrate
the bone, puncture it, scrape it or just glance off the bone surface (Loe 2009).

Although there are several possible ways in which to classify SFT, a somewhat
simplified, workable way of grouping it would be:

1. Stab or puncture wounds—these are produced by narrowly focused, sharp
instruments in a stabbing, penetrating motion. These lesions can be divided
into puncture wounds and clefts (notches), depending on the instrument used.

2. Incised wound—these are narrow, linear cuts that are longer than what they
are deep.

3. Chop wounds—these are lesions caused by heavy instruments with a cutting
edge. They can also be described as being blunt force trauma applied with a
sharp object.

Seen on bone, these types of wounds can sometimes be difficult to distinguish, as a
stab wound through the rib cage made with a screw driver, for example, can incise
the upper or lower edge of a rib and have characteristics similar to that of an incised
wound.

2. General Characteristics of SFT

SFT causes discontinuities in bone such as incisions, punctures or clefts, but also
has other typical characteristics (Reichs 1998; Smith et al. 2003; Byers 2011; Symes
et al. 2012). The groove made by the cutting tool is described in the literature as the
kerf, while the kerf floor is the point of termination of the cut made by the tool
(Humphrey & Hutchinson 2001). 

Depending on the force and direction of the impact, fractures can be produced.
These fractures radiate away from the impact site and, similar to what is the case in
BFT, if there are any pre-existing fracture lines or
sutures they may terminate in them. Concentric
fractures are very rare, but radiating fractures can
be present especially in cases where a heavy in-
strument such as an axe was used. The cutting
edge of a knife will incise bone with much applied
energy, but after it has penetrated it is simply a
blunt object pushing through bone. Therefore the
classic blunt force tension/compression fractures
of bone may be found.

Hinge fractures are frequently found in SFT be-
cause of the elastic nature of bone. This may cause
a fragment of bone to bend away from the primary
injury, while still staying attached to the rest of the
bone (Fig. 9.13). It may look as though the bone
is peeling, which results from the pressure of the
sharp instrument under the bone. This hinge may
be small or large, depending on the instrument.

Figure 9.13. A hinge fracture seen in SFT. The wet bone is
curled away from the surface (photo: M Loots).



Frequently, especially in cases of clefts, there are also hinge fractures that do
not bend away from the primary injury, but towards it. These may, for example, be
seen as narrow segments of bone that run on one or both sides of the cleft and of
which the fractured edge is roughly parallel to the original lesion (Fig. 9.14). In a
sense, they are the reverse of the hinge fracture described above, as the fragment of
bone is driven downwards into the defect, where it usually comprises of a segment
of the outer table that is forcefully pushed into the cleft.

Etched lines or striations may be present on the walls (kerf) of the primary
injury. They are made on the bone by the tool that was used and run parallel to the
direction of the force. Thus, in the case of clefts, they run from the surface of the
bone inwards, while in incisions they are orientated horizontally, along the length of
the defect. The size of the striations very much depend on the size of the tool, so a
small knife would leave slight, small striations, whereas a large object with a jagged
or serrated edge such as a saw would leave big, visible striations.
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Figure 9.14. Hinge fractures driven inwards in cases of SFT where a cleft is formed by the wider sharp object.  (photo: M Loots).
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Bone wastage is very typical
of SFT (Fig. 9.15). When the in-
strument that was used to inflict
the wound is removed or pulled
back, fragments of bone are sep-
arated from the main section of
bone. These areas of wastage are
defects on the surface of the
bone and can be small or large
and are also dependent on the
size of the weapon used. They
often only occur in the outer
layers of the bone. 

Because of the elastic nature
of bone, the incised wound may
tend to close after the weapon
is removed as the bone bends
back towards it original position
(Maples 1986; Rodríguez-Martín
2006). This should be taken into
account, as the defect may look smaller than is expected in relation to the weapon
used and it may also obscure the lesion to some extent. 

3. Types of SFT

Stab or Puncture Wounds

Stab or puncture wounds are caused by narrowly focused sharp instruments in a
stabbing, penetrating motion, resulting from a single action per lesion caused. They
can be divided into puncture wounds and clefts (notches), depending on the in-
strument used.

Puncture wounds are produced by pointed weapons. They cause perforations
with lesions which are often conical and have sharp edges. The width (length) of
the puncture wound may correspond to the width of the blade. If the force is di-
rected vertically into the bone, clear puncture marks will be seen as is usually the
case in stabbing. The depth of these wounds is dependent on the force as well as the
nature of the instrument, and it may be deeper than it is wide. In the case of punc-
tures with enough heavy force, both fracture lines and hinge fractures may occur,
but wastage is very rare.

Clefts or notches also occur when there is a dynamic vertical force being applied
to the bone, but they are usually caused by larger, heavy objects with long sharp
edges. Due to the excessive force that is sometimes used to cause these types of
wounds and the nature of the instruments used, fracture lines may accompany this
trauma. The hinge fractures and wastage that are commonly associated with
wounds like these are shown in Figure 9.14. 

Looking at eight characteristics, Reichs (1998) and Byers (2011) summarized the
differences between punctures, clefts and incisions. On cross-section, punctures are
said to be V-shaped, narrow or wide, and shallow or of medium depth. The length
may be roughly the same as the width, striations in the sides are vertical, and frac-
ture lines and hinge fractures may be present. Usually minimal bone wastage is

Figure 9.15. Bone wastage commonly seen in SFT.



present. Clefts are also V-shaped but are significantly wider and may be deeper.
They are usually longer than punctures, and striations are vertical. Similar to what
is the case in punctures, fracture lines and hinge fractures may be present, but bone
wastage is more significant. 

Incised Wounds

Incised wounds are longer than what they are wide and are produced by moving a
sharp instrument such as a knife transversely along the surface. They can also occur
from stabbing, depending on the direction of the bone at time of impact. In cases
where attempts are made to dismember the body, either by a smaller instrument

such as a knife or a larger instrument such as a saw, incised le-
sions will also result. Kimmerle and Baraybar (2008) show an
example of a case with incisions/cut marks on the anterior side
of a vertebra, where it was expected that the individual’s throat
was cut. In Figure 9.16 a case from South Africa is shown, where
the individual was decapitated and incisions were left on the an-
terior side of the upper cervical vertebrae. Similar cut marks can
also be made in cases where the throat of the victim is slit, with
the assailant standing behind the victim.

Incised wounds also have a triangular, V-shaped groove, but the
orientation of the V varies depending on the angle of the impact
(Kimmerle & Baraybar 2008). They have parallel margins, of
which one is hinged (the margin above the instrument) and one
polished (the margin below the instrument). These cut marks can
be very faint if a thin object was used but can obviously also be

very wide in case of large instruments or if much energy was used in producing
them. Byers (2011) mentions that measurements of the width of the incision are not
of much use due to the re-expansion of the bone which will tend to close up the line.

Hinge fractures do occur in incised wounds, but fracture lines are rare as there is
usually not much downward momentum. Striations are usually present in these
cases, once again depending on the instrument used, and will run parallel to the
long axis of the bone. In cases where a small instrument is used, bone wastage is
rare. However, with larger instruments considerable wastage can occur. 

Chop Wounds

Chop wounds, also called hacking trauma, are produced by heavy instruments with
a cutting edge, such as an axe, machete, or panga. They can basically be described as
beatings with an instrument with a sharp edge (“sharp-blunt injuries,” Kimmerle &
Baraybar 2008). In these cases, incised wounds with at least one straight edge made
by the blade is present, but they are often associated with fractures similar to what
is seen in BFT. These lesions may be very large, with irregular shapes. Humphrey
and Hutchinson (2001) summarized earlier work done in 1989 by Wenham and de-
scribed three characteristics of hacking trauma by wedge-shaped weapons, based on
characteristics of the acute (wider) and obtuse (narrower) angled sides of the lesion:

1. A flat, smooth surface, cut by the blade, is present on at least one side of the
kerf. This is on the obtuse-angled side, while the acute-angled side exhibits
fractured bone. Parallel striations, perpendicular to the kerf floor, are often
present on the flat surface (see also Tucker et al. 2001)

Perimortem Trauma and Thermal Destruction 337

Figure 9.16. Incisions on anterior side of
cervical vertebrae, in this case resulting from
decapitation.
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2. The outer surface of the bone is flaked off from the rest
of the bone on the acute-angled side, but fragments
may stay attached to the bone (hinge fractures)

3. Frequently large areas of bone are broken away.

Figure 9.17 shows a case where the individual was hit across
the back of the head with such a sharp-edged instrument.
The straight edge on the one side can clearly be seen, with a
fracture extending towards the top of the skull. Bone wastage is
evident on the other side of the lesion. A similar case is shown
in Figure 9.18, where at least four impacts were delivered in a
narrowly focused area on the right side of the head.

In their experimental study to distinguish between lesions
caused by machetes, axes and cleavers, Humphrey and
Hutchinson (2001) describe the break-off of small fragments
or chips of bone due to the vibrations of the weapon, which
they called “chattering.” Crushing was also observed, where
pieces of bone were directly pushed into the kerf by the
weapon.

4. Assessment of SFT

When the presence of SFT is noted, a careful analysis must be
done where, firstly, the positions of the lesions are noted in
detail. It should be decided whether they are punctures/clefts,
incisions or chop wounds, and each must be described. These
lesions are best viewed under magnification, and SEM has
also been used to evaluate tool marks. A few studies are avail-
able that reflect on the influence of thermal destruction on
evidence for SFT on bone, but they fall beyond the scope of
this work (e.g, Marciniak 2009; Hutchinson 2010).

Direction of Force, Number and Sequence of Events

It may sometimes be possible to comment on the direction from which wounds
were produced using basic logical reasoning (Byers 2011). For example, when lesions
are only present on the anterior side of the body it can be assumed that they were
made from the front, although this may also not always be true—for example, when
a throat is cut the incision marks (if present) will be on the anterior side of the cer-
vical vertebrae, but the assailant could have been on any side. Direction of force may
clearly be visible in thin bones, such as the scapula. However, if there are lesions that
penetrated a part of the body (such as the rib cage with lesions anteriorly and poste-
riorly) it may be very difficult to decide from which side they were inflicted. Usually
entry wounds in SFT are larger than exit wounds, but then again the possibility
should be considered that the two wounds may not have been inflicted during the
same event. This is thus a subject that should be approached with caution.

Similarly, the number of events may be difficult to determine. It is possible to
count the number of lesions, but some may have been made during the same
event. For example, a single stab can simultaneously produce wounds on more than
one bone (Smith et al. 2003). Incised wounds are also easy to miss. In any attempt to
estimate the number of events, it is important to approach the investigation from a

Figure 9.17. Chop wounds to the skull, essen-
tially showing characteristics of BFT with a sharp
object. The one side of the lesion has a linear
edge, while the other side shows bone wastage.

Figure 9.18. Chop wounds to the skull, showing
at least four impacts in a narrowly focused area.



three-dimensional point of view. Sequence of events can generally not be determined
and is only possible if deductions can be made from the fracture lines. Kimmerle
and Baraybar (2008; Fig. 6.44) practically demonstrate a case where they used several
paper outlines of the suspected instrument to reconstruct number and sequence of
injuries.

Tool Mark Characteristics

A large body of literature is available where macroscopic and microscopic studies
were done in efforts to link instruments to specific wounding characteristics. These
include the characteristics of smaller, cutting and stabbing instruments such as
knifes (e.g., Costello & Lawton 1990; Houck 1998; Symes et al. 2007), swords (e.g.,
Lewis 2008), large hacking instruments (e.g., Humphrey & Hutchinson 2001; Tucker
et al. 2001; Alunni-Peret et al. 2005; Lynn & Fairgrieve 2009), and saws (e.g., Andahl
1978; Symes 1992; Symes et al. 1998). Most experimental work was done on animal
bones, although some studies using human bone have also been published (e.g.,
Alunni-Peret et al. 2005).

Details of these tool mark studies are beyond the scope of this work. In general,
it can be said that assessment of tool marks is usually divided into two categories:
class characteristics and individual or type characteristics. Determination of class
characteristics would entail deciding whether the instrument used was a knife, saw
or other tool such as an axe. The type characteristics outline features which are
specific or unique to the particular weapon that was used. Knowledge of how tools
are applied (e.g., in case of saws; Symes et al. 1998) and classifications of instruments
(e.g., a knife can be single edged or double edged; serrated or unserrated) are needed
before it is possible to comment on its various uses and distinguishing characteristics.

Symes et al. (2012) provided basic descriptions of wounds inflicted by knives (V-
shaped floor, striations on kerf walls), large tools such as machetes (V-shaped floor
but kerf walls indicate thick tool) and saws (wide square or W-shaped kerf floor,
residual striations). Using SEM, Alunni-Peret et al. (2005) also provided criteria to
distinguish hacking trauma from knife trauma. Some studies have also demon-
strated differences between marks left by an axe, meat cleaver and machete
(Humphrey & Hutchinson 2001; Tucker et al. 2001; Lynn & Fairgrieve 2009). 

In general, when it comes to narrowing down the type of instrument used or
even the specific instrument, various difficulties are encountered. Many variables
such as handedness of perpetrators, their strength, the quality of the traumatized
bone, and the type of bone on which the lesion was made, too name but a few, influ-
ence the marks left behind on bone. In cases with incisions and saw marks the
chances of narrowing down the instrument are better because of the types of marks
left, but it is nearly impossible in punctures and stabs. Symes et al. (2012) recom-
mended that it is safer to report on the class of instrument used, rather than linking
a specific instrument to an incident as it is too risky. It may, however, be possible to
eliminate a specific tool based on the marks left. 

5. Postmortem Dismemberment

Tool mark assessment is obviously very important in cases of postmortem dis-
memberment (Reichs 1989), and saw marks are usually related to the postmortem
depo sition or destruction of a body. Symes et al. (2012) advised that if cut marks
follow the contour of the bone, or if a knife is used in a reciprocating motion, post-
mortem dismemberment should be considered. Cut marks on contiguous surfaces
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are also suspicious (Cox & Bell 1999). Conversely, it can also be stated that it is
unlikely that dismemberment or attempts at dismemberment took place if no
signs of cut marks could be found on the remains. For more details on the topic
of dismemberment, the reader is referred to Raemsch (1993), Symes et al. (2002),
Saville et al. (2007), Marciniak (2009), and Delabarde and Ludes (2010).

F. BALLISTIC TRAUMA

1. The Role of the Forensic Anthropologist in Gunshot Trauma

Much has been written on ballistic trauma in both the forensic medicine and an-
thropology literature. This type of trauma is often referred to as gunshot trauma
(GST), because it is most frequently caused by firearms. However, it should be kept
in mind that it can also occur from explosions where the injuries result from debris
originating from the blast. Some details relating specifically to blasting injuries can
be found in Kimmerle and Baraybar (2008). 

Skin wounding, assessment of the caliber of the bullet, distance from which the
shot was fired, position from where the bullet was fired, trajectory of the bullet, and
number and sequence of impacts have all been researched intensively. Within this
spectrum, Symes et al. (2012) advised that anthropologists can contribute insofar as
the (a) details of the injuries and bone damage, (b) bullet trajectory, and (c) sequence
of impacts are concerned. Estimations of the distance from which the shot was
fired and the caliber of the weapon are often attempted by anthropologists. However,
except in cases where soot is imprinted on the bone, it is not possible to estimate
the distance of the shooter. Also, the relationship between the caliber and the size of
the entry wound is not always consistent, and caution should be applied when
making such an association is attempted. Diameter of an entry wound may give
clues on the class of weapon used, but they are not necessarily exactly related to the
calibre of the weapon, as there are many variables that can play a role (e.g., position
of the bullet when it struck the bone, or thickness of the bone in the area) (Berry-
man et al. 1995).

In our own experience, anthropologists can contribute significantly, especially in
cases where there is advanced decomposition or widespread fragmentation of the
remains. Severe thermal destruction with extensive damage to the remains, for
example, may require that small fragments of a skull need to be painstakingly glued
together before events can be reconstructed. Such a case occurred, for example,
when an individual was shot through the head, the body stuffed in the trunk of a
car, and the car set afire in an attempt to destroy the body. It was only after careful
reconstruction of the cranial fragments that the presence of GST was noted.

In this section a brief overview will be given of the principles involved during
ballistic wounding, and the typical appearance of GST to the skull and postcranial
skeleton will be described. This will be followed by three short case studies from
South Africa that demonstrate some of the difficulties associated with interpreting
GST. In uncomplicated cases with single, clear entry and exit wounds the events
may be fairly easy to reconstruct, but it becomes more difficult in atypical cases or
when more than one wound is present. A basic working knowledge of firearms is
very helpful in interpreting GST, and information on these can be found in, for
example, Quertermous and Quertermous (1994a-b), DiMaio (1999), Dodd (2005)
and Waters (2008).



2. Ballistic Wounding

Key to understanding GST is the fact that it is a high-velocity or fast-loaded type of
trauma, and that the resultant damage depends on the amount of kinetic energy
transferred to the target. When a high-velocity object such as a bullet impacts on
bone, it has no time to undergo elastic deformation. Following the basic principles
of bone biomechanics, bone behaves like brittle material and breaks instantly. The
amount of kinetic energy that is transferred to the bone is dependent on both
the mass of the projectile and its velocity, but the velocity is more important than
the mass. In addition to the amount of kinetic energy, the damage to the bone
also depends on the dynamics of the projectile which may move straight through
the air, tumble, enter sideways, wag or yaw. Hollerman et al. (1990) describe yaw
as the angle between the long axis of a bullet and its path of flight, i.e., how it tilts.
Several other variables also play a role as far as the amount of kinetic energy is
concerned, such as the design of the bullet and the angle at which it is fired. Rifle
ammunition is usually of high velocity and those of handguns and submachine
guns of medium velocity (Waters 2008), although there is no consensus as to the
exact speeds that define each. 

When a projectile first impacts on bone, immediate destruction and crushing
occur. A bone plug forms in front of the bullet and is forced into the body. Spalling
occurs around the plug and creates a bevelled edge on the bone. As the bullet moves
through the soft tissue, cavity formation occurs (Knight 1996; Owen-Smith 1981). A
permanent cavity is caused by the bullet itself as it travels trough the tissue. Around
this, a temporary cavity forms that causes stretching and tearing of adjacent tissue.
The size of these cavities depends on the amount of kinetic energy deposited to the
tissue, as well as elasticity and density of the tissue. The temporary cavity is larger
than the permanent cavity and expands and collapses rapidly. It will undergo a
series of gradually smaller pulsations and then subside, and this will eventually
determine the size of the destruction (DiMaio 1999). It should be realized that
after a gunshot, several by-products such as carbon and various gasses are formed
that add to the tissue damage (Knight 1996). They will also result in the tattooing,
soot soiling, etc., that are associated with GST.

After the bullet has hit the body, it will deviate from its path. It may rotate,
tumble, break up, or change its course. This mostly results in an increase of the
surface area, thus creating more damage. Any bullet or missile may thus pass right
through the body, deviate, split into parts or remain in the body (Knight 1996). The
bullet will continue its trajectory through the tissue until it has lost all its kinetic
energy or has passed through to the other side of the body. Figure 9.19 shows a
pellet from a shotgun, which has low kinetic energy and remained embedded in a
proximal humerus. 

Upon exiting the body, a defect that is larger than the entry wound is left as
the projectile has deformed and has lost some of its kinetic energy. Symes et al.
(2012) discussed the fact that it is possible for a projectile to loose so much of its
energy that it may cause trauma more reminiscent of BFT. Exit wounds, for example,
may thus show some plastic deformation which is reminiscent of BFT. 

The relationship between hard and soft tissue is not always appreciated and
understood, and more research on this aspect is needed. As far as soft tissues directly
associated with the bone is concerned, Kieser et al. (2011) recently demonstrated that,
at the entrance wound, a collar of periosteum and some underlying bone detach
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from the bone, and much inorganic soot is deposited underneath it. Where the
bullet comes out at the other side of the entry wound, the periosteum delaminates
without detached bone remnants.

3. Cranium

As explained above, when a bullet hits a skull, plug and spall formation occurs. Smith
et al. (1987) describe this as the primary fracture that occurs at the entry wound. The
plug shears the diploe, producing bevelling on the inner table (Waters 2008). Kieser
et al. (2011) used light microscopy, SEM and microtomography to describe this
sequence in more detail. As the bullet strikes, tensile stress trajectories are initiated
that radiate into the substance of the target. Simultaneously, radial dissipation of
strike energy occurs in the vertical plane. The bullet deforms on impact, and the
plug in front of the bullet is formed from the compressed tissue. As the projectile
penetrates deeper, shear forces create a shot channel in the bone. The accumulation
of material in front of the projectile, as well as the stress waves radiating from it,
causes a brittle fracture of the cone-shaped, ragged-edged exit hole on the inner
surface of the entry wound. Evidence was found for a transition zone between the
initial thin cylindrical shot channel and the funnel-shaped exit wound, with melting
of tissue at the point of friction between the passing projectile and the bone.

Radial or secondary fractures form from the point of impact and rapidly spread
out across the skull (Smith et al. 1987). These radiating fractures travel faster than the
bullet (Gonzales et al. 1954; Berryman & Symes 1998) and will reach the opposite
side of the skull even before the bullet exits. They may redirect around anatomical
features (Berryman et al. 1995). Following the radiating fractures, tertiary or concen-
tric heaving fractures may occur as a result of raised intracranial pressure. However,
if all energy has been spent, only radiating fractures will occur. Concentric heaving
fractures only occur with high-energy wounding, and they are always seen with

Figure 9.19. Low-velocity pellet imbedded in a proximal humerus (photo: M. Loots).



radiating fractures. Due to the high intracra-
nial pressure, pie-shaped wedges that formed
in between the radiating fractures are forced
outwards (Fig. 9.20). These concentric frac-
tures actually each form as independent inci-
dents, sharing similar radii from the point of
impact. They are in roughly similar positions
because equal magnitudes of stress developed
in the wedges and they have similar resist-
ances to fractures (Smith et al. 1987). Radial
fractures are never bevelled, but concentric
fractures will be bevelled on the outer table
because the bone will fail in tension first
(Symes et al. 2012). The curvature of the
surface of the skull may alter the pattern of
external bevelling seen in concentric fractures.

Entry wounds are usually smaller than exit
wounds, and depending on the calibre and
angle they are usually round (Fig. 9.21a–b).
However, they may sometimes be irregular,
depending on various factors. Waters (2008)
gives more details on various kinds of entry
wounds, e.g., sideways, gutter, tangential,
etc., with examples. Due to the spalling of
the inner table, entry wounds usually have
an internally bevelled edge (Fig. 9.21a).
Quattrehomme and İşcan (1997, 1998, 1999)
produced a series of papers that demon-
strated that bevelling may not always be con-
sistent with the direction of the projectile,
although not all would agree except in the
case of thin bone (e.g., Symes et al. 2012).
Entry wounds may have a pattern of eccentric
or circumferential delamination of the edges,
although these may not be caused by the
same mechanism as with bevelling (Waters
2008). Waters found that this phenomenon
has no association with the caliber or the

distance from which the shot was fired, but mentioned that it seems to occur only
with full metal jacket ammunition.

A keyhole defect is a type of gutter wound and occurs when the projectile does
not hit straight on (Berryman & Symes 1998; DiMaio 1999). This tangential trajec-
tory causes a part of a typical round/oval entry wound with inner bevelling, but a
segment of bone is lifted off between two radiating fractures as the projectile moves
in underneath the surface of the bone (Fig. 9.22). Symes et al. (2012) described this
as a sort of concentric heaving fracture with outer bevelling. Sometimes an exit
wound may form that can look very similar to the classic entry keyhole defect, but
in this case outer bevelling is present around the entire periphery of the defect. 

Exit wounds are usually larger than entry wounds, they are more irregular in
shape and their margins are everted (external bevelling) (Fig. 9.21b). They may also

Perimortem Trauma and Thermal Destruction 343

Figure 9.20. Radiating (R) and concentric (C) fractures seen at a
GST entry wound, with tension and compression forces indicated
(after Berryman & Symes 1998 and Symes et al. 2012). Reproduced
with permission from Symes et al. (2012), Figure 17.8, A Companion
to Forensic Anthropology, published by Wiley-Blackwell.
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be associated with radiating and even concentric heaving fractures, but these are
always of lesser magnitude than those of entry wounds as much of the energy has
been spent. If concentric fractures are present, there will be less than what is seen
around the entry wound. Waters (2008) described some exceptions, and mentioned
that contact shots may have smaller exits than entries. Radiating fractures associ-
ated with exit defects may terminate in radiating fractures from entry wounds
(Smith et al. 1987) and can be useful to help determine the direction of bullet if
uncertainty exists about exit and entry wounds. 

Waters (2008, p. 355) gave helpful, general step-by-step guidelines to establish
bullet trajectories:

Figure 9.21a–b. (a) Gunshot entry wound. Entry wounds are usually circular in shape, and the internal bevelling can be seen on
the slightly oblique view. (b, facing page) Exit wound on the same skull. This defect is larger, irregular and externally bevelled
(photo: M Loots).

a
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Figure 9.22. Mechanisms of formation
of keyhole entry and exit defects. Repro-
duced with permission from Berryman and
Symes (1998), Figure 13, Forensic Osteology,
published by Charles C Thomas.



1. Identify and classify entry and exit wounds. The shape of the entrance
wound, edges of the fractured area, and presence of bevelling give clues as to
the direction of fire. 

2. Linear fractures will radiate from the point of entry in the direction of the
force.

3. Decide whether the entry and exit wounds associate with a single injury or if
there is more than one injury. It should be taken into account that not all
shots will have an exit wound and that not all injuries will strike bone.

4. Examine the wounds to establish if there are internal injuries that may indi-
cate that the bullet hit bone and was thus redirected or ricocheted. Keep in
mind that the victim could have been in any conceivable position relative to
the shooter.

4. Postcranium

Gunshots in the postcranial skeleton may not exhibit clear entry and exit wounds,
and the wounding characteristics will vary depending on the bone that was hit.
They are also difficult to reconstruct since the projectile may have hit bone on
entry but not on exit or vice versa. In thin or spongy bone such as those near the
ends of long bones, clear circular defects may be formed. However, more compact
bone will shatter on impact and fragmentation may occur (Symes et al. 2012). Exit
wounds are usually more irregular and have more destruction.

The compound fractures and fragmentation seen in gunshots in long bones are
sometimes incorrectly described as butterfly fractures, but they have different
mechanisms of formation than what is seen in BFT. In BFT the fracture will start
from the side of tension and propagate towards the point of impact, whereas in
GST the fracturing will start at the point of impact as the bone shatters directly and
behaves as a brittle substance. No plastic deformation will occur.

In reconstructing GST to the body, the three-dimensional orientation of various
body parts should be considered carefully. An articulated skeleton or computer
models of the body will be helpful to reconstruct projectile trajectories.

5. Case Studies Illustrating Some of the Difficulties with
Interpreting GST

Case Study 1: Entry vs Exit Wounds

This case involved assessment of the skeletonized remains of a male individual with
GST to the skull. This was a case of a through-and-through gunshot and two de-
fects were noted, one on each side of the skull (Fig. 9.23a-b). The defect on the left
side of the skull (Fig. 9.23a) was in the temporal bone and was larger than that on
the right side of the skull that was somewhat higher and more anteriorly situated
(Fig. 9.23b). Both defects were associated with extensive radiating fractures of
similar magnitude, but none had clear concentric heaving fractures. The defect on
the thin bone in the right temporal area had no bevelling, while that on the left side
had external bevelling. Even though the defect on the right side (Fig. 9.23a) had no
bevelling and was the largest, it was most likely the entry wound. The smaller, more
regular wound on the left side with the external bevelling was reconstructed to have
been the exit wound. In this case, the thin bone in the temporal area led to the for-
mation of an atypical entry wound. It should also be considered that there were
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concentric heaving fractures at the entry wound and that pieces of bone may have
been lost. This may have caused the large, roundish defect.

Case Study 2: Reconstructing the Number 
and Sequence of Wounds

The case shown in Figure 9.24 has more than one gunshot wound, entering tangen-
tially from the top and back of the skull and exiting at the face. Extensive fracturing
across the cranial vault and destruction of the facial bones is evident. This case
shows the complexity of determining the number and sequence of multiple gunshot
wounds. With such a large number of cracks it is very difficult to decide which fracture
terminates in which other fracture. These defects were tentatively reconstructed as
having been the result of three shots, present in a roughly straight line. The classic
keyhole defect on top of the skull was most probably the first shot, followed by the
middle and then the most posterior of the three entry wounds. In this case the
complete face was destroyed and exit wounds could not be reconstructed. 

Case Study 3: Gunshot or Not?

The charred remains of a male individual were found in the rubble of a building
that was destroyed by fire (Fig. 9.25a–b). After the bones were cleaned, a circular
defect of 6 mm in diameter was noted in the left parietal bone (Fig. 9.25a). The
defect was internally bevelled (Fig. 9.25b) as would be expected with an entry
wound. No radiating cracks were present around this defect–the linear feature visible
on the photograph, stretching backward from this lesion, is a vascular groove. On
the opposite side of the skull a large defect was present, caused by the thermal
destruction and presumably also the exit wound. Upon enquiry, it transpired that
rescue workers drilled two holes in the skull in which they apparently inserted
hooks of some kind to extract the body from the smouldering rubble, thus causing
destruction on the one side of the head and the observed hole on the other side.
Although exhibiting some characteristics of an entry wound such as being inter-
nally bevelled, the absence of radiating cracks should raise suspicion.

Figure 9.23a-b. GST to the skull, with atypical entry wound on thin area of the skull that is large, irregular and not bevelled: (a)
shows the entry and (b) the exit wound.

a b
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Figure 9.24. Multiple gunshots to the skull, indicating the complexity with establishing number and order of
events. A classic keyhole defect can be seen on top of the skull (case: EN L’Abbé, photo: M Loots).

Figure 9.25a-b. (a) Circular defect with internal
bevelling on a thermally damaged skull. The line to
the back of the defect is a vascular groove. (b)
Shows the somewhat irregular internal bevelling.

a

b
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G. THERMAL DESTRUCTION

1. Introduction

Thermal destruction of human remains can be the result of accidents, e.g., house fires
or motor vehicle accidents, or attempts to destroy remains to hide a crime. Occasion-
ally, a person may also be set on fire intentionally. In our experience, human skeletal
remains are also often discovered after veldfires have exposed their presence. Within
this context, the anthropologist must determine whether the burning occurred while
the remains were fresh and fully fleshed or skeletonized, and if there is any evidence for
the presence of perimortem trauma. Another problem encountered when dealing with
burned bones is the fact that shrinkage and warping of the bones will make demo-
graphic assessment and personal identification difficult (Stewart 1979).

Schmidt and Symes (2008) deal with many of these matters in a comprehensive
edited volume on burned human remains. For more detail on fire and burning itself,
DeHaan (2008) in this volume can be consulted. DeHaan points out that in any burnt
bone case, the relationship between the remains and the fire is of critical importance
when attempting to understand patterns of destruction, and that the conditions can
vary enormously from case to case. 

Much of the earlier research on fire modification to bone has been done on archaeo-
logical remains, often attempting to understand patterns seen in cremated skeletons.
According to Symes et al. (2008), there are six categories of research on thermal modi-
fication in the modern era:

• Historical research—deals with burnt remains from an archaeological context
• Histology—understanding fire modification to bone on microscopic level
• Identification and visual classification—identification of sex, age, etc., as well as

visual changes to bone
• Cremation studies—assessing what happens to remains in modern cremations
• Recovery and handling—setting modern protocols for recovery, processing and

handling of burnt remains
• Trauma interpretation—how to recognize and assess antemortem, perimortem

and postmortem trauma in heat destroyed bone.

It is not easy to completely destroy remains with fire, and most often some recog-
nizable fragments will remain even in cases of intense fire (Bass 1984). Mayne Correia
(1997, after Eckhert et al. 1988) recognized four stages of thermal alteration, in order
of increased destruction:

• Charred—internal organs survive
• Partial—soft tissue survives
• Incomplete—bone fragments remain
• Complete—only ashes left.

In this chapter, fire modification to bone will be discussed with the view of being
able to distinguish between remains that were burned while still fleshed and those that
were exposed to fire after decomposition had taken place. Symes et al. (2008) refer to
these burn patterns in fresh remains as a “normal” burn pattern, as opposed to burning
that may not follow the expected pattern and thus may indicate, for example, trauma to
bones. Finally, some issues with regard to assessment of demographic characteristics
will be briefly addressed. More details on chemical alterations in bone due to heat,
fragment survival, recovery in various circumstances, histological characteristics,



changes in teeth, etc., can be found in Mayne Correia (1997), Dirkmaat (2002),
Schmidt and Symes (2008) and Thompson (2009).

2. “Normal” Burn Patterns in Fleshed Remains

When a fleshed body is exposed to fire, it will take on the characteristic pugilistic pose.
This is the result of shrinkage and contraction of the large antagonistic muscles of the
body. For example, the flexor muscles around the wrist are stronger than the exten-
sors, and with exposure to heat they will dominate and strongly turn the hand into a
flexed position. Similarly, hyperextension of the neck, arching of the back, abduc-
tion of the shoulders, as well as flexion at the elbow, fingers, hip, knee, ankle and toes
will occur. The legs will thus be flexed towards the torso at the hips, with the lower legs
flexed backwards. The ankle will be straight, the toes pointed and the heels turned in-
wards. Some parts of the body, such as the face, dorsal parts of the hands and wrists
and knees will therefore be more exposed to fire, whereas others such as the palms of
the hands and pelvic content will be more protected. The degree of protection also
depends on the thickness of the overlying soft tissue.

As a result of this “tissue shielding” (Symes et al. 2008), the forehead, nose and lower
edge of the mandible will be burned most extensively on the face. In addition, the dorsal

aspects of the finger bones (excluding distal phalanges), dorsum
of the hand and wrist, lateral elbows, anterior knee area and
dorsum of the foot will be charred first. On the posterior part of
the body, the occiput, dorsal scapulae (spinous processes), lateral
part of ankle and calcaneus will be most exposed. More protected
areas such as the inside of the hands, anterior elbows, anterior
hips, pelvic content, and posterior knee will be destroyed last.
An example of such a fleshed burning of a head is shown in
Figure 9.26. In this case, the more intense burning of the super-
ficial parts around the brow ridges and jaw line can be seen.
Note also the delamination of the cranial vault, which is often
seen in fleshed burning as the outer table is separated off from
the rest of the bone. The concept of an “exploding skull” with
exposure to heat is most probably not true.

In addition to tissue shielding, Symes et al. (2008) also de-
scribed color changes and heat fractures in thermally altered
bones as mechanisms to evaluate burn patterns. Heat produces
a range of colors as the bone become exposed and dehydrates
when the muscle is burnt away. As the thermal damage pro-
gresses, one end of a bone shows more damage, which becomes
less in parts that took longer to expose. The part of the bone
that has been exposed for the longest time will show the most
severe damage and may be calcined, with a whitened or grayish
appearance. The next section will be charred (blackened and
carbonated), followed by a discoloured area, the border. The

border area is a section of bone that is partly protected from the fire by the receding
soft tissue, but where the collagen has been permanently destroyed by the heat (Symes
et al. 2012). At the end of the border a heat line may be present which shows the end of
the heat damaged zone and represent the area that was still covered by flesh. These color
changes are shown in a severely burnt skull in Figure 9.27. The graded change from
complete destruction, to calcination, charring, border area, heat line and unaltered
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Figure 9.26. Fleshed burning of a skull,
showing the more intense burning in more
exposed areas. The delamination which is
typical of fleshed burning can also be seen.
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bone can be seen. If a fire burns long and intensely enough, all bone will eventually
be calcined or charred and fragmented.

Thermally induced fractures can also help to evaluate if a burn pattern is
“normal.” Several types of heat factures have been described in the literature, and
the summary from Symes et al. (2008) is shown in Table 9.2. Typical longitudinal
fractures are shown in Figure 9.28a, while
Figure 9.28b shows step fractures. Figure 9.29
illustrates curved transverse (thumbnail) frac-
tures that occur as shrinking muscle fibres
break loose and the bone is systematically ex-
posed. These fractures are concave on the side
of the tissue and the direction of bone expo-
sure is indicated. Delamination of the skull
which typically occurs with fleshed burning is
visible in Figures 9.26 and 9.27.

The differences between fractures caused by
trauma and those caused by burning were in-
vestigated by Hermann and Bennett (1999) on
a microscopic and macroscopic level. They
found that after incineration of pig bones, they
could still recognize sharp trauma, but it was
much more difficult in bones with BFT. Al-
though careful investigation did reveal some
differences, heat-induced and traumatic frac-
tures do share many similar characteristics.
They could not recognise GST and ascribed it
to the fragmentation that happens with high-
velocity injury, so that they could not ade-
quately reconstruct the bones after they were
burnt. In addition, no lead spatter could be
seen on radiographs on the burnt bones.

Figure 9.27. Fleshed burning of a skull, showing a calcined area, charred area, border area and
heat line. Delamination of the cranial vault is also evident (case: N Keough, photo: M Loots).

Table 9.2

Fractures Seen in Burnt Bones

Fracture Type Biomechanics

Longitudinal Longitudinal failures following grain of bone,
parallel to Haversian canals. Caused by
shrinking of bone structure from evaporation
and protein denaturalization

Step Extend from margin of` longitudinal fractures,
transversely across bone shaft, to other
longitudinal fracture

Transverse Transect Haversian canals, similar to or make
up step fractures

Patina Superficial, appear as fine mesh of uniform
cracks, looks like old china

Splintering and
delamination

Cortical bone layers splitting away from
cancellous bone, separating inner and outer
layers of skull or expose cancellous bone of
epiphyses

Burn line
fractures

Follow burn borderline, separating burnt and
unburnt bone

Curved
transverse

Due to bone heating. Bone cracks because
protective soft tissues and periosteum shrink,
thus pulling off the brittle surface of the
thermally altered bone (muscle shrinkage lines)

Note: After Symes et al. (2008).
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Case Study 9.2

Normal Thermal Destruction or Not?

A woman was seen running from her house, seconds
before it was completely destroyed by fire. Her cloth-
ing was blood stained. A charred body was found in
the remains of her bed, although she claimed to have
no knowledge of it. A large section of the roof had
collapsed and the body had to be retrieved from un-
derneath the rubble. The skull of this male individual
was extensively damaged, and the remains were sub-
mitted for analysis to determine whether the fractur-
ing of the skull had occurred before or after the
exposure to fire. For example, was it possible that he
had sustained blunt force or gunshot trauma to the
head, with the house then set on fire in an attempt to
destroy the body?
Upon arrival the body was fleshed but severely

charred. The skull—in particular, the neurocranium—
showed extensive burning such that the charring in
that area was much more pronounced than what was
seen in the rest of the skeleton. After cleaning, it was
clear that parts of the skull were completely de-
stroyed and could not be reconstructed. The clear
heat borders on the bone as well as the delamination
of the skull clearly showed that the body had been
fleshed when it was exposed to fire (Case Study
Figure 9.2a). The left side of the body was more burnt
than the right side, indicating that the individual was
most likely in a supine position, on his right side,
when he was exposed to the fire.
Large parts of both parietal bones had been com-

pletely destroyed by the fire. There were no clear
cracks extending beyond the jagged edges of the
damaged skull (the feature running through the left
orbit is an autopsy cut), making it impossible to assess
whether pre-existing cranial fractures were present.
However, what was unusual was the fact that some
burning was evident inside the skull, in particular in the
temporal areas (Case Study Figures 9.2b–c). This may
indicate that there could have been some fracturing of
the skull prior to its exposure to fire, so that burning
also occurred inside the skull. 
The extensive damage and charring of the skull rela-

tive to the rest of the skeleton, as well as the burning
inside the skull is indicative (but not conclusive) of what
is sometimes called an “abnormal burn pattern.” This
may suggest that the skull was compromised before its
exposure to fire. However, the skull could not be recon-
structed and no clear signs of, for example, blunt force
trauma could be found. 

M Steyn & RGR Moorad

Case Study Figure 9.2a. The burnt skull in left lateral
view, showing signs of fleshed burning.

Case Study Figure 9.2b. The burnt skull in superior view.

Case Study Figure 9.2c. Close-up view of the skull,
showing burning on the inside of the skull.
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Figure 9.28a-b. (a) Longitudinal and (b)
step fractures caused by thermal expo-
sure (photos: M Loots).

a

b

Figure 9.29. Curved transverse fractures
in fleshed long bones. These fractures are
concave on the side of the tissue and the
direction of bone exposure is indicated.



3. Burn Patterns in Skeletonized Remains

When already skeletonized remains are exposed to fire, no soft tissue shielding will
be evident. Signs of burning will be equally visible on more and less protected areas
of the skeleton, depending on the position of the body and other protective mate-
rial that may have covered it. The characteristic color changes, described above, that
happen as soft tissue is gradually burned away will not be present, and the bones
will be calcined or charred depending on the heat of the fire. 

In severely burnt remains the distinction between fleshed and unfleshed burning is
not so easy. Dry bones will break and fragment when burnt, but may still warp. If the
exposure to fire is long and intense enough, all bone will eventually be calcined and
charred irrespective of whether they were wet or not when the burning commenced.
Whereas longitudinal fractures may occur in dry bone, transverse fractures are said to

be less common than in fleshed remains, which may
help to some extent to distinguish them (Buikstra &
Swegle 1989). Fracture patterns in fleshed remains
are also described as less linear and less regular
than those observed in dried-out remains (Thomp-
son 2009). Although various authors such as Baby
(1954), Binford (1963), Lisowski (1968) and Thur-
man and Willmore (1981) studied aspects relating
to this problem, Mayne Correia (1997) points out
that there are really no standardized and satisfac-
tory methods available based on visual inspection
of fracture patterns alone to clearly distinguish
between fleshed and dry burning. 

In Figure 9.30 a skull is shown that has most
probably been exposed to fire after skeletonization
has taken place. Severe destruction is evident at the
back of the skull which had been most exposed. No
heat borders or lines are visible and the change
from burnt to unburnt areas is more gradual.

4. Assessment of Demographic Characteristics in Burnt Remains

Accuracy of methods to assess age, sex and ancestry in fire modified bones is
dependent on the survival of the bones and the severity of destruction. Shrinkage
and warpage may severely alter both the size and shape of bones and can therefore
influence metric and morphological methods of estimation of sex. Although metric
methods may still be usable (e.g., Van Vark 1970), it may be advisable to lower the
sectioning points used in discriminant functions. The success of biomolecular
methods may also be reduced by severe heat exposure.

H. SUMMARIZING STATEMENTS

• In the modern era, assessment of traumatic changes to bone is an integral part
of the forensic anthropological report.

• Intimate knowledge of bone biomechanics is necessary to understand and
interpret traumatic changes to bone.
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Figure 9.30. Burning of skull that most probably occurred
after some or complete decomposition had taken place.
The color changes are gradual, and there are no clear heat
borders or heat lines.
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• In order to interpret traumatic changes to bone, it is essential that everything
possible regarding the circumstances surrounding death and the crime scene
is known. Meticulous recovery of all bone fragments is needed, and care
should be taken not to damage or alter the fragments in any way.

• Care should be taken not to overinterpret the data and to make unfounded
deductions.

• It should be taken into account that in the living person the overlying soft
tissue (and possibly the clothing) will protect the bone and influence the
patterns of trauma that are seen on the bone.

• The different behavior of bone to slow and fast loading can be used to distin-
guish between BFT and GST, even if only fragments remain.

• Juvenile bones are more pliable and quicker to heal, which complicates the
assessment of possible signs of abuse.

• Sharp force trauma have specific characteristics that can be used to recognize
it, but it should be kept in mind that, especially in chop wounds, bone may
behave similarly to what is the case with BFT.

• In uncomplicated cases it may be fairly easy to distinguish entry from exit
wounds in GST to the skull, but the investigator should be aware that these
appearances may deviate from the expected. In the postcranial skeleton the
bones may shatter, which complicates matters. The fact that the shooter
and victim could have been in any of a countless number of possible posi-
tions relative to each other should be taken into account when reconstructing
events.

• It is possible to distinguish between fleshed and dry burning, as long as the
thermal destruction is not too severe. Understanding patterns of “normal”
burning may help to recognize prior trauma to the skeleton/body.
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FACIAL APPROXIMATION AND
SKULL-PHOTO SUPERIMPOSITION
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A. INTRODUCTION

Even after a complete forensic anthropological and odontological assessment,
it sometimes happens that investigators have no idea as to the identity of an

unknown skeleton. In these cases, as a last resort, forensic facial reconstruction or
approximation can be used as an aid to identification. Forensic facial reconstruction
or approximation has been described as the scientific art of creating a face on the
skull for personal identification (George 1987; Miyasaka et al. 1995; Philips &
Smuts 1996; Kim et al. 2005). Reconstructions are usually shown in the public media,
which may jolt the memory of members of the public or family to come forward
with possible identities of the unknown individual that can then be followed up
and confirmed with other methods.

Alternatively, investigators may have an idea who the deceased individual was
but could not confirm this with DNA or comparison of dental records for a variety
of reasons. In these cases, if a good quality photograph of the individual is available,
a skull-photo superimposition may be attempted. Neither a facial approximation/
reconstruction nor a superimposition, however, can be used as firm proof of iden-
tification. As Stephan (2009) puts it, these techniques both contribute towards an
identification but can never provide an identification.

The production of two- or three-dimensional representations of a face is based
on the assumption that a relationship exists between the underlying bony architecture
of a skull and the soft tissue that covers it. However, this relationship is not always
clear and exact and human variability is so extensive that the end product does not
necessarily reflect the person in question. In recent years, the term facial “approxi-
mation” has replaced facial “reconstruction” and will be used throughout this chapter.
As the face can never really be reconstructed or perfectly replicated, approximation
is a much better term to use for this process (e.g., George 1987; Stephan & Henneberg
2001; De Greef et al. 2006; Stephan 2009). 

Characteristics of the skull obviously provide information on the broad positioning
of various parts of the face, such as the nose and mouth, and in some areas can also
provide information on the anatomical details of the specific feature—e.g., shape
of the nose or eyebrow. However, in some areas of the face, such as the mouth, very
little evidence of its structure can be obtained from the skeletal anatomy and therefore
considerable artistic interpretation is needed. Also, one cannot estimate the BMI or
percentage body fat from the skeleton and this can obviously contribute considerably
to the physiognomy of a face. Therefore, the degree of likeness between the repro-
duced face and the actual face of an individual could vary considerably and may
sometimes depend on pure chance. Nevertheless, the sculptor should attempt to be
as accurate as possible and use the least amount of conjecture. The process of facial
approximation has become much more rigorous during the past few years, with
much more stringent testing of accuracies.
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Although three-dimensional approxima-
tions are the most popular, two-dimensional
drawings have also been attempted as they
are more cost- and time effective (Krogman &
İşcan 1986). However, these may produce less
lifelike faces and are not so commonly used as
three-dimensional approximations. In recent
years significant advances have also been
made towards computerized approximations,
and this method is gaining in popularity as it
is less time consuming. Once again, however,
the results are less lifelike than that of a three-
dimensional approach.

In skull-photo superimposition, the pho-
tograph of a known individual is used to
assess if it matches an unknown skull. Here
there are more strict anatomical parameters—
obviously the bony (skeletal) features should
fit within the constraints provided by the soft
tissue outlines as seen on the photograph.
Although it is a more scientific and struc-
tured process, there are various pitfalls which
mostly relate to orientation of the skull and
photograph, warping and quality of images.
It is thus predominantly used to exclude
rather than include an individual as a pos-
sible match. With advances in technology,
superimpositions are mostly achieved using
video equipment or digital and computer-
ized methods.

In this chapter, a brief history of facial
approximation and skull-photo superimpo-
sition will be given, followed by an outline
of the methodology used. In each case the
problems and shortcomings of the method
will be discussed.

B. FACIAL APPROXIMATION

1. History

Krogman and İşcan (1986) identified Welcker (1884) and His (1895) as having been
among the first people to reproduce facial approximations from cranial remains,
but the reconstruction of the face of a Stone Age woman from France by Kollman
and Büchly (1898) is considered to be the first real scientific reconstruction
(Wilkinson 2004; Starbuck & Ward 2007) since they used soft tissue thickness values
derived from women in that area (Prag & Neave 1997). In the early years, these facial
approximations were mostly of interest to paleoanthropologists and historians who
used them to get an idea of the appearance of early hominids or historic figures.

Case Study 10.1

Recognition of Victims from Reconstructions

In cases where no information exists as to the identity of
a victim, a facial reconstruction or approximation may be
attempted as a last resort. This is usually shown in the
public media, in the hope that someone may come forward
with information that may help to identify the deceased
individual. Various researchers have argued that it is not
necessarily the quality or the likeness of the approximation
to the actual individual that leads to the identification, but
rather the publicity itself that serves to draw attention to
the case in question. This debate is difficult to settle, but
the fact remains that these images do serve a purpose
and are of use to obtain information on the deceased indi-
vidual. Shown here are three cases where two-dimensional
or three-dimensional reconstructions were helpful in per-
sonal identifications. In Case Study Figure 10.1a–b a two-
dimensional reconstruction is shown, which bears a close
resemblance to the actual individual.

(Continued)

Case Study Figure 10.1a–b. (a, left) Two-dimensional drawing of
an unknown individual from a skull; (b,right) the actual individual
(drawing shown in 10.1a).



In spite of severe criticism of the tech-
nique by several Europeans, amongst them
von Eggeling, the Russian palaeontologist
Gerasimov started to develop his own tech-
nique in the 1920s which was to become
known as the “Russian technique” of facial
reconstruction (Prag & Neave 1997). In his
lifetime, Gerasimov reconstructed the faces
of more than 200 individuals (İşcan 1993;
Prag & Neave 1997) and also published a
book, The Face Finder (Gerasimov 1971),
which is still often quoted today. 

Although used as early as 1918 in the
United States (Wilder & Wentworth 1918),
facial approximation, and especially its use
in forensics in that region of the world, was
popularized by Krogman. He published a
review of this technique in the FBI Law
Enforcement Bulletin in 1946 and also a
step-by-step account (see also Krogman &
İşcan 1986). This method came to be known
as the “American” method which is based
mostly on tissue depths. Thereafter, facial
approximation gradually became more pop-
ular, with extensive research and many case
studies being published. Here, the names of
researchers such Gatliff, Snow and George
should be mentioned (e.g., Gatliff & Snow
1979; Gatliff 1984; George 1987, 1993). Re-
search on establishing tissue depths for vari-
ous populations also has a long history and
will be discussed in more detail under the
relevant section.

Broadly speaking, three theoretical frame-
works used in forensic facial approximation
can be distinguished. This first of these is
called the Russian method, which mostly
depends on the anatomy of the face—i.e.,
the details of the skull such as the degree of

robusticity, origins and insertion areas for muscles, etc., would guide the recon-
struction. In the second or American method, emphasis is placed on the tissue
depths alone. An example of this approach is shown in Figure 10.1, where blocks
equal to the tissue depths are attached at designated points. By connecting the
blocks with strips of clay, the surface is built up and the features ultimately mod-
elled in. The third or combination method (also called the Manchester or British
method) relies on both tissue depths and cranial anatomy to guide the procedure.
Stephan (2006, 2009), however, argued that the Russians used tissue depths to guide
their reconstructions, whereas the Americans took cranial anatomy into account in
order to create lifelike approximations; therefore, in theory there really are no true
differences between these methods.
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Case Study 10.1 (Continued)

Case Study Figures 10.1c–d as well as Case Study
Figure 10.1e–f show three-dimensional reconstructions. 

Case Study Figure 10.1c–d. (c, left) three-dimensional approxi-
mation of an unknown individual; (d, right) the actual individual
(approximation shown in 10.1d).

Case Study Figure 10.1e–f. (e, left) Three-dimensional approx-
imation of an unknown individual; (f,right) the actual individual
(approximation shown in 10.1e).
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2. Accuracy

Throughout the years there have been countless debates as to the accuracy of facial
approximations. While many successes have been reported especially in individual
casework, the success of various methods to produce recognizable faces has been the
subject of ongoing academic discussions. Some authors argue that reported successes
with recognition have more to do with the media advertisement and public appeal,
rather than the accuracy of the reconstruction itself (e.g., Haglund & Reay 1991;
Stephan 2002a, 2009). Stephan (2009) also mentions that many practitioners would
touch up their approximations after an identification has been made—e.g., the hair style
or eyebrow shape may be changed afterwards to fit that of the deceased—and then
these images are used to demonstrate the likeness between the target individual and
the approximation. These claimed resemblances are thus misleading to some extent. 

There are many reported forensic case studies from across the world where facial
approximations were used to successfully produce identifications. According to
Wilkinson (2004), the Russian method, as practiced by Gerasimov (1971), claimed to
be 100% successful. Similarly, success rates of 65% were claimed using the American
method and 75% for the British method. Helmer et al. (1989) claimed success rates of
50%. These methods of determining success and accuracy are, however, very subjective
and it soon became clear that more structured, quantitative methods are required to
substantiate these claims. 

There are no clear guidelines as to exactly how accuracy tests concerning facial
approximations should be conducted. Two types of accuracy tests are popularly used—
resemblance ratings and face array tests (Helmer et al. 1993; Wilkinson 2004; Stephan
& Cicolini 2008). Recognition from face arrays or face pools can be divided into those
done by unfamiliar assessors (when the target individual is not known to the person
doing the identification) or familiar assessors (when the target individual is known to
the identifier). In resemblance rating tests, assessors are asked to score the resemblance
between the facial approximation and the target individual, based on a scale from 1 to
5 (with 1 being great resemblance, 2 close resemblance, 3 approximate resemblance,
4 slight resemblance and 5 no resemblance) (Helmer et al. 1993). The resemblance

Figure 10.1. Example of the American method of facial
approximation. Blocks representing tissue depths are po-
sitioned in specific areas and connected with strips of
clay. Eventually, the areas in between are built up and the
features modelled 



between a reconstruction and the possible targets is then scored with regard to the
general impression of age, sex and constitution; profile; eye region; nose; mouth
region; chin region and overall impression. In their study, Helmer et al. found that, in
general, “at least a slight and often even a close resemblance was achieved” between
their 24 reconstructions and the originals (p. 237). Stephan (2002a) investigated re-
semblance ratings as a measure of evaluating the accuracy of a facial approximation,
but felt that this was not a good method to use as there was no statistically significant
difference between the resemblance ratings of approximations to target individuals
and resemblance ratings of approximations to individuals incorrectly indicated as the
target individual. In his experiment, non-target individuals sometimes had resem-
blance ratings equal to or higher than the target individual. In a follow-up study
(Stephan & Cicolini 2008), resemblance ratings were also found to be insensitive
measures of the accuracy of a facial approximation and provided inconsistent results
relative to unfamiliar simultaneous face-array methods.

In contrast, Wilkinson and Whittaker (2002) found that resemblance ratings are an
accurate method of assessment. In their study they used five reconstructions of juvenile
individuals and a photographic face pool of 10 individuals (which included the 5
targets). The overall likeness rating for the reconstructions and targets were 14%
(great), 42% (close), 28% (approximate), 14% (slight), 2% (no resemblance). A foil
comparison (i.e., a face that did not match one of the approximations) that was included
received ratings of 48% (slight) and 40% (no resemblance), indicating that it did not
look similar. This method is rather subjective, and it is not sure whether observers
actually look for errors on the reconstructions rather than for similarities between
targets and approximations.

In face array or face pool methods, a number of photographs similar to that of the
target individual is collected from which volunteers choose the face that most resem-
bles the reconstruction (Wilkinson 2004). Similarity in this case implies the same sex,
approximate age, and same ancestry and may also include other likenesses. The per-
centage correct identifications are then compared to what it would be by pure chance.
These studies may not reflect true forensic scenarios since the assessments are of
unfamiliar faces, whereas in an actual forensic case the reconstructions are usually
recognized by someone who was familiar with the deceased. Setting up a face-array
test using familiar individuals, however, is nearly impossible for obvious reasons. 

Using this method of face arrays, varying results were reported. Snow et al. (1970)
reported recognitions that were above chance, whereas Stephan and Henneberg
(2001) found that only one out of 16 reconstructions was identified above chance. In
Wilkinson and Whittaker’s (2002) study of female juveniles, all five reconstructions
were correctly identified from the most frequently chosen face. However, it should be
taken into account that the wide age range of individuals in this study (8–18 years)
could have favored the high recognition rates (Stephan 2009), e.g., the match could
have been more related to a similarly aged individual rather than being based on a
true facial resemblance.

In comparing the two methods, Stephan and Cicolini (2008) found that true positive
identifications using face pool tests were rare, but that this method was still better to
use than facial resemblance ratings. Using one reconstruction and 10 possible targets,
positive recognition of the correct target was obtained by only 21% of observers,
whereas two other faces were chosen more often than the target. Results from the re-
semblance ratings and face-array tests did not correlate with each other. These authors
recommended that recognition tests (face arrays) should be used rather than resem-
blance ratings as it is a more robust method. 
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Some studies reporting on accuracies using various computerized methods include
that of Vanezis et al. (1989), who compared accuracies obtained through manual and
computer techniques. They found that generally manually produced approximations
produced a more lifelike face, which would be easier to recognize. Focusing more on
computerized photogrammetry and anthropometry, Gonzalez-Figueroa (1996) used
computerized approximations made of 19 skulls of unidentified missing people. These
were compared with 22 photographs of missing people. Facial proportion indices
between targets and reconstructions were significantly different in 48% of cases, and
thus reasonably similar in 52% of cases. Although not highly accurate, Gonzalez-
Figueroa concluded that the method showed promise. In a different approach, Lee et
al. (2012) used three living Korean individuals and reconstructed their faces on the
scanned images of their skulls through a computerized three-dimensional method.
These reconstructions were then compared to surface scans of the targets using a
cone beam CT scanner. It was found that 54%, 65% and 77% of the three respective
surface areas deviated by less than 2.5 mm from their target faces. This is a promising
result, showing that computerized methods can produce realistic reconstructions that
adequately reflect the target individual.

Interestingly, some evidence suggests that it may not be the quality of the approx-
imations (or lack thereof) only that leads to our poor ability to recognize faces.
Summarizing a number of studies on facial recognition, Wilkinson (2004, p. 217)
concludes that people in general are very poor at recognizing faces. Even using direct,
unaltered comparisons, most people find it difficult to identify and match faces (see
also Stephan et al. 2005). This situation probably only gets worse in forensic scenarios
where often only poor quality images are available, which were frequently taken in
odd poses or from awkward angles. It has also been suggested that we may be more
able to accurately recognize faces from our own population, but more research on
this aspect is needed. 

George (1993) probably summarized the difficulties with facial approximation and
recognition well by saying that any high reported rates of accuracy is surprising, as
the face does not fit the skull like a glove, there are as many facial variables as there are
faces, the soft tissues of the lips and chin vary independently from their underlying
dental foundations, and facial hair patterns and pathological conditions are unpre-
dictable. To confound matters there is also no way to predict the nutritional status of
an individual, and people age differently (p. 215). 

3. Soft Tissue Thickness (STT) Values

Since the days of Welcker and His, numerous studies reporting tissue depths for a
variety of populations have been published. The first studies used needle puncture
methods to estimate tissue thicknesses over various areas of the face and skull, where
a thin blade or needle was stuck into facial tissues of cadavers at specific anatomical
landmarks and the depth recorded. This method was used by several authors (e.g.,
Suzuki 1948; Rhine & Campbell 1980; Rhine et al. 1982; Domaracki & Stephan 2006).
Although it is cheap and easy, the use of cadavers has been much criticized since
cadaver material often undergoes soft tissue distortion due to drying and embalming. 

Radiographs have also frequently been used to measure STT’s (e.g., Aulsebrook et
al. 1996; Smith & Buschang 2001; Williamson et al. 2002), and the advantages of this
method include the fact that living individuals can be used and that measurements
can be recorded when the subject is in the upright position—thus without the effects
of gravity (Stephan 2009). However, radiation is problematic and soft tissue depths can



only be measured in planes perpendicular to the line of sight and at the periphery of
the skull.

Ultrasound has also been employed and continues to be one of the most accurate
and cost-effective methods (e.g., Helmer 1984; Lebedinskaya et al. 1993; Manhein
et al. 2000; Wilkinson 2002; De Greef et al. 2006; Chan et al. 2011). Stephan (2009) lists
the advantages of this method as the fact that depths can be recorded on living indi-
viduals, in an upright position and that there is little radiation exposure. Any site on
the head can be measured. On the downside is the fact that relatively expensive equip-
ment is required, participants are usually measured in the supine position (although
sitting is possible), and contact between the instrument and the skin may lead to com-
pression, causing inaccurate readings. 

More recent methods used are magnetic resonance imaging (MRI) (e.g., Sahni et al.
2008; Chen et al. 2011), computed tomographic (CT) scanning (e.g., Philips & Smuts
1996; Cavanagh & Steyn 2011) and cone beam CT images (Fourie et al. 2010; Hwang
et al. 2012). These methods hold considerable advantages, as one can measure living
individuals and visualization of soft tissue and bone is usually excellent. Computerized
images are available on the long term which makes testing of inter- and intra-observer
repeatability easier. As it is expensive and radiation may be a problem (especially in
CT scanning), images of patients undergoing scanning for other purposes (e.g., possi-

ble trauma) are usually used for recording
STT. This may contribute towards possible
false measurements—for example, when soft
tissue swelling is present. Participants are also
usually scanned in a supine position and im-
aging artefacts may be present. Stephan and
Simpson (2008a) recommended that of all
methods an MRI scan in the upright position
is the most desirable method, but, given the
fact that it is so expensive, ultrasound can be
used as an acceptable substitute. 

Soft tissue thickness values are usually
recorded at a number of specific craniofacial
landmarks as outlined in Table 10.1 and illus-
trated in Figure 10.2 for the skull. The soft
tissue landmarks, some of them corresponding
with those of the skull, are shown in Table 10.2
and Figure 10.3. Data for soft tissue thickness
values for a variety of populations across the
world have been published—these include
North American blacks (Rhine & Campbell
1980), North American whites (Rhine et al.
1982), European whites (De Greef et al. 2006),
South African black males and females (Aulse-
brook et al. 1996; Cavanagh & Steyn 2011),
South Africans of mixed ancestry (Philips &
Smuts 1996), Australians (Domaracki & Stephan
2006), Japanese (Suzuki 1948), Egyptians (El-
Mehallawi & Soliman 2001), northwest Indians
(Sahni et al. 2008), Portuguese (Codhinha
2009), Chinese-Americans (Chan et al. 2011)
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Table 10.1

Landmarks on the Skull for Tissue Depth Placements

Landmark Definition

A Supra-glabella Above the glabella

B Glabella Most prominent point between
supraorbital ridges in midsagittal plane

C Nasion Midpoint of the suture between the
frontal and the two nasal bones

D Rhinion Anterior tip of the nasal bones, on
the internasal suture

E Lateral nasal A point on the side of the bridge of
the nose in line with the endocanthion,
or inner corner of the eye

F Lateral supra-labiale
(Supra canine)

A point on the maximum bulge of the
maxillary/upper canine eminence

G Mental tubercle Most prominent point on the lateral
bulge of the chin mound

H Mid-philtrum
(Subspinale)

Midline of the maxilla, placed as high
as possible before the curvature of
the anterior nasal spine begins

I Mid upper lip margin
(Supradentale or
Alveolare)

Point between the maxillary (upper)
central incisors at the level of the
cementum-enamel junction

II Upper incisor Halfway down the height of the
enamel of the upper central incisors

J Mid lower lip margin
(Infradentale)

Point between the mandibular (lower)
central incisors at the level of the
cementum-enamel junction

(Continued)
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Table 10.1 (Continued)

Landmarks on the Skull for Tissue Depth Placements

Landmark Definition

JJ Lower incisor Halfway down the height of the
enamel of the lower central incisors

K Supramentale
(Mid labio -
mentale or
Chin-lip fold)

The deepest midline point of
indentation on the mandible
between the teeth and the chin
protrusion

L Mental eminence
(Pogonion or
anterior
symphyseal)

The most anterior projecting point
in the midline on the chin

M Beneath chin
(Menton)

The lowest point on the mandible

N Frontal
eminence

A point on the projections at both
sides of the forehead

O Fronto-
temporale 

The most medial point on the curve
of the temporal ridge, on the
frontal bones, above the
zygomaticofrontal suture

P Supra-orbital Above the orbit, centered on the
uppermost margin of the orbit

Q Sub-orbital Below the orbit, centered on the
lowermost margin of the orbit

R Zygomaxillare Lowest point on the suture between
the zygomatic and maxillary bones

S Lateral
zygomatic arch
(Zygion)

A point on the maximum lateral
outer curvature of the zygoma

T Supra-glenoid Above, and slightly forward of the
external auditory meatus

U Area of the
parotid 

A midline point between the
external auditory meatus and point
V (mid-masseteric)

V Mid-masseteric A point at the centre of an area
bounded by the lower borders of
the zygomatic arch and mandible,
anterior fibers of the masseter
muscle and posterior border of the
ascending ramus of the mandible

W Gonion The most lateral point on the
mandibular angle

X Supra M2 Above the second maxillary molar

Y Sub M2 Below the second mandibular molar

Z Occlusal Line On anterior margin of the ramus of
the mandible, in alignment with the
line where the teeth occlude or
“bite”

Note: See also Figure 10.2. 
Source: From Cavanagh and Steyn (2011). 

Figure 10.2. Cranial landmarks in anteroposterior and lateral
views where soft tissue thickness values are usually recorded.
The definitions of each of the landmarks are given in Table 10.1.
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Table 10.2 

Major Landmarks on the Face (Farkas 1994)*

Landmark Definition

v Vertex Highest point of head when head is in
Frankfurt Horizontal Plane

tr Trichion Point on hairline in midline of forehead 

g Glabella Most prominent midline point between
eyebrows

n Nasion Point in midline of both nasal root and
nasofrontal suture

prn Pronasale Most protruded point of tip of nose

sn Subnasale Midpoint of angle at columella base
where lower border of nasal septum
meet upper lip

al Alare Most lateral point on each alar contour

ls Labiale superius Midpoint of upper vermilion line

sto Stomion Point at the crossing of the vertical
facial midline and horizontal labial
fissure between gently closed lips

li Labiale inferius Midpoint of lower vermillion line

pg Pogonion Most anterior midpoint of the chin

gn Gnathion Lowest median landmark on lower
border of mandible, on bone

ft Fronto-
temporale

Point on each side of forehead, laterally
from the elevation of the linea temporalis

en Endocanthion Point at inner commissure of eye fissure;
it is lateral to the bony landmark

ex Ectocanthion Point at the outer commissure of eye
fissure; it is medial to the bony landmark

or Orbitale Lowest point on the lower margin of
each orbit

zy Zygion Most lateral point of each zygomatic arch

ch Cheilion Point located at each labial commissure

go Gonion Most lateral point on mandibular angle,
close to bony gonion

sa Superaurale Highest point on the free margin of the
auricle

pra Preaurale Most anterior point of the ear, just in
front of helix attachment

t Tragion Notch on the upper margin of the tragus

sba Subaurale Lowest point on free margin of ear lobe

pa Postaurale Most posterior point on the free margin
of the ear

op Opisthocranion Point in occipital region that is most
distant from glabella

*As illustrated in Figure 10.3. 
Note: See also Figure 12.10 for detail on the ear.

Figure 10.3. Facial landmarks in anteroposterior and lateral
views (Farkas 1994). The abbreviations and definitions of
each of the landmarks are given in Table 10.2.
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and Chinese (Chen et al. 2011). Lists of STT values for various populations can also be
found in Wilkinson (2004).

In a review of published soft tissue thickness values, Stephan and Simpson
(2008a–b) found a wide variation in actual soft tissue depth measures between different
measurement techniques, irrespective of whether it was recorded on living individuals
or cadavers, and only minor differences between males and females (see also Stephan et
al. 2005; Codinha 2009). They also found no clear secular trends at the most frequently
used landmarks, although this is rather surprising given the well-recorded worldwide
trend towards an increase in body mass. Since observed variations were most likely
due to differences in methods of recording and
measurement errors, these authors then proceeded
to pool all published data to provide a single, sim-
plified tissue depths table, obviously with a very
large database. A summary of their data is shown
in Table 10.3. They concluded that, in their view,
no method of studying soft tissue thicknesses is
significantly better than any other.

This approach of pooling STT data for sexes and
populations is in strong contrast to various other
studies which demonstrated that differences exist
between the sexes (e.g., Suzuki 1948; Helmer 1984;
Simpson & Henneberg 2002; Sahni et al. 2008),
population of origin (Rhine & Campbell 1980;
Wilkinson 2004; Cavanagh & Steyn 2011) and also
differences in BMI’s (e.g., Codinha 2009). With
regard to differences between the sexes, Wilkinson
(2004) concluded that men have thicker tissues in
most areas of the face, especially at the brows,
mouth and jaw. Females have more tissue around
the cheeks. In justification of pooling all soft tissue
depths, Stephan and Simpson (2008a) compared
values for “Caucasoid” and “non-Caucasoid” groups
and concluded that “race” effects on soft tissue
depth data are not strong, and all studies display
broad but similar soft tissue depths and central
tendencies and that any existing differences are
likely to be overpowered by differences resulting
from different measurement methods.

When Starbuck and Ward (2007) reconstructed
faces from the same skull for an emaciated, normal
and obese look, observers frequently perceived faces
to be of different individuals. The amount of fatness
thus has a strong influence on overall look; they thus advise reconstructing more than
one face, based on different soft tissue thickness values, as there is no way to estimate
body composition based on the skeleton alone.

Other studies (e.g., Wilkinson et al. 2002; Cavanagh et al. n.d.) found that population-
specific STT data, if available, increase the chance of recognition. It seems that when
population-specific data are used, it produces a reconstruction that has a stronger
resemblance to faces of the same population and has a greater appeal to the people
that have to recognize it. In summary, until otherwise proven, it is probably still best to

Table 10.3 

Generic Soft Tissue Thickness Values

Landmark Weighted Mean Range

Midline landmarks

Opisthocranion 
Vertex
Glabella
Nasion
Mid-nasal
Rhinion
Subnasale
Mid-philtrum
Labrale superius
Labrale inferius
Mentolabial sulcus
Pogonion
Gnathion
Menton

6.5
5.0
5.5
6.0
4.0
3.0

12.5
11.0
11.5
13.0
11.0
11.0

8.5
7.0

–0.5–13.5
1.5– 8.5
2.5– 8.5
1.0–11.0
0.5– 8.0
0.0– 5.5
3.0–22.5
3.0–18.5
3.0–20.0
5.0–21.0
5.5–16.5
3.5–18.5

–1.0–18.0
0.0–14.0

Paired landmarks

Mid-supra-orbital
Mid-infra-orbital
Alare curvature point
Gonion
Zygion
Supra canine
Infra canine
Supra M2

Infra M2

Mid-ramus
Mid-mandibular border

6.0
7.0
9.3

10.0
6.0
9.5

10.5
26.0
19.5
17.5
10.5

1.5–10.0
–4.0–18.0

2.5–16.0
–8.0–27.5

3.0– 9.0
3.5–15.5
4.5–16.5

10.0–42.0
6.0–33.0
6.0–28.5

–2.5–24.0

Note: As compiled and published by Stephan and Simpson
(2008a). Values in mm. Range is from mean minus 3 z-scores to
mean plus 3 z-scores. (Published with permission)



use sex- and population-specific data if reliable data are available, although this needs
to be tested in a systematic manner.

4. Principles of Facial Approximation

A number of general publications are available that clearly describe the steps in
creating a facial approximation and the relationship between the soft and hard tissue of
the face (e.g., Krogman & İşcan 1986; Prag & Neave 1997; Wilkinson 2004). Before an
approximation can be attempted, a full forensic anthropological report, outlining sex,
age, and possible ancestry, is needed. The more information that is available on a skull,
the better will be the outcome (Quatrehomme et al. 2007). Examination of the skull
should also focus on the identification of bony pathologies, asymmetry or unusual
landmarks, and any other features that may have an effect on the appearance of the
individual’s face. This report, together with any other evidence such as clothing or hair
which could help with individualization, should be considered.

A facial approximation is mostly not constructed on the original skull; therefore,
an exact replica is usually made. This is most commonly done by making moulds and
casting the skull. The original skull can then be kept at hand to provide guidelines
during the rest of the procedure. A facial approximation is done in two main stages. The
first is the technical or mechanical phase of information collection, skull preparation
and applying the soft tissue data and muscles to the skull to establish a general facial
shape. The second or artistic phase involves the development of individual features
and areas of transitions between them (Wilkinson 2004). 

All techniques of facial reconstruction, whether plastic (clay) or computer generated,
rely upon a hypothesized relationship between the facial features, subcutaneous soft
tissues and the underlying bony structure of the skull. Therefore, the first step in the
process would be to apply pegs or blocks at the allocated landmarks (Table 10.1).
These pegs should be cut to the length as indicated in the chosen data set for tissue
depths and are usually glued into position (Fig. 10.4). These then act as guides as to
the amount of soft tissue that should be present at a specific point, although this is not
absolute and will also depend on, for example, the degree of robustness of the skull.

At this stage, most reconstructors would position the (plastic) eye in the orbits.
Although many guidelines have been published regarding the positioning of the eye-
ball inside the orbits, as well as the positions of the medial and lateral canthi, the most
recent research suggests the following (Stephan & Davidson 2008; Stephan et al. 2009):

• The eyeball is not centrally placed in the orbit but is relatively closer to the lateral
orbital wall and superior orbital roof. Eyeball position relative to the walls of the
orbit is shown in Figure 10.5.

• The medial orbital margin (MOM), as seen in Figure 10.5, corresponds to  Flower’s
point which is the point where the posterior lacrimal crest meets the frontal bone.

• The apex of the cornea should be about 16 mm (range 13–20 mm) from the
deepest point on the lateral orbital margin (Fig. 10.6), as viewed from the side.

• The medial canthus of the eye is about 5 mm lateral to the medial orbital wall.
• The medial canthus is at the same level as the medial canthal ligament’s attach-

ment to the bone, which Stephan and Davidson (2008) found to be 12 mm below
the level of the nasion.

• The lateral canthus is about 4.5 mm medial to the lateral orbital wall
• Most researchers report the lateral canthal ligament to attach to the malar

(Whitnall’s) tubercle which is on the lateral orbital wall. If this tubercle is absent,
this point is about 8–9.5 mm below the frontozygomatic suture (Stewart 1983;
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Anastassov & Van Damme 1996; Fedostyutkin & Nainys 1993). The lateral
canthus is at the same height as the malar tubercle, but projects anteriorly
relative to the lateral orbital margin by about 10 mm.

• The distance between the canthi of an eye is about 75% of the total orbital
width.

Figure 10.4. Pegs positioned at various craniofacial landmarks, to indicate soft issue depths.



The lateral canthus is slightly higher than the medial canthus (Stewart 1983; Farkas
et al. 1994; Stephan & Davidson 2008), although Anastassov and Van Damme
(1996) suggested that older individuals may have lower lateral than medial canthi.
According to Wolf (1997), as quoted from Wilkinson (2002), the anteroposterior eye-
ball diameter in adults is about 24 mm (24.6 mm in males and 23.9 mm in females).
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Figure 10.5. Eyeball position inside the orbit, after Stephan et al. (2009, Fig. 1): (a) measures from the orbital rim to the center of
the pupil, (b) from the orbital rim to the edge of the globe. SOM = superior orbital margin, LOM = lateral orbital margin, IOM =
inferior orbital margin, MOM = medial orbital margin, Flow. Pt. = Flower’s Point (See text).

Figure 10.6. Projection of eyeball from the
deepest point on the lateral orbital margin
(from Stephan et al. 2009, Fig. 1). dLOM =
deepest point on lateral orbital margin, C =
cornea.
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Depending on the approach followed, the facial muscles and glands will be modelled
in next (Fig. 10.7). The degree of robusticity of the origins and insertions of the various
muscles will guide the reconstructor with regard to their exact positioning and degree
of development. If a strict tissue depth method (American method) is followed, tissue

Figure 10.7. Building up of individual facial muscles. 



depth markers are connected with strips of clay or Plasticine® as thick as the marker in
that area to create a rough contour map of the surface of the face. The thickness of the
clay should gradually change from one marker to the next, but the shape of the bony
structures should be kept in mind. 

The artistic phase of the approximation is more subjective and involves the shaping
of the nose, mouth, cheeks, ears, overall face shape and adding the finishing touches.
The following guidelines apply as far as the nose is concerned:

• The width of the nasal aperture is about 60% of the nose width. Hoffman et al.
(1991) advised that in whites, interalar width = 1.51 ¥ interaperture width, while
in blacks interalar width = 1.63 ¥ interaperture width.

• The method of George (1987) seems to be acceptable as a fairly accurate way to
predict nose projection (Stephan et al. 2003; Rynn & Wilkinson 2006), although
it is rather complicated. This method is illustrated in Figure 10.8. 
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Figure 10.8. Method proposed by George (1987) to predict nose projection. The distance from nasion to point A (point of most
flexion of maxilla as seen in profile) is recorded—line L. Another line, line F, is drawn parallel to the Frankfurt horizontal plane but
runs through point AA, which is a point halfway along the inferior slope of the nasal spine. The projection of the external nose is
equal to a proportion of the length of line L, as plotted on line F from where it intersects with line L. This proportion is 60.5% in
males, and 56% in females (see also Stephan et al. 2003; Rynn & Wilkinson 2006). Line N is perpendicular to line F.



376 The Human Skeleton in Forensic Medicine

• For the prediction of where the nose tip should be, the method by Gerasimov
(1955) is advised by Rynn and Wilkinson (2006). This two-tangent method is
shown in Figure 10.9, but Rynn and Wilkinson advise that the tangent of
only the most distal tip of the nasal bones should
be used to predict the nose tip position.

• Nose tip shape is said to reflect that of the superior
portion of the nasal aperture (Davy-Jow et al. 2012).
This can be evaluated by tilting the head (raising
the chin) by about 60° and looking at the contour of
the two nasal bones from this angle. By doing this,
the soft tissue pronasale was found to be superim-
posed upon the rhinion. According to these authors,
this method does not work for snub noses. This cor-
relation needs to be verified by other researchers.

• The soft tissue landmark of subnasale is lower than
nasospinale, as the “medial crus of the greater alar
cartilage passes below the anterior nasal spine”
(George 1993, p. 220).

The anatomy of the skull provides few details with regard
to the position and shape of the mouth. According to
Stephan (2009), the following guidelines are untested and
should be avoided: that the width of the mouth equals the
width between the mandibular second molars; that the width
of the philtrum equals the width between the midpoints of
the upper central incisors (Fedosyutkin & Nainys 1993); that
the width of the mouth equals radiating tangents from the
junction of the canine and the first premolar on either side;
and that the strength of the nasolabial fold depends on the
depth of the canine fossa (Wilkinson 2004). There are many
variations as far as the morphology of the mouth is con-
cerned, but the following guiding principles apply:

• The width of the mouth can be taken as being about equal to the width be-
tween the medial aspects of the irises (the interlimbus distance). Although
females have significantly smaller mouths than men, the relationship be-
tween interlimbus distance and mouth width is the same (Wilkinson et al.
2003). Also, the distance between the canines is about 75% of the width of the
mouth (Stephan & Henneberg 2003).

• There is a correlation between lip thickness and maximum tooth (crown)
height. Wilkinson et al. (2003) provide the following calculations (in mm)
for white Europeans:

Upper lip thickness = 0.4 + 0.6 (upper teeth height)
Lower lip thickness = 5.5 + 0.4 (lower teeth height)
Total lip thickness = 3.3 + 0.7 (total teeth height)

For Asians from the Indian subcontinent, the formulae are as follows:

Upper lip thickness = 3.4 + 0.4 (upper teeth height)
Lower lip thickness = 6 + 0.5 (lower teeth height)
Total lip thickness = 7.2 + 0.6 (total teeth height)

Figure 10.9. Two tangent method of Gerasimov
(1955) to predict the position of the tip of the nose
(redrawn from Figure 1b in Rynn & Wilkinson 2006).



• More prognathic individuals have thicker lips and vice versa (Gerasimov
1971, as quoted from Wilkinson 2004).

• The oral fissure is usually situated across the lower third or quarter of the
maxillary central incisors (George 1993).

• The vermillion border of the lower lip is usually situated across the lower
three-quarter mark of the mandibular central incisor (George 1993).

Very little information is available with regard to the chin and lower facial contour.
Generally speaking, the shape of the lower face repeats the mandibular contour
(Wilkinson 2004). When the lower border of the mandible shows prominent crests, it
is expected to be associated with well-developed muscles and perhaps also a larger
chin. Tandler (1909, as quoted from Wilkinson 2004), however, found that the degree
of chin protrusion and the amount of soft tissue in this areas is not connected.

There are no guidelines to be found on the skull as to the position of the hairline,
and most assumptions relating to the shape and position of the eyebrows are also
untested (Stephan 2009). Although the landmark superciliary (the highest point of
the eyebrow) is often located directly above the most lateral point of the iris in females,
this is not the case in males (Stephan 2002b). Sclafani and Jung (2010) found this
point to be just medial to the lateral canthus in both sexes. Three-dimensional
analyses in males demonstrated that men with deep-set eyes have a lower positioned
eyebrow than those with more shallow depths (Goldstein & Katowitz 2005). The
eyebrow does not move inferiorly with age as was previously suggested (Goldstein
& Katowitz 2005; Patil et al. 2011). 

Few skeletal guidelines also exist as far as the size, shape and position of the ear
are concerned. Previous assumptions that the length of the ears is associated with
the height of the nose are unfounded, and the angle of the long axis of the ear has
also been shown to not be related to the profile angle of the nose (Farkas et al. 2000;
Stephan 2009).

The same general principles apply in two-dimensional reconstructions of the
face, an example of which is shown in Figures 10.10a-h. Here, pegs indicating the
tissue depths were used to provide the outlines of the face in both lateral and anterior
views. This was then used to draw in the various facial features. Superimpositions
of the sketches and the skull were done to ensure the accuracy of fit between the
overlying soft tissues and the underlying bone after the completion of the sketches.

5. Facial Approximation in Children

Facial approximation is even more difficult in children than in adults, as it is much
more problematic to determine the sex and ancestry from juvenile remains. The
skeletal details are also less defined than those of adults (Wilkinson 2004). A number
of studies outlining tissue depths at various ages are available in the literature (e.g.,
Hodson et al. 1985; Garlie & Saunders 1999; Manhein et al. 2000; Smith &
Buschang 2001; Wilkinson 2002; Williamson et al. 2002), although Stephan and
Simpson (2008b) argue that in practice the differences between age groups are so
small that they can be lumped in two groups of 0–11 years and 12–18 years.

Wilkinson (2004) outlines the procedure that is to be followed in juvenile facial
approximation. Basically, the method is the same as that followed for adults, but it
is advised that the head is tilted slightly upwards as that position more accurately
resembles the way in which adults will view children. Juvenile skulls will have less
prominent muscle markings, and the various relationships between, for example,
teeth height and lip thickness as seen in adults are not known. Children tend to
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Figure 10.10a–e. Steps followed in
two-dimensional reconstruction of a
face in lateral views.

a

c

b
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Figure 10.10f–h. Steps followed in two-
dimensional reconstruction of a face in
anterior views.

f

g
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have fuller cheeks and jaw lines, and their skin is smoother. Wilkinson and Whittaker
(2002) reported good results in identification of children in a series of five individuals.

6. Computerized Methods

Recently, computerized methods of facial approximation have become very popular
(e.g., Vanezis et al. 2000; Turner et al. 2005; Claes et al. 2010), and it is now possible
to complete the whole process digitally. These techniques tend to be more objective,
standardized and repeatable, but they do not really produce realistic, lifelike faces
(Stephan 2009). However, they are much more cost-effective and faster. Rynn and
Wilkinson (2006) mentioned that “some computerized methods have a tendency to
disregard nuances inherent to the skull, partly due to the resolution of clinical imaging
such as CT and MRI, and partly as certain details on the actual skull may not be visible
but rather palpable” (p. 365). Currently, they are therefore probably less accurate and
detailed, but as much research that is being done in this field it can be expected that
they will become better and more popular. Detailed discussions of these fall beyond
the scope of this book.

C. SKULL-PHOTO SUPERIMPOSITION

1. History

As the techniques of craniofacial approximation and skull-photo-superimposition
overlap to some extent since both are based on the association between overlying soft
tissue and underlying bone, much of the earlier literature pertaining to these two
topics are shared. Early scientists such as Welcker (1884), His (1895) and Kollmann and
Büchly (1898) played major roles in craniofacial identification, and various authors
contributed towards information on soft tissue depths. The first published forensic
case involving superimposition is generally accepted to be that by Glaister and Brash
(1937) in the famous “Buck Ruxton case,” although a Japanese scientist, Furuhata,
claimed to have already used the technique in 1925 (Krogman & İşcan 1986; Taylor &
Brown 1998). Buck Ruxton, a medical practitioner, murdered his wife and her maid,
and then mutilated their bodies to prevent identification. In this case, there were two
female skulls and photographs of Mrs. Ruxton and her maid in life. In the photograph
of Mrs. Ruxton, she wore a diamond tiara which could be used to scale the images of
the photograph and skull. Life-size enlargements of the photos were made, and after the
skulls were orientated so that the cranial and facial landmarks were aligned, outline
drawings of both skulls and the photograph were made and superimposed. Using this
method, a clear correspondence was found between features on the skulls and features
on the photographs.

The major problems in these early superimpositions were with photography and
scaling. In order to overlay the skull and photograph, the photograph had to be en-
larged to life size, and this could only be done if a point of reference was visible in the
photograph that could be used to scale the image. Much of the earlier literature dealt
with methods to gauge the enlargement of photographs and positioning of the skull to
match the picture (İşcan 1993), but once video cameras, mixing and editing devices
and personal computers became available, considerable advances have been made and
the process became somewhat easier. Following the pioneering work of Helmer and
Grüner (1977), video superimposition soon became the method of choice (Krogman &
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Case Study 10.2

Superimposition Helps to Confirm Identity

In the late 1990s, a farmer killed his farm worker in a fit of anger by driving over him with his pickup truck. He then
buried the body on a river bank. A few months later a badly decomposed head washed out on the banks of the
river, some distance downstream from where the farm worker went missing. It soon became clear that it would
be difficult to positively identify this individual, as he had a perfect set of teeth and thus no dental records. As
the suspected victim was an orphan, there was also no possibility of obtaining DNA samples from relatives for
comparative purposes. 

The remains submitted for forensic anthropo-
logical analysis comprised of a skull, mandible and
upper two cervical vertebrae of an adult. The robust
nature of the skull and mandible clearly indicated
that this was a male individual. No signs of recent
trauma could be found, but of interest was early clo-
sure of the cranial sutures with a relatively small neu-
rocranium. The individual also had a supernumerary
incisor on the left side of his maxilla, as indicated by
an additional tooth socket (the tooth itself was lost),
and was very prognathic (gnathic index 110.4). 

One antemortem photograph was available (Case
Study Figure 10.2a) and a skull-photo superimposition
was done (Case Study Figure 10.2b). As can be seen
from these superimposed images, the fit between the
skull and the face is very good (Case Study Figures
10.2c–d). The relatively poor quality of the photo-
graphs is due to the fact that they originate from a
video recording, which is the method most commonly used to highlight specific aspects of such a superimposi-
tion. In court it was argued that the supernumerary tooth served as a factor of individualization, albeit a weak
one. The presence of the supernumerary tooth implied that more space was needed in the upper jaw, thus con-
tributing to the pronounced prognathism observed in this individual. This gave rise to a rather unusual-looking
facial profile that contributed towards the strength of the superimposition. 

Taking all evidence into account, the court accepted the identification. The farmer was eventually found guilty
and sentenced to 30 years imprisonment.

Case Study Figure 10.2a-b. (a, left) Photograph of suspected
victim; (b, right) the skull on a manoeuvrable skull stand.

Case Study Figure 10.2c. Superimposition
in process, showing the fit of the face over
the skull (sweeping from side to side).

Case Study Figure 10.2d. Fitting of the
face and skull, with alternatingly fading the
skull and photograph.
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İşcan 1986; Helmer 1987; Chai et al. 1989; Taylor & Brown 1998) and is still popularly
in use today. In this method, two video cameras independently record the skull and
photograph, after the skull has been positioned on a skull stand to match the orienta-
tion of the photograph. Using a video animation compositor or mixer, the two photo-
graphs are then superimposed and viewed on a flat screen monitor. The intensity of the
photograph can be varied, and various areas highlighted or sweeped to show the fit in
different areas of the face. Strict control of various proportions can be achieved
when this method is used (Grüner 1993). An example of such a superimposition is
shown in the case study, although it should be kept in mind that in practice this will
usually be presented in the form of a video animation. Several variations of this
method have since been published.

Various computerized methods with advanced software have also recently been
proposed to assist in the process (e.g., Bajnóczky & Királyfalvi 1995; Nickerson et al.
1991; Birngruber et al. 2010; Gordon & Steyn 2012) and will be discussed in more
detail below.

2. Accuracy

Few quantitative studies have been carried out to test the accuracy of superimposition.
One study worth mentioning is that of Schimmler et al. (1993) who assessed the cranio-
metric individuality of skulls, using 14 landmarks. They found that there is a remarkably
high individuality in each skull, provided that the coordinates can be measured within
1 mm accuracy. Less than one skull in a billion would have the same coordinates as
another, within a measurement error of 0.5 mm. Of course this does not relate directly to
superimposition as various other errors are possible, but at least it shows that the relative
proportions of individual skulls are unique enough that it can be of use to identify a
specific individual. Individuality is higher on lateral than frontal aspects of the skull.

Austin-Smith and Maples (1994) tested the reliability of skull-photo superimposition
by comparing three identified skulls to 97 lateral view and 98 frontal view photographs
of individuals not representing the skulls. Of the lateral view superimpositions 28 of
97 fitted, whereas the corresponding figure for the anterior view was 8.5% (25 out of
98 frontal superimpositions). This illustrated the very real possibility of false positive
matches. However, the incidence of these false positives was reduced to 0.6% when
both the anterior and lateral photographs of the same individual were superimposed.
This method was thus deemed to be reliable if facial features (photographs) from two
different angles are used in the comparison. 

In a similar study, Gordon and Steyn (2012) tested the accuracy of the photographic
superimposition technique on a South African sample of cadaver photographs and
skulls. Forty facial photographs were used and for each photo 10 skulls were used for
superimposition (this included the skull matched to the photo). A digitized technique,
similar to the video method, was used where three-dimensional scans of the skull and
digital images of photos were superimposed. In total, 400 skull-photo superimpositions
were done and in 85% of cases the correct skull was included as one of the possible
matches for a particular photo. However, in all these cases, between zero and three
other skulls (out of 10 possibilities) could also match a specific photo. In an attempt to
more objectively decide what a match is and what is not, corresponding landmarks on
the skulls and photographs were matched using predetermined criteria. However,
using this approach the correct skull was only included in 80% of cases, whereas one
to seven other skulls out of 10 possibilities also matched the photo. This also showed
that the method is not very reliable.



Video skull-photo superimposition was also used for identification purposes in in-
dividuals who died after illegally crossing the border into the U.S. from Mexico
(Fenton et al. 2008). Here the need arose to identify two similarly aged individuals,
and their skulls were compared to a photograph reported to have belonged to one of
the females. Based on this, one skull was included and one excluded as a possible
match. As this was a closed situation (i.e., having a limited number of possibilities),
this was seen as positive circumstantial identifications.

It has been suggested that the method is more reliable when the anterior teeth are
visible that can also be superimposed (e.g., McKenna et al. 1984; Al-Amad et al. 2006),
but this is not often possible. Most authors seem to agree that superimposition is a valu-
able technique, but should only be used in conjunction with other corroborating evi-
dence to substantiate an identification (e.g., Dorion 1983; İşcan 1988; Aulsebrook et
al. 1995; Gordon & Steyn 2012). If a specific factor of individualization is present, this
will of course increase the confidence in the identification. This technique is also
better to exclude an individual as a possible match, but is very useful in closed situa-
tions where there are a limited number of individuals with a limited number of possi-
ble matches. Lateral view superimpositions also seem to give more information than
frontal view superimpositions.

3. Methodology

When practicing skull-photo superimposition, it is imperative to have some basic
knowledge about photography, as the practitioner should be aware of aspects such as
perspective and viewpoint distortion and the influence these may have on facial pho-
tographs. In-depth discussion of these topics can be found in Henham (1998) and Do-
brostanski and Owen (1998), amongst others. A photograph of an individual is a
two-dimensional representation of a three-dimensional object, and the 3-D represen-
tation of shape, size and position of objects as seen in the 2-D image is known as pho-
tographic perspective (Taylor & Brown 1998). These authors point out that the true
perspective of the face can only be reproduced by taking another photograph from
the same distance and viewpoint. At shorter camera distances, changes in perspective
can have a considerable impact on the facial appearance, and some effort should be
made to replicate the camera distance when comparing the image of a skull to that of
a facial photograph. 

Skull-photo superimposition most commonly involves the use of two video cam-
eras, a video mixer, flat screen monitor, and video cassette recorder or desktop com-
puter with image capturing software. In the first step in the procedure, appropriate tissue
depth markers are positioned on the skull, as explained in the section on facial ap-
proximation. The antemortem photograph of the individual is then recorded with one
of the cameras and projected on the screen in full size. Following this, a “dynamic ori-
entation process” of the skull is followed that involves both scaling and orientation. The
purpose of this process is to firstly size the image of the skull and then obtain the best
possible alignment of the skull with the antemortem photograph. This is a long and te-
dious process and is usually done by putting the skull on a manoeuvrable skull stand
and manually adjusting it so that the key anatomical features correspond to that of
the photograph (Helmer 1984; Krogman & İşcan 1986; Austin-Smith & Maples 1994;
Taylor & Brown 1998; Fenton et al. 2008).

Past researchers intensively investigated methods to determine the orientation of
the face in a photograph (e.g., Sekharan 1993), but this process has become somewhat
easier with the involvement of modern equipment. Fenton et al. (2008) recommended
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that the first step in the orientation process would be
to align the photo and skull at the porion. This is
achieved by placing markers such as sticks or ear
buds into the external ear canals to indicate the bony
points, and then aligning it with the tragi of the ears.
The malar (Whitnall’s) tubercles on the lateral orbital
walls are then aligned to the ectocanthions (or more
correctly, to be just lateral to the ectocanthions as
described under facial approximation). Once this is
done, the correct angles of inclination and declination
of the skull relative to the photograph should have
been achieved. The subnasal point of the skull is now
adjusted to align with the corresponding point in the
face, as is the gnathion.

The procedure described above is very time con-
suming, and problems with aligning the photograph
and skull during this stage usually indicate that they
do not match. Once this orientation is achieved, the
fit of soft and bony tissues should be systematically
evaluated. This can be done by using the checklist of
Austin-Smith and Maples (1994), who recommended
the assessment of 12 features in each of the lateral
and frontal views. A summary of this checklist is
shown in Table 10.4 (see also Fenton et al. 2008).

A number of variations to this process have been
published, but in essence the methodology and ob-
jectives are similar. Digitized methods are becoming
more popular. For example, once the photograph of
the aligned skull is obtained, the process of super-
imposition itself can be done digitally with image
editing software (e.g., Ubelaker et al. 1992; Yoshino
et al. 1997). In the study by Yoshino et al., the assess-
ment of anatomical consistency between the digitized
face and skull was done semi-automatically as the
system measured the distance between the land-
marks and the thickness of soft tissues, and also used
polynomial functions and Fourier analysis which
evaluated the match of the outlines of forehead and
mandible. Different software has they also been pro-
posed, where it is for example possible to align a
skull in live view with a semitransparent image of the
photograph (Birngruber et al. 2010). Ghosh and
Sinha (2001) also attempted to use craniofacial
asymmetries to assess matches and mismatches.

In most recent techniques skulls are digitized by,
for example, surface scans or computed tomography
(CT) rendered into 3-D images. Superimpositions
are then done digitally. Ishii et al. (2011) even recon-
structed 3-D images of skulls obtained from decom-
posing, not completely skeletonized cadavers and

Table 10.4 

Checklist for Consistency of Fit Between Skull and
Face (Photo) in Skull-Photo Superimposition

Anterior View

1.
2.
3.
4.

5.

6.

7.

8.

9.

10.

11.

12.

Length of skull (bregma-menton) fits within face
Width of skull fills the forehead area of face
Temporal lines (if visible) correspond to lines on face
Eye brow follows upper edge of orbit in its medial
two-thirds
Orbits completely encase the eye. Both canthi
correspond to points as outlined before in the
section on facial approximation
Lacrimal groove (if visible on photograph)
correspond to groove on the bone
Breadth of nasal bridge on the cranium and
surrounding soft tissue is similar
Opening of the external auditory meatus is medial
to the tragus of the ear
Width and length of nasal aperture falls inside the
borders of the nose
Anterior nasal spine is superior to the inferior border
of the medial crus of the nose
Oblique lines of mandible (if visible) corresponds to
the line of the face
Curve of mandible is similar to that of facial jaw, and
mandible does not project beyond the flesh.
Rounded, square or pointed chins may be evident in
the mandible

Lateral View

1.
2.

3.

4.

5.

6.

7.

8.

9.
10.

11.

12.

Vault of skull and head height must be similar
Glabellar and forehead outline of bone and soft
tissue must be similar, although soft tissue does not
always follow the bony contours exactly
Lateral angle of eye lies within the bony lateral wall 
of orbit
Prominence of glabella and depth of nasal bridge 
are closely approximated by the overlying soft tissue.
Nasal bones fall within the structure of the nose
Outlines of the frontal process of zygomatic bones 
(if visible) align with lines on the face
Outline of the zygomatic arch aligns with soft tissue
structures of face
Anterior nasal spine is posterior to the base of the
nose near the most posterior portion if the lateral
septal cartilage
Porion aligns just posterior to the tragus, slightly
inferior to the crus of the helix
Prosthion is posterior to anterior edge of upper lip
Pogonion is posterior to indentation in chin where
orbicularis oris muscle crosses mentalis muscle
Mandibular mental protuberance is posterior to 
point of chin
Occipital curve within outline of back of head. May
be difficult to visualize because of hair

Note: Modified from Austin-Smith and Maples (1994).



used them for superimpositions. In the study by Gordon and Steyn (2012), 3-D
images of crania were obtained by surface scanning. These images can be digitally
rotated and landmarks applied using appropriate software. Corresponding land-
marks on the skull and photograph are then aligned during the process of sizing
and orientation

4. Problems and Pitfalls

In essence the main difficulty with skull-photo superimposition relates to the problems
associated with trying to match landmarks and features on a three-dimensional
object (the skull) with those on a fixed two-dimensional object (the antemortem
photograph). When using two-dimensional images of the skull for the superimposition
process, problems with perspective parallax of the facial image/photograph must
always be considered (Ishii et al. 2011), and therefore various factors such as the
camera-to-object distance and camera angle when recording the skull must be
matched to that of the photograph. Herein is considerable difficulty, and this
process involves much trial and error. In addition to these problems associated with
sizing and orientation, poor-quality photographs with lack of detail may add to the
uncertainty when making a match. 

Human variation also complicates matters, as overlying soft tissue thicknesses
may vary considerably between individuals. It is thus often difficult to decide exactly
what constitutes a match. Although guidelines such as those shown in Table 10.4
inform the process, some ambiguity is always present. For example, it makes clear
anatomical sense that the outline of the bony jaw should fit within the soft tissue
contours of the lower face or that the width and length of the nasal aperture must
fall inside the borders of the soft tissues of the nose, but deciding when exactly
these criteria are met is difficult as there is significant leeway in these descriptions.
The relationship between these features will also not be the same in all individuals.

Although considerable advances have been made with regard to technical issues
and the effort that is required to conduct a superimposition, the inherent problems
associated with achieving a perfect and conclusive fit that is unique to a specific
individual seem to be such that this method can most probably not be used in iso-
lation for personal identification purposes. When there are several photographs
taken at different angles available, or if there is a closed situation with a limited
number of possibilities, however, more weight can be given to the identification.
This technique can also be very valuable to exclude individuals as possible matches.
Skull-photo superimposition thus remains a valuable tool that can provide consid-
erable information, especially in circumstances where other corroborating evidence
exists, but it is advisable that other evidence should also be used when trying to
make a personal identification. 

D. SUMMARIZING STATEMENTS

• Facial approximation can assist in obtaining an identification of a missing
person, but cannot be used as an absolute method of identification.

• High rates of accuracy in facial recognition from approximations are unlikely,
as the face does not fit exactly over the skull and there are many variables
which cannot be predicted from the underlying cranial anatomy. 
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• In any approximation there is a more scientific phase, based on tissue depths
and known anatomical relationships, but there will also be an artistic phase
which does not absolutely rely on scientific principles.

• Tissue depths pertaining to a specific sex and population group will most
probably provide the best chances at recognition, but in practice the reported
differences  between tissue depths at a specific landmark are small.

• Significant advances have been made with verifying placements of and relation-
ships between various anatomical structures, and no doubt future research
will continue to improve our knowledge in this regard.

• Skull-photo superimposition can be a valuable tool in identifying an unknown
person when a good-quality antemortem photograph is available. However, it
is not 100% accurate and corroborating evidence will be needed in most
cases.

• Superimposition is better for excluding an individual as a possible match. In a
closed situation, failure to exclude may sometimes be enough to substantiate
an identification.

• Lateral view superimpositions generally give more information than frontal
view superimpositions. Where possible, more than one facial image should be
used to increase the reliability.

• Considerable technical advances have been made as far as superimposition is
concerned, and in the modern era most practitioners will use digitized methods.
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A. INTRODUCTION

Rapid advances in the field of DNA profiling have occurred in the last few years,
providing scientists with techniques to identify human remains based on the

individual’s unique characteristics encrypted in his/her DNA. Through the use of
genetic techniques, the determination of sex, familial kinship, ancestry and per-
sonal identity have become possible, using soft tissue and skeletal remains from
both forensic and archaeological contexts (Parsons & Weedn 1997; Harvey & King
2002).

The application of molecular genetics in forensic investigations was first intro-
duced in the 1980s by Jeffreys and colleagues (1984, 1985). The introduction of
DNA analysis for the identification of postmortem human remains has subsequently
influenced the fields of archaeology, evolutionary biology, medical sciences, physical
anthropology and forensic sciences (Brown & Brown 1994; Krings et al. 1997; Lupski
1998; Di Nunno et al. 2007; Lee et al. 2010). The use of DNA in molecular analysis is
based on tissue samples taken from bones, teeth, blood, skin, semen, muscle and hair
(Fairbanks & Andersen 1999; Baker 2009; Goodwin et al. 2011). However, the success
of molecular techniques that require DNA depends largely on the preservation of
genetic material in the remains examined (Parsons & Weedn 1997; Burger et al.
1999; Götherström et al. 2002). Several factors may influence the preservation of
DNA in tissue samples as well as the accuracy and functionality of genetic techniques
used for human identification. These will be discussed later in this chapter. 

DNA analysis based on human skeletal material has proved to be very useful in
human identification, as bone and teeth are preserved much longer than soft tissue.
Therefore, molecular analytical techniques have been applied to both recent and
ancient DNA samples extracted from bones and teeth. A substantial number of
cases have been reported to have made use of DNA analysis for the identification of
human skeletons in mass disasters (e.g., Calacal et al. 2005), missing persons (e.g.,
González-Andrade et al. 2006; Ge et al. 2010, 2011), historical reports of political
figures (e.g., Anslinger et al. 2001; Rickards et al. 2001) and criminal investigations
(e.g., Fairgrieve 1999; Sweet et al. 1999; Drobnič 2001; Jeffreys 2004). 

Tissue samples taken from relatively fresh bone usually contain intact cells with
high molecular weight DNA that may be subjected to standard methods for DNA
extraction from the cells. Ancient DNA studies of bone, however, tend to be more
difficult and sensitive, as ancient specimens usually do not contain preserved cell
structures (Rohland & Hofreiter 2007). This causes the genetic material inside the
cells to be insoluble to aqueous phase chemistry. The usual extraction methods for
DNA in the laboratory can thus not be used, as most of the ancient DNA will be
discarded during the purification phase (Geigl 2002). Furthermore, due to the
fragility of ancient DNA, strong detergents and high temperatures in the extraction of
genetic material from the specimens should be avoided (Rohland & Hofreiter 2007).
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This has led to the development of several methods for the extraction of DNA
from older samples that differ somewhat from the standard methods for DNA
extraction from fresh bone specimens. More detailed information regarding the
extraction methods and purification of ancient DNA samples may be found in Miller
et al. (1999), Kalmár et al. (2000), Ye et al. (2004) and Rohland and Hofreiter (2007). 

The success rate of molecular methods based on DNA extraction from bone and
teeth depends on accurate laboratory procedures, as well as the preservation of the
material at hand. Yokoi et al. (1989) analyzed a number of dental pulp and aged
bone marrow samples for human identification and sex determination. Results
showed that only 36% of dental pulp and 50% of aged bone marrow samples were
analyzed correctly. Positive results in this study depended on the method used and
the amount of DNA that could be extracted. The degree of DNA preservation also
contributes to the success of the outcome of molecular analysis; poor preservation
may cause degradation and destruction of molecular material (Yokoi et al. 1989;
Bidmos et al. 2010). 

In determination of sex molecular methods have some advantages over morpho-
logical methods, but a number of constraints may affect the outcome of the results.
Molecular testing is expensive and time consuming, but does provide definitive
results if successful. On the other hand, morphological determination of sex gives
immediate results, but some subjectivity is involved (Yokoi et al. 1989; Bidmos et al.
2010). Each therefore has its role in the assessment of unidentified remains. 

This chapter provides a very basic overview on molecular genetics when using
skeletal material or teeth for the identification of sex, ancestry and personal identity.
Details on how to collect samples for DNA will be discussed, as this will be of major
concern to forensic anthropologists. Lastly, a few remarks will be made on DNA
databases.

B. BASICS OF THE HUMAN GENOME

DNA (deoxyribonucleic acid) is the ultimate source of information that depicts an
individual’s genotype and is present in all tissues of the body. This genetic code is
unique to each individual and is a “blueprint” containing all information needed
for functioning, growth and reproduction (Goodwin et al. 2011). Scientists have
developed numerous methods that allow for genetic profiling which may be used
in various contexts for human identification and legal investigations. 

Due to the considerable size of the human genome, it is often difficult and some-
times impossible to determine the exact role and function of each gene. The Human
Genome Project, which focused on sequencing and decoding the entire genome,
addressed this lack of information. This project officially started in 1990 and scientists
from China, Germany, France, the UK, Japan, and the U.S. (Goodwin et al. 2011) had,
by 2003, identified the genes constituting the human genome. This sequence infor-
mation, and also those of many other species, is now available on the NCBI databases. 

The basic structure and organization of DNA is the same for all living organisms.
DNA consists of four nucleotides—namely, adenine (A), guanine (G), cytosine (C) and
thymine (T), (Watson & Crick 1953 ; Fairbanks & Andersen 1999; Goodwin et al. 2011).
Within a double helix these nucleotides form complimentary base pairs (A=T and
G=C). This double helix of genetic material is a representation of two complete copies
of an individual’s genome—one inherited from the mother, the other inherited from



the father. Diploid somatic cells in the body contain both copies of the genome,
whereas reproductive cells (sperm and ovary cells) are haploid and only contain
one copy of the genome. Each genome consists of about 3,200,000,000 nucleotide
base pairs (bp) that forms a linear DNA molecule that is normally organized into
23 chromosomes (22 autosomes and one sex chromosome). Therefore, each diploid
cell contains two sets of chromosomes giving a total of 46 chromosomes, i.e., 44
autosomes and two sex chromosomes, either XX or XY. This DNA is known as ge-
nomic or nuclear DNA (nDNA) and is classified according to its structure and
function. More detailed information pertaining to the classification of DNA may
be sourced from Jasinska and Krzyzosiak (2004).

In addition, a small amount of DNA is also found within the mitochondria, and
this is known as mitochondrial DNA (mtDNA). This DNA can also be used in the
identification of human remains and in clarification of historical events (Iwamura
et al. 2004). Each cell contains many copies of mtDNA, compared to a single copy of
nDNA. This small circular DNA molecule of about 16,569 bp is very useful for
genetic analysis in skeletal material (Anderson et al. 1991; Baker 2009) when
nDNA is degraded. A disadvantage is that mtDNA inheritance is solely maternal. 

The mitochondrial genome has a faster rate of evolution than that of nDNA,
making the genetic regions found within this genome hypervariable between
human populations as well as individuals (Parsons & Weedn 1997; Harvey & King
2002). The differences in bp found in the mitochondrial genome’s hypervariable
region (HRV) provide scientists with the opportunity to identify an individual
based on DNA sequences unique to an individual and his/her maternal line, i.e.,
mother, grandmother and other maternal family (Harvey & King 2002). Budowle et
al. (2003) estimated that there is an average of 8–15 nucleotide differences between
any two Caucasian and African individuals, respectively, making the mitochondrial
genome popular not only for forensic investigations but also for population, ancestry
and migration studies (Relethford 2002).

C. SAMPLE COLLECTION AND PRESERVATION

It is essential to follow specific guidelines when collecting bone and/or tooth sam-
ples for DNA analysis. Gloves should be worn at all times, and the following prac-
tices will further reduce the risk of contamination:

1. Clean latex gloves should be used for every sample taken.
2. The collector should not touch his/her own face, hair, mouth, etc., during

handling and collection of the remains.
3. Used gloves should be discarded properly to not confuse them with clean

gloves. 

Collection of the actual bone or teeth should also be done in a particular
manner. Firstly, if possible, the complete bone or tooth should be packaged for
analysis. If bone saws or blades are used, these instruments must be cleaned of all
other possible sources of DNA (Baker 2009). Cleaning of instruments can be done
by making use of distilled water and ethanol to prevent cross contamination of bi-
ological material between the instrument used and the bone sample (Eigenbrode et
al., 2009). When bones are sampled, at least 5 grams of bone should be collected. If
possible, remove excess soil from the bone without damaging the bone surface.
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Samples must be packed and stored in a dry and cold environment, as wet and hot
environments accelerate the degradation of DNA, thereby reducing the accuracy of
molecular analysis. Samples should therefore be kept in cool places, packed preferably
in paper, then covered in foil and lastly sealed in plastic bags to avoid the growth of
microorganisms. Also, when selecting samples for DNA analysis, areas on the bone
that have either antemortem or perimortem trauma or pathology should be avoided.
When teeth are sampled, care should be taken that the selected teeth are not
broken, cracked, damaged or altered by amalgam or other dental procedures.
Molars and premolars are preferred, and if possible at least two teeth should be
collected (Baker 2009). Meticulous labelling of individual samples is, once again, of
the utmost importance. 

There are several factors that influence the preservation of DNA in human remains.
Preservation is, in part, determined by complex interactions that take place be-
tween the sample in situ and its environment (Parsons & Weedn 1997). The exact
nature of such interactions is somewhat unclear due to the lack of empirical studies
based on the degradation process itself (Adler et al. 2011). However, a correlation
between DNA degradation and factors such as age and temperature of the sample
and soil moisture has been established (Lindahl 1993; Schwartz et al., 1991). Factors
that influence the preservation of DNA ex situ include contamination, heat, presence
of microorganisms, acidity, packaging methods and DNA extraction methods
(Odegaard & Cassman 2007; Baker 2009). The use of bone glues and adhesives can
be an additional source of contamination (Nicholson et al. 2002) and the use
thereof should be avoided in cases where DNA analyzes are being considered.

Due its physiological properties DNA in bone samples is more likely to be better
preserved than in soft tissue. Bone provides a barrier between the external envi-
ronment and the bone marrow, slowing down the degradation of DNA through
microorganisms and ultraviolet light. Also, the bone matrix that is composed of
calcium phosphate is capable of binding to double-stranded DNA, making bone an
excellent storage environment for DNA (Parsons & Weedn 1997). 

Bone density also influences the preservation of DNA. DNA is often better
preserved in compact bone elements such as the tibia or femur than in cancellous
or non-weight-bearing bone elements such as the ribs or clavicle (Baker 2009;
Mundorff et al. 2009). Teeth are also good storing units for the preservation of
DNA due to its durable external structure (e.g., Milós et al. 2007; Baker 2009).

The sampling of biological samples for DNA and the preservation thereof is
especially important in mass disasters, where often only fragmented human material
or skeletal elements are available (Mundorff et al. 2009). Unfortunately, detailed
guidelines and instruction manuals for the collection and preservation of human
remains in specific cases such as mass disasters are not yet available. However, texts
such as those by Blau and Ubelaker (2009) and the National Institute of Justice (2005)
provide general guidelines as to how to proceed with the collection and analysis of
samples to obtain accurate and reliable results. 

D. DNA EXTRACTION AND METHODS OF ANALYSIS

The first step in molecular assessment is the extraction of DNA from the tissue
available (e.g., bone or teeth). Hard tissues such as bone have an advantage over other
tissues types in that the surface can be cleaned to remove any possible contamination.



The bone or tooth sample is then ground to a fine powder before the DNA is
extracted. There are three general stages of DNA extraction: these are cell lysis,
followed by protein denaturation and, lastly, separation of DNA from the denatured
protein and other cellular components (Goodwin et al. 2011). Various protocols
have been published for the extraction of DNA from organic material, and these
include, but are not limited to, those proposed by Jackson et al. (1991), Lee et al.
(1991), Kobilinsky (1992), and Rohland and Hofreiter (2007). Once the DNA has
successfully been isolated and quantified, several different methods can be used for
analysis, depending on the quantity and quality of the isolated DNA. Traditionally,
restriction fragment length polymorphisms (RFLP) was used for DNA fingerprinting.
This method requires intact, high molecular weight DNA to be successful, often
making it unsuitable for bone/tooth samples. This method requires the digestion
of the purified DNA by restriction enzymes, yielding DNA fragments of varying
sizes. These fragments are then separated according to size by electrophoresis and
identified by using specific radioactive probes, using a process known as Southern
blotting. This allows for the visualization of the fragment size profile in order to
compare it to particular genetic loci. Samples containing degraded DNA cannot be
analyzed by RFLP analysis (Parsons & Weedn 1997; Fairbanks & Andersen 1999). 

With the introduction of the polymerase chain reaction (PCR) in the mid-1980s,
it has become possible to perform DNA analysis of degraded and low molecular
weight DNA samples (Parsons & Weedn 1997). PCR allows for the exponential
amplification of small quantities of DNA. The Human Genome Project which
made sequence information available, as well as the ability to use PCR to amplify
small amounts of fragmented DNA, had a dramatic impact on the forensic sciences
making it possible to analyze trace evidence and samples (Baker 2009; Goodwin et
al. 2011). For successful PCR a pair of primers (small nucleotide sequences usually
about 25 bp) is designed based on the unique nucleotide sequence of the DNA
region of interest. These primers bind regions about 150–300 bp apart, and by using
amplification as described in detail below, many copies of this region are produced. 

The PCR process is divided into three steps (Baker 2009): 

1. Denaturation of double-stranded DNA—either nDNA or mtDNA—into
single strands by means of high temperature exposure.

2. The temperature is then reduced so that complementary binding of the
primers to the DNA can occur. This temperature, the annealing temperature,
is a function of primer design and the DNA region to be amplified. 

3. The temperature is then increased to allow the enzyme, Taq polymerase, to
build a new DNA with the primer as starting point and the nDNA or mtDNA
as a template. 

4. The process from 1–3 is repeated 30–40 times, and in the process the nDNA
or mtDNA, as well as the exponentially increasing amounts of new DNA
fragments, serve as additional templates for amplification.

5. Usually, a single elongation step is added to ensure that all strands are synthesised
to completion. 

6. The fragment formed is analyzed by gel electrophoresis or capillary electro -
phoresis which allows the rapid, automated analysis of many samples. 

A disadvantage of this method is that it is highly sensitive, and if the isolated
DNA is contaminated with DNA from another source (e.g., the person handling
the sample), this DNA will also be amplified. Also, this method may be affected by
certain impurities known as PCR inhibitors that can prevent successful amplification
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(Parsons & Weedn 1997; Goodwin et al. 2011). In bone samples these are soil-derived
substances and collagen which are often co-extracted with the DNA from bone
(Kim et al. 2000; Watson & Blackwell 2000; Kermekchiev et al. 2009). 

Tandem repeated sequences (STR) are widespread in the human genome and are
highly variable, showing significant variability among individuals in a population,
and as a result these sequences can be used in several fields including genetic
mapping, linkage analysis, and human identity testing. There are several groups of
STR depending on the size of the repeats. These include minisatellites with core
repeats of 9–80 bp (variable number of tandem repeats, VNTRs) and microsatellites
with repeats 2–5 bp (short tandem repeats, STRs). However, the forensic DNA
community has moved primarily towards tetranucleotide (4 nucleotide) repeats,
which may be amplified using PCR. Microsatellites constitute about 3% of the total
human genome of which thousands have been identified and this information has
been stored in the Short Tandem Repeat Internet Database (STRBase) (http://
www.cstl.nist.gov /biotech/strbase). The advantages of STR’s are the presence of
high heterozygosity/variability in populations and the foot that it occurs as regular
repeated units (ideal for fragmented DNA), as well as occur as distinguishable alle-
les (between populations/individuals). Also, amplification of STR’s is robust, which
is ideal for small amounts of fragmented and/or small amounts of DNA. However,
for the analysis of STR’s in bone samples, some difficulties may arise. Analysis of
STR from bone-derived DNA can be compromised by the presence of high levels of
microbial activity (Calacal & De Ungria 2005) and the amount of DNA, as a too
small or too large DNA sample may yield inaccurate or poor results (Andelinovic et
al. 2005). 

E. DNA IN SEX DETERMINATION

For sex identification, analysis of the sex chromosomes, X and Y, is undertaken. The
Y chromosome is most commonly used, as it contains unique genes that are useful
in the identification of male individuals (Butler 2005; Bidmos et al. 2010). The Y
chromosome is a lineage marker, as it is passed intact from father to son without re-
combination as occurs with autosomal markers. Thus, no Y chromosome pairing
can occur, as a male individual only receives one copy of this chromosome (Butler
2005). The Y chromosome has been used for sex determination in numerous studies
involving human skeletal remains of forensic and archaeological origin (Yokoi et
al. 1989; Faerman et al. 1995; Stone et al. 1996; Sivagami et al. 2000; Gibbon et al.
2009; Daskalaki et al. 2011). The Y chromosome contains only 78 genes (Skaletsky et
al. 2003), including the sex-determining region Y (SRY), the zinc finger protein (ZF)
and the amelogenin (AMEL) genes which are commonly used in sex determination
(Bidmos et al. 2010). 

The amelogenin gene is present on both the X and Y chromosomes. The X chromo-
some copy contains a 6 bp deletion which, after performing PCR, makes it possible
to distinguish between X and Y. When performing sex identification using purified
labelled primers, a single peak will be obtained for XX while for XY two peaks will
be present with an amplitude half that of XX (Kobayashi & Hecker 2000; Gibbon et al.
2009). Analysis of the AMEL gene is ideal when morphological sex characteristics
of bone cannot be used—for example, in cases where human remains are poorly
preserved, burnt or belonging to a sub-adult individual (Bidmos et al. 2010). 



F. DNA IN ESTIMATION OF ANCESTRY

The genome of an individual possesses a permanent record of his/her family and
population history because population events such as migration, gene flow, in-
breeding, etc., can result in changes in gene or allele frequency in populations.
These permanent imprints in the genome are likely to remain unique in populations
that have a common descent and can therefore be used to verify or determine the
ancestry of an individual. 

For closer relationships, such as kinship testing, PCR-based STR profiling has
become commonplace. Polymorphisms such as minisatellites, classically used in
forensic DNA analyzes, have the disadvantage because these are prone to recurrent
mutational events that may generate haplotypes that are identical. Mini- and micro -
satellites are useful, as these sequences evolve fast due to their rapid mutation rate
and can therefore provide information with regard to the recent history of a pop-
ulation (Pereira et al. 2002). Single nucleotide polymorphisms (SNP’s) pose great
potential for the estimation of ancestry. SNP’s are nucleotide positions in the
genome where different sequence alternatives (alleles) exist and wherein the least
frequent allele has an abundance of 1% or more (Brookes 1999). Furthermore,
SNP’s are simple single nucleotide changes that are easy to analyze, and many can
be analyzed simultaneously using a small amount of DNA. Brion et al. (2005) de-
veloped a method of determining ancestry using Y chromosome specific hap-
logroups (a collection of SNP’s), and this technique takes advantage of geographic
distribution of these haplogroups and can thus help identify male-specific lineages. 

In addition to the paternally inherited Y chromosome, as well as autosomal
markers on nDNA, the maternally inherited mtDNA has been instrumental in
determining ancestry. MtDNA, although inherited through the maternal line, is
present in both male and female individuals. No apparent recombination occurs
with mtDNA; however, it has a high mutation rate. Therefore, the difference between
any two mitochondrial sequences represents only the mutations that have taken
place since each sequence was derived from a common ancestor. 

During the last two decades a growing database on human mtDNA variation
with increasing resolution has been collected (Batini et al. 2007). A high mutation
rate, however, means that only a recent population history can be determined,
whereas slowly mutating DNA can give information about ancient population
history, as it is likely to be shared by groups of people with a common population
descent. Haplogroups define groups of individuals that share genetic characteristics
on the same loci on their DNA (i.e., the presence of similar polymorphisms on the
mitochondrial genome that are identical by descent). These can aid in deciphering
human migration patterns, and specific haplogroups have been associated with
certain ethnic groups. These are highly dependent on phylogenetically stable regions
of the DNA; yet most mutational hotspots reside within the hypervariable region of
the mtDNA control region. This hypervariable region comprises of three sections—
HVRI, HVRII and HVRII; the first two are most commonly used for the estimation
of ancestry (Brandstätter et al. 2003). Although the hypervariable region of the
mtDNA is useful for the construction of phylogenies as well as for the estimation of
ancestry, it cannot be reliable on its own, and coding region information is therefore
important since the amount of postmortem damage in this region is considerably
lower, whereas the HVR is just as prone to mutations as it is to postmortem damage
(Thomas et al. 2003).
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High-resolution methods for assessing mtDNA restriction site variation have
made it possible to screen different mtDNA sequences from Europe, Asia, and
America. These studies have shown that these continents are defined by one or
more polymorphisms, specific to each continent, which make them excellent markers
for determining ethnicity. These mutations also appear to have arisen after the
expansion of anatomically modern humans out of Africa. African populations, for
example, are known to possess the greatest amount of genetic diversity, have a high
frequency of haplogroup L, which appears to be the most ancient of all continent-
specific haplogroups, having arisen 100,000–130,000 years before present and
perhaps before the expansion of Homo sapiens out of Africa (Ballinger et al. 1992;
Schurr et al. 1990).

G. DNA IN PERSONAL IDENTIFICATION

The need to identify individuals has greatly increased as a result of the high incidences
of criminal fraud, missing persons, murder cases, sexual assault and others. Some
of the pioneering work in the identification of persons using DNA was done by
Jeffreys et al. (1985) and exploited the highly polymorphic RFLP-VNTRs. This
method is based on the ability of restriction enzymes to cleave DNA at specific
nucleotides, and the fact that each individual would have inherited one from each
parent. Comparison with a sibling or parent would establish, prove or disprove
kinship and sometimes even help identify a missing or deceased family member.
The loci that are used are usually from autosomal chromosomes and can therefore
be used to compare between male and female individuals. 

Further developments have seen the shift towards using STR data, instead, be-
cause the VNTRs are required to be longer for them to be effectively detected.
STR’s, on the other hand, can still be informative when they are partially degraded.
Hammond et al. (1994) developed a PCR-based method of analyzing STR loci as a
highly discriminatory system of genetic markers to be used in personal identifica-
tion, in particular for parentage testing, forensic identification, as well as medical
applications. 

Knowing the sex of the individual whose DNA sample is being investigated
obviously also reduces the number of suspect individuals by half. Therefore, although
genetic sex determination does not point towards a single individual, it does at least
inform investigators of the sex of the person who is being investigated. Sex-deter-
mining genes include the SRY, ZF and AMEL genes (Mitchell 2006). Further STR
analysis can be used to identify an individual. Accuracy will be greater when more
STR’s are evaluated, and this has lead to the development of the Combined DNA
Index System (CODIS) developed specifically for the U.S. It contains information on
13 STR-selected loci which have been typed in African Americans, U.S. Caucasians,
Hispanics, Bahamians, Jamaicans and Trinidadians. A limitation of these STR’s is
that it is population-specific and when used for other populations the accuracy may
be compromised (Van Oorschot et al., 1994). For analysis of these STR’s multiplex
PCR is used. In this technique, conditions are optimized so that several PCR reactions
can occur simultaneously in a single tube. For analysis the primers are labelled with
different fluorescent dyes, and with capillary electrophoresis as the PCR product
passes the detector, a fluorescent signal is recorded. Size and color is used to identify
the amplified product (Fairbanks & Andersen 1999; Goodwin et al. 2011). 



H. DNA DATABASES AND QUALITY CONTROL

Besides genome projects, scientists have also sequenced a multitude of genes for
scientific research purposes, and these include medical genetics, forensic investiga-
tions, pathology, and studies of evolution. This information is available in an accessible
form—for example, the GenBank database (http://www.ncbi.nlm.nih.gov/genbank/),
which is an international resource for molecular biology information. Forensic
DNA databases have also been developed and mostly make use of mtDNA data—
for example, the EDNAP mtDNA Population Database (EMPOP). This can be accessed
at http://www.empop.org (Parson & Dür 2007). Some countries have compiled
DNA databases of their own, and these include the United Kingdom (the first Euro-
pean country to have a forensic DNA database), Germany, Finland, Norway and
Austria (Corte-Real 2004). These databases are used to determine the population
affinity and geographic origin of a suspect’s DNA or that of unidentified human
remains. Unfortunately, published mtDNA sequence data are likely to contain
errors due to the misinterpretation of sequence raw data (phantom mutations) or
the introduction of clerical errors during data transcription. It has consequently
been suggested that consensus mtDNA haplotypes should be created by using full
double-strand sequence analysis. Other setbacks include what is called ‘artificial
recombination’ which is caused by the mixup of hypervariable segments (HVSI/
HVS-II) between individuals particularly when separate amplification reactions of
the hypervariable regions are performed. Artificial recombination is not detectable
by use of the raw data, but can be found with the aid of phylogenetic analysis when
the individual mutation pattern can be compared between haplogroups. These
challenges have therefore created a need for quality control of the genetic data in
forensic databases. 

The above databases can be used to determine sex, population affinity and
geo graphic origin but cannot conclusively identify an individual. For this pur-
pose, DNA from a family member is required. For the identification of a particular
suspect forensic DNA databases are of great value, especially in apprehending
criminals at the international level (e.g., when a criminal escapes from the country
where a crime was committed). Interpol has become an excellent medium for
exchanging forensic DNA data between countries, especially across European
countries, as it is not feasible for each country to have a global DNA database for
all individuals. Interpol member states are able to forward DNA profiles from a
queried sample of a criminal case to a central Interpol database, and the records
would be made available to the participating national databases that can be com-
pared with local records of criminal offenders (Schneider & Martin 2001). A major
limitation is that only a few countries have such databases. These databases are
also very population-specific and the genetic information of a first-time offender
is not captured. 

Quality control of forensic DNA databases is a major priority, which can ensure
that people are not wrongfully convicted of a crime. In fact, the use of DNA in
forensic cases was first during the mid-1980’s to acquit individuals who had been
wrongfully imprisoned due to conviction by circumstantial evidence. (Coleman
& Swenson 1994) With appropriate maintenance, updating and quality control of
the sequences used in DNA databases it will become much easier to deal with
forensic criminal cases, and the prospect is to create these databases in more
countries across the world. 
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I. CONCLUDING REMARKS

• DNA extracted from bone and teeth can be used in personal identification and
may help to substantiate findings of skeletal analysis (e.g., sex of the individual).

• Correct sample collection and storage is of utmost importance in order to
avoid problems with contamination and maintain the integrity of the DNA of
the samples. Compact bone and teeth provide the best chance of obtaining
viable, uncontaminated DNA samples.

• Nuclear DNA is inherited from both parents, whereas mtDNA is only inherited
maternally. As multiple copies of mtDNA exist in cells, the chances of successful
extraction are increased. The mitochondrial genome also has a faster rate of
evolution than that of nuclear DNA, making the genetic regions found within
this genome hypervariable between human populations and individuals. This
provides the opportunity to identify an individual based on DNA sequences
unique to the person him/herself, that person’s mother, grandmother and
other members of his/her maternal family members.

• Since the development of PCR-based techniques, it has become possible to
perform DNA analysis on small amounts and/or degraded DNA. 

• Identification of skeletal remains involves determination of sex (SRY regions,
ZF proteins and AMEL genes), ancestry (STR and SNP analysis) and if possible
positive identifications (STR’s analysis together with DNA from family
member or information in a database). 

• A number of DNA databases exist, and they mostly make use of mitochondrial
DNA. It can be expected that these databases will be expanded in the future.

• DNA analysis is an additional tool that can be used by an anthropologist to
confirm sex and ancestry, and in some instances the identity of an individual.

•  The authors would like to thank Molebogeng Bodiba, Deana Botha and 
Megan Bester for their contributions to this chapter.
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A. INTRODUCTION

Assessment of living individuals does not fall within the range of topics traditionally
associated with “the human skeleton in forensic medicine” but is becoming in-

creasingly relevant to forensic anthropologists. Due to their knowledge of human varia-
tion, growth and anatomy, forensic anthropologists are increasingly becoming involved
with age estimation in living individuals, gait and stature assessment from closed-circuit
television (CCTV) images and identification of individuals from their facial images. 

Worldwide there is an increase in the number of people illegally crossing borders,
and according to international laws they cannot be prevented from gaining refugee
status if they are underage. Most of these asylum seekers would arrive without any
supporting documentation and would often claim to be under a specific age—usually
less than 18 years. Persons may also claim that they were under a specific age when
they committed a crime in order to be tried as a juvenile. This age varies between
countries but is usually under 16 or 18 years of age. Many people also may never have
had any documented proof of age or may have lost it. Other situations where the age
of an individual is of importance are in cases of child pornography and competitive
sports (Schmeling & Black 2010). In these cases it is of the utmost importance to get
an estimate of the age of the individual.

With tightening security around the world, CCTV cameras are installed in many
airports, banks, shops and public areas. Images of individuals obtained while in the
act of committing a crime need to be linked to a specific person, and it is no small
task to provide evidence in this regard that can stand up to scrutiny in a court of law.
Assessing the gait of a person obtained from CCTV footage (e.g., Lynnerup & Vedel
2005; Larsen et al. 2008; Bouchrika et al. 2011) or stature estimates (e.g., Hoogeboom
et al. 2009) have been attempted, but most often identifications will involve facial
images (photographs or video footage) that need to be linked to a specific individual. 

In this chapter an overview of the principles used in estimating age of a living indi-
vidual will be given. The same principles will, of course, apply in the case of a recently
deceased individual. Contributions from various disciplines and specialists are ex-
tremely important, and the final report should be the result of a well-coordinated
effort between physicians, odontologists and anthropologists. Following this section
on age estimation, facial image comparison and its applications will be briefly addressed.

B. AGE ESTIMATION IN LIVING INDIVIDUALS

1. Introduction

The increasing importance of age estimation of living individuals can clearly be seen by
the vast number of scientific papers appearing in this field, and recently a book dealing
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specifically with this issue has been published by Black et al. (2010a). It is difficult to
judge how often this expertise is needed, but Schmeling et al. (2001, 2004a) reported
that about 500 age diagnoses per annum are made in the German-speaking area of
Europe. Santoro et al. (2009) reported on 52 illegal immigrants who came under
their observation in southern Italy during the period from May 1989 to September
2007, while Garamendi et al. (2005) discussed analyses of 114 Moroccans arriving
in Spain. Clearly, this is an area of concern where more expertise will be needed in
the future.

It seems that currently Germany is on the forefront with regard to research and
practical application in this area, also with increasing contributions from especially
other European countries. In March 2010 an international and interdisciplinary
“Study Group on Forensic Age Diagnostics” was established in Berlin, and this
group organizes proficiency tests and aims to set up basic standards of practice
(Schmeling et al. 2004a; Schmeling et al. 2007; Schmeling & Black 2010).

The main difference between this field, and that with which forensic anthropolo-
gists are normally familiar, is obviously the fact that here living subjects, many of
them children, are involved. Issues of consent, human rights and ethically defendable
standards of practice are thus paramount. Black et al. (2010b) pointed out that “The
most important element of any age estimation procedure is to ensure that it complies
with, and fulfils, all local and/or national legal, jurisdictional, professional and ethical
requirements” (p. 284). These requirements will vary from country to country, and
the practitioner must make sure that what he/she is doing falls within the laws of the
specific region of the world and that a high ethical standard of practice is maintained.

As is the case with age estimation from skeletal material, there are some very
clear limitations as to how close an estimate could be, and the extent of human vari-
ability must be clearly understood. Underestimation of an age will most probably
have a smaller impact on the human rights of a person, but overestimation will
have vast consequences and will severely influence the future of the concerned
individual (Black et al. 2010b). Often, questions relating to the age of an individual
(e.g., is he/she older or younger than 18 or 21 years) do not reflect anything of a bi-
ological nature but rather reflects a legal boundary. What is attempted is really
trying to determine chronological age, using a system based on maturity or biological
age (Introna & Campobasso 2006), similar to what is the case in skeletal age estima-
tion. In the end, “the guiding principles of balance of probability, logic, robustness
of methodology and transparency of procedures are core to the degree of reliability
that can be attributed to the final result” (Black et al. 2010b, p. 285).

Most of the case analyses deal with establishing statuses of over/under 14 years,
over/under 18 years and over/under 21 years, depending on the legal systems of
various countries (Schmeling et al. 2004a). In order to establish these, reference data
pertaining specifically to the population of origin is needed, but as Schmeling et al.
pointed out, this is problematical as most of the individuals under question would
originate from the Balkans, various countries in Africa, Turkey, Lebanon, Vietnam,
etc., from which there are little or no reference data available. Added to this is the
ever-present problem of secular trend (e.g., earlier onset of menarche) that necessi-
tates the availability of recently updated data, and the influence of socioeconomic
status and nutrition of individuals on their growth and development.

Black et al. (2010b) gave a very practical checklist of questions that should be
answered before a practitioner attempts an age estimation. These are adapted and
summarized in Table 12.1. Careful attention should be given to all these matters
before an investigation is taken on. Current practice dictates that three approaches



should be used and that all should be taken into account
in the final estimate (Schmeling et al. 2003, 2004a, 2006a,
2007). These are:

• A physical / external examination of age
• Skeletal examination of age (at least an x-ray exami-

nation of the left hand)
• Dental examination of age

These three approaches will be discussed in more detail
below but clearly require the involvement of several spe-
cialists. Black et al. (2010b) added a “fourth pillar,” which is
a social and psychological examination. Although essential,
this falls outside the expertise of the forensic anthropologist
and will not be addressed in any detail.

It is well known that the genetic control of ontogenesis
limits the temporal variability of developmental stages (e.g.,
Knussmann 1996), and this is the basic scientific principle
that makes age estimation possible (Schmeling et al. 2003).
This said, it is extremely important to realize that humans do
not all grow and develop at the same rate, and that various
factors such as socioeconomic status, disease and secular
trend can all influence the rate of growth and maturation.
Therefore, any age estimation can never be absolute, and a

wide but realistic age range is the best possible outcome. When statistically analyzing
the accuracy of estimates using a combination of the three methods, the Study Group
on Forensic Age Diagnostics found that the deviation between real and estimated
age ranges were ± 12 months in most cases (Schmeling et al. 2006a). Introna and
Campobasso (2006) also estimated the best possible outcome to be an age within 12
months, but more often a range of 2–3 years on either side is more realistic. 

2. External Examination of Age

This examination must be undertaken by a physician, and in the case of children a
pediatrician. According to Cameron and Jones (2010), maturity indicators must
meet certain criteria to be useful, and this is of particular relevance when it comes to
assessment of age from external physical characteristics. They outlined these criteria
as follows: 

• It must be universal, i.e., must be present in all normal children.
• They must appear sequentially and also follow the same sequence in all children.
• They must easily discriminate between immature and mature states.
• They must be reliable, thus give consistent results.
• They must be a valid measure of maturity.
• They must show a complete path from immaturity to maturity.

These criteria are mostly met when it comes to the physical development from
childhood to adulthood, although a large degree of variability exists.

In conducting a physical examination, basic data such as height, weight, chest
circumference, etc., should be recorded first and plotted on relevant population-
specific growth charts. The development of secondary sexual characteristics will be
of particular value in the sub-adult, and its assessment forms an integral part of the

Forensic Anthropology of the Living 409

Table 12.1 

Checklist of Requirements Before Age
Estimation Is Attempted

1. Are all the necessary legal requirements
fulfilled, and has consent been given?

2. Make sure what is asked—a biological age
estimate, or a legal boundary for age?

3. Make sure the necessary expertise is available.
On what is it based? Who is going to be on
the team of experts? Who is going to be
responsible for the final report?

4. Ascertain that other colleagues are available
that can cross-check the findings.

5. Ascertain whether appropriate reference data
are available from the population of origin or a
comparable group. Make sure the implications
of using data from other reference groups are
understood.

6. Is there enough expertise and experience
available to interpret the findings and make a
realistic final estimate of age?

Note: After Black et al. (2010b).
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examination. In boys, penile and testicular devel-
opment, pubic hair, axillary hair, beard growth,
and laryngeal prominence are assessed, whereas
in girls, breast development, pubic hair, axillary
hair, and shape of hips are recorded. In girls the
age of menarche should also be noted (Schmeling
et al. 2006b); this usually occurs around 12–14
years. A secular trend for earlier age at menarche
has been noted in various parts of the world,
although in some areas it seems this trend may
have stopped.

The Tanner (1962) stages are generally used
to score the development of the secondary
sexual characteristics, although they were never
intended for the purpose of age estimation. In
this regard, see also Marshall and Tanner (1969,
1970), Falkner and Tanner (1978), and Aggrawal
et al. (2010). The broad classification of stages of
development for boys and girls are shown in
Tables 12.2 and 12.3, respectively, and should be
recorded for each case. 

On average, girls are fully sexually mature by
16 and boys by 17 (Schmeling et al. 2006b). The
changes described here are thus mostly complete
by the time the critical age (for this purpose) of 18
years is concerned, from which it logically follows
that incomplete development of secondary sexual
characteristics may suggest an age of less than 18
years, but this would of course vary on a case-by-
case basis. Incompletely developed secondary
sexual characteristics are thus of value to estimate
the age of an individual in the early stages of
adolescence, but once the development has been
completed it can give little further information
on narrowing down the age. In older adolescents
other maturity indicators should thus be used.

Once the stages of each of the mentioned
characteristics have been scored, they should be
compared to population-specific data that reflect the age range for the appearance
and development of that particular characteristic in the specific population. Some
references to population-specific data are given by Cameron and Jones (2010) and
Aggrawal et al. (2010). In general, rural children tend to be delayed relative to urban
children (Eveleth & Tanner 1990), and black girls may have earlier menarche than
white girls. 

The development of secondary sexual characteristics is the least reliable of all
methods to estimate age but nevertheless remains important, as it provides substantia-
tion for evidence obtained by other methods. It will also reveal the presence of disease,
congenital abnormalities, malnutrition, etc., which may influence the accuracy of estimates
using teeth and skeletal development. The recognition of the presence of hormonal
disease is particularly important, as it may contribute to discrepancies between skeletal

Table 12.2

Tanner (1962) Stages of Development of Secondary
Sexual Characteristics in Boys

Characteristic Description

Pubic hair development

Stage 1 (PH1)

Stage 2 (PH2)

Stage 3 (PH3)

Stage 4 (PH4)

Stage 5 (PH5)

Pre-adolescent, velles over pubes same as
over rest of abdomen—i.e., no pubic hair
Sparse growth of long, slightly pigmented,
downy hair, straight or slightly curled. This
begins at either side of the base of the penis
Hair darker, coarser and more curled. Hair
extends laterally
Hair of adult type, but area covered is less
than that seen in adults. There is no spread
to the medial surface of the thighs
Hair of adult quantity and type, distributed in
adult pattern. Hair is distributed in an inverse
triangle. Spread to medial surface of thighs.

Axillary hair development

Stage 1 (A1)
Stage 2 (A2)
Stage 3 (A3)

No axillary hair present
Hair scanty and slightly pigmented
Hair darker and curly, with adult pattern

Genitalia

Stage 1 (G1)

Stage 2 (G2)

Stage 3 (G3)

Stage 4 (G4)

Stage 5 (G5)

Pre-adolescent genitalia. Penis, scrotum and
testis undeveloped. Testis volume less than 
1.5 ml, penis 3 cm or less
Enlargement of scrotum and penis. Some
reddening of scrotal skin. Testis volume 
1.6–6 ml, penis length unchanged
Scrotum enlarges further and penis
elongates. Testis volume 6-12 ml, penis
elongate to about 6 cm
Scrotum larger and darker, penis becomes
longer and broader. Development of glans.
Testis volume 12–20 ml, penis length increase
to about 10 cm
Penis and scrotum of adult size. Testis volume
> 20 ml, penis about 15 cm in length

Source: Aggrawal et al. (2010) and Schmeling and Black (2010).



and dental age (Schmeling et al. 2006a). In these
cases the dental development is usually unaffected,
whereas skeletal maturation may be delayed.

Age estimations are sometimes required in cases
of juvenile pornography. Here only photographs are
available, and the entire assessment is based on ex-
ternal morphological characteristics. However, poor
quality of images, the 2-D nature of the images, and
the fact that the subjects may be shaved or wear
make-up, severely limits the possibility of reliable
estimates (Cunha et al. 2009). Sexual characteristics
on photos are often deceiving (Cattaneo et al. 2007),
also making age estimation difficult. Anthropometric
dimensions of the face, based on changes in indices
relative to age, may have some potential (Cattaneo
et al. 2012).

Age estimations in older people are difficult and
rely on observations of general degenerative changes.
Only broad estimates will be possible.

3. Skeletal Examination

The minimum examination of skeletal maturity
usually involves the taking of x-rays of the left hand
and wrist, from which the skeletal development is
judged. This is then seen as representative of the
development of the complete skeletal system. Such
an x-ray requires only low levels of radiation and
poses little risk to the patient. If this x-ray reveals
that the bones are fully developed, a radiograph or
CT scan of the medial end of the clavicle is usually
undertaken. This involves higher levels of radiation
and should only be done in cases where hand bone
development is complete (Schmeling et al. 2010).
Ossification of the sternal end of the clavicle usually
provides information on whether the age of 21 has
been reached or not.

Children and Adolescents

Radiographic examination of the hand and wrist will be the method of choice in
sub-adults and includes assessing the size and shape of the bony elements, as well as
the degree of epiphyseal ossification. The x-ray is then compared to standard
images of the corresponding age and sex. Figure 12.1a–b shows the differences in
degree of ossification and development between a younger and older child. 

In estimating age from these radiographs, a single bone method or an atlas
method can be used (Schmeling et al. 2006a). In the single bone method a score is
assigned to each ossification centre represented in the radiograph. The development
of each bone is then scored from (A) not yet visible on the radiograph to (H) when
it reached its full adult status. A cumulative score is achieved, which is related to a
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Table 12.3 

Tanner (1962) Stages of Development of Secondary
Sexual Characteristics in Girls

Characteristic Description

Pubic hair development

Stage 1 (PH1)

Stage 2 (PH2)

Stage 3 (PH3)

Stage 4 (PH4)

Stage 5 (PH5)

Pre-adolescent, velles over pubes same as
over rest of abdomen—i.e., no pubic hair
Sparse growth of long, slightly
pigmented, downy hair, straight or
slightly curled. Appearing mainly on the
labia
Hair darker, coarser and more curled. Hair
spreads sparsely over the junction of the
pubes
Hair of adult type, but area covered is less
than that seen in adults. There is no
spread to the medial surface of the thighs
Hair of adult quantity and type,
distributed in adult pattern. Spread to
medial surface of thighs

Axillary hair development

Stage 1 (A1)
Stage 2 (A2)
Stage 3 (A3)

No axillary hair present
Hair scanty and slightly pigmented
Hair darker and curly, with adult pattern

Breast development

Stage 1 (B1)

Stage 2 (B2)

Stage 3 (B3)

Stage 4 (B4)

Stage 5 (B5)

Pre-adolescent, no glandular tissue,
elevation of papilla only
Breast bud forms, elevation of breast and
papilla as a small mound, enlargement of
diameter of areola
Further enlargement of breast and areola,
no separation of the contours
Projection of areola and papilla to form a
secondary mound above the level of the
breast
Mature, areola returns to contour of the
surrounding breast, with a central
projecting papilla

Source: Aggrawal et al. (2010) and Schmeling and Black (2010).



412 The Human Skeleton in Forensic Medicine

chronological age. Although a number of such methods exist, the best known is the
Tanner-Whitehouse methods (TW1, TW2 and TW3). The first method, TW1
(Tanner et al. 1962), used British children from low socioeconomic status, TW2
(Tanner et al. 1975) used Scottish children from low socioeconomic status and
TW3 (Tanner et al. 2001) used more recent European children (Hackman et al.
2010). In order to use the Fels method that is also based on a scoring system,
training and a computer programme is needed. This makes it difficult to use for
most workers in the field. This database was derived from a very large longitudinal
study of British children.

According to Schmeling et al. (2006a), most experts prefer to use an atlas
method where the radiograph of the patient is compared to published images at
various phases of development. It is easier to use than a single bone method and
provides results of similar accuracy. The two most commonly used atlases for this
purpose are those of Greulich and Pyle (1959) and Thiemann and Nitz (1991), the
latter later revised as Thiemann et al. (2006). The Greulich and Pyle atlas used data
from North American children, whereas the Thiemann atlas is based on data from
a large sample of European children collected in 1977. A number of other databases
are also in use in other countries. The standard deviation using the Greulich-Pyle
method ranges between 0.6 and 1.1 years, while that for the Thiemann-Nitz
method ranges between 0.2 and 1.2 years (Schmeling et al. 2006a). If it is assumed
that 95% of all cases fall within two standard deviations (2.2 years) using the
Greulich-Pyle method, a typical age estimate may therefore be something like 17 ±
2.2 years, which in reality means that the person could have been anything from
14 years 10 months to 19 years 2 months. This clearly demonstrates the level of
inaccuracy of the method, from which it follows that much care should be taken
when trying to make statements as to whether a person is older or younger than,
for example, 18 years.

Obviously there would be some question as to whether these standards are appli-
cable to other groups not represented in the database. Several studies have been
done to assess the accuracy of age estimates from these databases when applied to
other populations (e.g., Jiménez-Castellanos et al. 1996; Groell et al. 1999; Vignolo
et al. 1999; Koc et al. 2001; Bilgili et al. 2003; Van Rijn et al. 2009) (see also Schmel-
ing et al. 2010). It is not necessarily clear from these studies whether observed dif-
ferences are due to socioeconomic status or genetic differences/“ethnicity.”
Generally, the observed variations between populations are small but should be
taken into account for children of that specific group. Children from lower socioe-
conomic status may be delayed with regard to their skeletal development, most

Figure 12.1a–b. Radiograph of the
hand and wrist of a (a) 13-year-old and
(b) 16-year-old individual. The differ-
ences in ossification can clearly be seen,
with advanced closure of most of the
epiphyseal plates in the16-year-old.

a b



probably leading to lower age estimates. This will not be to their disadvantage, as
an underestimate is preferable to an overestimate, which gives the benefit of the
doubt to the individual under question. Skeletal development of the hand and wrist
is usually completed by 17 years in girls and 18 years in boys.

Other radiographic methods in children will include the measurement of long
bone diaphyseal lengths and plotting them against age (see Chapter 2), or assessing
ossification at other joints such as the elbow.

Adults

In estimating age of people presumed to be older than 18 years, assessment of the
ossification of cartilage at the sternal end of the clavicle is important as this is the last
epiphysis in the body to fuse. This can be achieved by CT scanning or conventional
radiographs as long as the CT slice thickness is less than 1 mm (Meijerman et al. 2007;
Schulz et al. 2008). Schmeling et al. (2004b, 2006a) proposed 5 stages of ossification:

Stage 1: non-ossified ossification centre
Stage 2: discernible ossification centre, epiphyseal plate not ossified
Stage 3: partial fusion
Stage 4: total fusion of epiphyseal plate, epiphyseal scar visible
Stage 5: total fusion with complete disappearance of epiphyseal scar

In females, if fusion is complete but the scar is still visible (Stage 4), she can be assumed
to be at least 20 years old. The corresponding age for males is 21 years. Both sexes
reach Stage 5 at the earliest at age 26 (Kellinghaus et al. 2010). Although this ossifica-
tion does not vary much between ethnic groups, Garamendi et al. (2011) found that
in a Spanish sample Stage 4 was reached slightly earlier, with a minimum age of
19.7 years. The earliest observed age to reach a Stage 5 was also younger, at 20.6
years. It thus seems that once a Stage 4 is reached, it is safe to assume that the
person (both sexes) was older than 18 years. From a statistical viewpoint, though,
Meijerman et al. (2007) caution that “the odds on having mature clavicles given a
certain age should not be confused with the (posterior) odds of having reached a
certain age given that the clavicles have matured. These probabilities are only equal
if we assume a prior odds of 1” (p. 468).

Garamendi et al. (2011) also assessed the ossification of the first rib on digital
anteroposterior radiographs of the thorax, using stages from 0 to 3:

Stage 0: no ossification of the costal cartilage of the first rib
Stage 1: first signs of ossification in the cartilage
Stage 2: ossification of 50% of the costal cartilage
Stage 3: complete or near complete ossification of the costal cartilage of the

first rib

All individuals with Stage 3 ossification were found to be older than 25 years. For
both sexes, Stage 1 ranged between 17.6 and 67.7 years, Stage 2 between 24.9 and
65.6 years and Stage 3 between 25.5 and 75.4 years. This method may thus be help-
ful to establish minimum possible age of an adult individual and requires further
investigation. 

Changes to the sternal end of other ribs, as used by osteologists (see Chapter 3),
may be observable on radiographs or CT scans, but their reliability in this application
still needs to be clarified. Ossification and aging characteristics in the sacrum and
pelvis (e.g., iliac crests) may also be usable, but radiation levels to the patient are
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problematical. Ossification of laryngeal cartilage and the hyoid may also provide
broad estimates of age (Aggrawal et al. 2010; Hackman et al. 2010).

4. Dental Examination

Examination of the dentition requires firstly a visual intra-oral inspection, where
the stage of emergence of teeth and dental losses are assessed. This is especially help-
ful in younger (prepubertal) children. Older children and adults will, however, re-
quire a radiographic assessment. This is usually done in the form of an
orthopantomogram (Fig. 12.2a-c).

Age estimation using destructive and non-destructive dental techniques is dis-
cussed in detail in Chapter 7 of this book. Dental development throughout child-
hood is usually assessed through comparison with charts such as those by Schour
and Massler (1941) or the Demirjian system for rating the 8 developmental stages
for the permanent dentition (Demirjian et al. 1973). The practitioner is strongly ad-
vised to use population-specific adjustments on more recent data of these methods
where available.

As the question of reaching legal age is usually highly relevant, the degree of
development of the third molars is especially important (Fig. 12.2a-c). The develop-
ment of these teeth is highly variable, and they also often exhibit higher levels of
left-right asymmetry, congenital absence or malformation than any other teeth.
They are also frequently extracted as part of orthodontic procedures.

Third molars develop from the mid-teens, and the complete closure of the apices
of the roots is usually seen as indicative of an age above 18 years. Although the
development of the third molars has some use in the estimation of age around this
critical time period, inter-individual and population variation has been noted by
many researchers and should be taken into account (Taylor & Blenkin 2010). Olze
et al. (2004) compared third molar mineralization between a “Caucasoid,” ‘”Mongoloid”
and African group, and found that Africans have the fastest/earliest development,
“Mongoloids” the slowest development and “Caucasoids” occupying a middle posi-

Figure 12.2a–c. Examples of orthopantomograms, showing progressive development of the third molars
(photos: H Bernitz).

a



tion. When reaching the Demirjian stages D–F, the “Mongoloid” individuals were
on average 1–2 years older than the “Caucasoid” group, whereas the Africans were
about 1–2 years younger than Caucasoid subjects who had obtained the same
level of mineralization. They ascribed these variations to differences in palatal di-
mensions—as the largest palatal dimensions were observed in Africans and the
smallest in Mongoloids, it can be argued that inadequate space in the maxilla in
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Mongoloids causes delays in wisdom
tooth eruption and even retention. African
groups, with more space in this area, show
a relative acceleration. 

A great number of studies detailing
third molar mineralization and eruption
have been published from all over the
world, and the investigator is therefore
urged to use population-specific data
where available. Third molar development
on its own will not be sufficient, and the
age should be interpreted taking other
evidence, particularly skeletal radiography,
into account. Assessment of the medial end
of the clavicle in combination with third
molar development is especially helpful if
trying to determine if a person was under
or over 21 years of age (Olze et al. 2004).

C. PHOTO IDENTIFICATION

1. Introduction

In the pioneering but now 20-year-old
publication of Forensic Analysis of the
Skull (İşcan & Helmer 1993), identifica-
tion of an individual from a photograph
or video image has been described as a
“relatively new phenomenon” (p. 3), with
limited methodological developments
and where few case studies have been
described. This situation has changed
dramatically, and much progress has been
made in this regard in the past two
decades. With increasing needs for secu-
rity and a dramatic surge in the number
of surveillance cameras, this has truly
become a growth area in the field of
forensic sciences. Another common ap-
plication is with identity fraud, where
documents are falsified but include the
photograph of the criminal.

While CCTV cameras often catch
criminals or violent protesters in the act,
these facial images are of little use if they
cannot be linked to a particular individual with an acceptable degree of certainty
(İşcan 1993). İşcan acted as expert witness in one of the earliest cases in this regard
when attempts were made to identify John (Ivan) Demjanjuk, a Nazi concentration
camp guard. In this case a retired man from Cleveland, Ohio (U.S.) resembled

Case Study 12.1

Photo Comparison of Mr. Nelson Mandela

In 1986 the ex-president of South Africa, Mr. Nelson Man-
dela, was still a political prisoner on Robben Island. During
this time, a photograph (Case Study Illustration 12.1a) was
published on the front page of the Scope Magazine, appeal-
ing for Mr. Mandela to be released. At the time it was
against the law to publish photographs of political prisoners,
but the magazine argued that this was just a lookalike of Mr.
Mandela and not an actual photograph of him. Subse-
quently, the South African Police conducted a photographic
image comparison, using various morphological characteris-
tics. The basic principles of the method are clearly outlined
here, by highlighting various morphological similarities be-
tween the two images (Case Study Figure 12.1a-b). Features
such as facial lines, hairlines, moles and scars are outlined. It
can be seen that the same morphological characteristics are
clearly recognizable on both images—for example, the hair-
lines on the side and in the middle of the forehead, the wrin-
kle above the right eye, the shape of the upper lip, the mole
on the right cheek, etc. It was concluded that the photo-
graph in question was indeed that of Mr. Mandela, and the
magazine was fined and had to withdraw the printed copies.
Shops where this magazine was displayed had to tear off all
the front pages.

Note: Case study published with courtesy of the Nelson Mandela Centre of
Memory at the Nelson Mandela Foundation.

Case Study Figure 12.1a–b. (a, left) Photograph on the front page
of Scope Magazine (1986); (b, right) photograph of Mr. Mandela used
for comparative purposes. Note how various similarities are marked
out on both photographs.



Demjanjuk and attempts were made to link him to an old ID book photograph of
Demjanjuk. Several trials and retrials resulted from this case, and it clearly demon-
strated the need for sound scientific standards in identifying people from photo-
graphs. Another historically important South African case, involving Mr Nelson
Mandela, is shown in the case study.

In his 1993 publication, İşcan describes three techniques that can be used for this
purpose: morphological analysis, photoanthropometry and photographic video
superimposition. Although anthropometry and superimposition can be used as
additional support, today a detailed morphological analysis remains the method of
choice. 

Training in forensic facial identification and facial image comparison, as well as
standardizing best practice and maintenance of ethical standards, is guided by the
Facial Identification Scientific Working Group (FISWG), to be found online, as well
as the International Association for Craniofacial Identification (IACI). Some reports
state that there are currently more than 4 million CCTV cameras in the United
Kingdom, and it comes as no surprise that they are the leaders in research in this
regard and that cases involving CCTV footage pertaining to criminal acts and
public violence are common in their civil and criminal courts. 

Face recognition is a science on its own, and the ability of people and specifically
eyewitnesses to recognize faces under various circumstances have been researched
extensively (e.g., Henderson et al. 2001). Instant face recognition is also an important
skill for people working at, for example, immigration and passport control. Various
automated face-recognition systems, described by FISWG (http://www.fiswg.org),
as “the automated searching of a facial image in a biometric database (one-to-
many), typically resulting in a group of facial images ranked by computer-evaluated
similarity” have been employed in public areas and as access controls (e.g., Davis et
al. 2010). However, the methodology used and their reliability fall beyond the scope
of this book. In this section only one-on-one facial comparisons that can be pre-
sented in court will be discussed, as well as the problems and pitfalls that may be
encountered. As some time delays between the time when a photograph was taken
and when the actual comparison is done may occur, a brief discussion of facial
aging will also be given.

2. Problems and Pitfalls

Photographic material submitted for forensic analysis is often of very poor quality,
with insufficient lighting and recorded from uncomfortable angles (e.g., surveil-
lance cameras mounted close to the roof). The proximity of the camera to the face
and position of the face relative to the camera can all influence the appearance of
the face and lead to considerable distortion. This is particularly problematical when
attempts are made to measure various aspects of the face. When very poor images
are submitted for analysis, it may sometimes not be possible to do a facial comparison
at all, and it may be better to turn this material down as possible sources of evidence
rather than to attempt to draw conclusions from inadequate images.

It may sometimes be necessary to adjust images that were submitted for analysis.
For example, ID book photos are commonly used in this application, but because of
their small size they may need to be enlarged. Sometimes the brightness of a photo-
graph needs to be adjusted or the image changed from color to black and white.
Alternatively, it may also be necessary to convert video footage into still images
needed for comparisons. In all these scenarios it is absolutely essential to make sure
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that the image is not distorted or altered in any way that could influence the com-
parison. The content of the photograph may not be manipulated at all. Copies of
the original image should be kept and notes made of adjustments (Wilkinson n.d). 

People are generally poor at recognizing faces but can improve with training
(Wilkinson & Evans 2009). However, when it comes to submission of evidence the
ability to recognize similarities and differences between two faces is not enough
and must be supported by sound scientific evidence. It is, of course, very difficult to
quantify the degree of certainty to which any identification based on morphological
or metric characteristics could be made, as is well illustrated by the now famous (but
probably fictitious) case of Will and William West. At the end of the 19th and begin-
ning of the 20th century the Bertillon system of measurements was widely used to
identify people. Will West was sentenced in 1903 in the U.S., but it was found that a
nearly identical person (William West), with the same set of anthropometric meas-
urements, was already incarcerated. These two men were apparently identical twins.
This case illustrates that two people, twins or otherwise, may in fact look very much
alike and that it may be difficult to distinguish between them (Bruce et al. 1999). 

A considerable degree of subjectivity is involved in facial comparisons. Caution
is thus advisable, and evidence from a facial image comparison will seldom be able
to stand on its own as far as positive identification is concerned. It should rather be
seen as one more piece of evidence that should be used in conjunction with other
evidence to build up a larger case.

3. Morphological Comparison

General Methodology

According to the Facial Identification Scientific Working Group (http://www.fiswg.org),
a morphological analysis is an analysis where the features of the face are described,
classified and compared, and conclusions are based on subjective observations. The
term “facial (morphological) comparison” refers to both facial examinations and
facial reviews. A facial examination is a very rigorous and time-consuming process,
whereas a facial review is less thorough. 

Facial reviews are typically done by police officers in the field, officials working
at border control posts and people verifying identity from ID documents. It is a fast
decision-making process that looks at a face as a whole. In training officials in facial
image comparison, the EFACE system is very helpful in fast decision making
(Wilkinson n.d.):

E: Ear—observe for adherent lobe, helix shape, ear projection, etc.
F: Facial marks—observe for moles, scars and blemishes
A: Asymmetry—observe for asymmetries in heights and widths of features
C: Crease pattern—observe wrinkle pattern, creases, dimples, cleft chin
E: Eye—observe line of lower eyelid, eyelid fold, lacrimal caruncle

The systematic, feature-by-feature assessment of morphological characteristics
forms the basis of a facial examination. In the past these detailed phenotypic as-
sessments formed the basis for the development of racial typologies and were also
used for assessment of paternity (İşcan 1993). Today, this kind of detailed analysis, as
outlined in Table 12.4a–c, is used to compare faces or photographs of individuals.

Knowledge of anatomy, and particularly surface anatomy, is essential in facial
examinations. Correct use of terminology and landmarks, as shown in Table 10.2



Forensic Anthropology of the Living 419

Table 12.4a 

Scoring Sheet for Morphological Characteristics of the Head and Face

Case number
Name

Sex
Age

Ancestry
Date of assessment

Face shape
Elliptical
Round
Oval

Pentagonal
Rhomboid
Square

Trapezoid
Wedge-shaped
Double concave
Asymmetrical

Facial profile
Jutting
Forward curving

Vertical
Concave

Lower jutting
Upper jutting

Cheek bones
Flat Medium Prominent

Forehead height
Low Medium High

Forehead width
Small Medium Broad

Hairline
Forehead (describe)
Side (describe)
Bald/hair loss   Yes/No

Hair (transient feature)
Colour (describe)
Texture (describe)
Style (describe)

Eye brow shape
Arched
Wavy/average

Triangular Straight

Eye brow density
Sparse Medium Dense

Eye brow thickness
Wide Medium Narrow

Iris color
Black
Brown
Green-brown

Blue-brown
Green
Gray

Blue
Other

Eyefold
Absent
Lateral

Central
Epicanthic (Mongoloid)

Medial

Palpebral slit
Upward (ectocanthion higher 
than endocanthion)

Horizontal Downward (endocanthion higher
than ectocanthion)

Opening height
Narrow Medium Wide

Position of eyes
Deep set Medium Prominent

Upper lid
High Medium Low

Note: After Hammer (1978), İşcan (1993), Vanezis et al. (1996), Wilkinson (n.d.): Facial Image Comparison Training.
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Table 12.4b

Scoring Sheet for Morphological Characteristics of the Head and Face

Nasion depression
Trace
Deep

Slight
Very deep

Average

Nose width
Wide Medium Narrow

Nasal profile
Straight
Wavy (concave-convex)

Convex Concave

Nasal alae
Round Oval Flat

Nasal root
High Medium Low

Septum tilt
Up Horizontal Down

Nasal tip shape
Pointed
Bulbous

Round
Snub

Bifid

Nostril position
Inferior Lateral

Nostril shape
Slit Oval Round

Philtrum width
Narrow Medium Wide

Philtrum prominence
Flat/indistinct Medium Well defined

Lip thickness
Very thin
Thick

Thin Average

Relative lip size
Lips equal Upper lip more prominent Lower lip more prominent

Upper lip shape
Flat
Cupid’s bow

Wavy V-shaped

Lower lip shape
Flat
Everted

Rounded W-shaped

Mouth corner
Straight Upturn Downturn

Alveolar prognathism
Absent
Pronounced

Slight Medium

Nasolabial creases
Nasal portion only Mouth portion only Continuous

Note: After Hammer (1978), İşcan (1993), Vanezis et al. (1996), Wilkinson (n.d.): Facial Image Comparison Training.



(under facial reconstruction), is crucial. A facial examination would start by observing
and scoring features of the known individual (or best visual image) as detailed in
Table 12.4 (İşcan 1993; Vanezis et al. 1996; Roelofse et al. 2008; Ritz-Timme et al.
2011a–b; Wilkinson n.d.). Firstly, the age, sex and ancestry should be recorded.
Each of the facial features is scored as indicated on the recording form. For face
shape, for example, one of 10 options can be selected (Fig. 12.3). Various options
for facial profiles, eyebrow shape, eyefold, nasal profile, and upper and lower lip
shape are shown in Figures 12.4 to 12.9. It is very important to also record the
presence and exact positioning of moles, scars, creases and wrinkles, as these can
act as factors of individualization. 
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Table 12.4c

Scoring Sheet for Morphological Characteristics of the Head and Face

Chin projection
Protruding Neutral Receding

Chin shape
Square
Dimpled

Round Pointed

Gonial eversion
Absent Slight Everted

Ear size
Small Medium Large

Ear projection
None
Upper and lower

Upper part Lower part

Ear lobe
Adherent Not adherent Long

Darwin’s tubercle
Present Absent

Helix
Flat
Very rolled

Slight roll Average

Anti-helix
Slight Medium Developed

Skin – general
Color (describe)

Vascularity (describe)

Freckles (describe)

Forehead crease pattern (describe)

Wrinkles and creases (describe)

Moles (describe)

Scars (describe)

Note: After Hammer (1978, 1993), Vanezis et al. (1996), Wilkinson (n.d.): Facial Image Comparison Training.
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Figure 12.3. Schematic drawing of
face shapes: (A) Elliptical; (B) Round;
(C) Oval; (D) Pentagonal; (E) Rhom-
boid; (F) Square; (G) Trapezoid; (H)
Wedge-shaped; (I) Double concave;
(J) Asymmetrical (modified from İşcan
1993, Fig. 1).



A similar analysis of the other photograph/image in question is then made, indi-
cating which of the visible features are either consistent or inconsistent with each
other. Unfortunately, these assessments are subjective in nature, and they may also
be difficult to visualize on poor-quality images. In an attempt to address the problem
of subjectivity and difficulty with scoring, a number of European researchers compiled
an atlas of facial features from 900 males, aged 20–31, from Germany, Italy and
Lithuania—the DMV atlas (Ritz-Timme et al. 2011a). This atlas includes data on
43 morphological characteristics, 24 absolute measurements and 24 indices (Ritz-
Timme et al. 2011b). Ritz-Timme et al. (2011a) found that, even with the atlas
available, it is difficult to score the traits consistently.

Obviously, it will be difficult to comment on the similarities between facial features
seen in two photographs if they occur commonly in a population, as this feature is
then uninformative. However, if a trait is quite rare for a specific population but
occurs in both the facial images, chances are higher that these images are of the
same individual. This was the basis for research by Roelofse et al. (2008) and Ritz-
Timme et al. (2011b) when they assessed the frequencies of individual morpholog-
ical facial features and combinations of features in South African black males and
European white males (as in the DMV atlas), respectively. From this research, it is
clear that marked differences exist between populations and what is common in
one population or sex may not be so in another (see also Mallett et al. 2010). 

Currently, there are no clear guidelines as to which traits should be used or when
exactly two faces can be said to be a match. The observed traits can be divided into
Class Characteristics and Individual Characteristics (http://www.fiswg.org). Class
characteristics are characteristics that are common to many individuals (e.g., the
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Figure 12.4. Schematic draw-
ing of facial profiles: (A) Jutting;
(B) Forward curving; (C) Vertical;
(D) Concave; (E) Lower jutting;
(F) Upper jutting (modified from
Wilkinson n.d).
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Figure 12.5. Schematic drawing of eye brow shapes: (A) Arched; (B) Triangular; (C) Straight; (D) Wavy.



Forensic Anthropology of the Living 425

Figure 12.6. Schematic drawing of eyefolds: (A) Absent; (B) Central; (C) Medial; (D) Lateral; (E)
Mongoloid/epicanthic.

Figure 12.7. Schematic drawing of nasal profiles: (A) Straight; (B) Convex; (C) Concave; (D) Concave-Convex.
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overall shape of the nose, or mouth). They are thus less informative. Individual
characteristics allow one to differentiate between individuals having the same class
characteristics and, if present, are thus much more helpful to make a positive match
between two images. This can be anything from a scar to an abnormally shaped
nose/mouth, etc. İşcan (1993) points out that we know little about the relationship
of one feature to another and also which structural configurations are genetically
ordered and related. For example, a snub nose seems to be associated with a concave
nasal profile. Therefore, it may be very noticeable and unusual if a person with a
snub nose had a straight profile. Such a disproportionality may thus be an individual
characteristic, provided that these combinations for a specific population are known.

Figure 12.9. Schematic drawing of lower lip shape: (A) Flat; (B) Rounded; (C) W-shaped; (E) Everted.

Figure 12.8. Schematic drawing of upper lip shape: (A) Flat; (B) Wavy; (C) V-shaped; (D) Cupid’s bow.



Individuality of Ears

Human ears are widely accepted to be unique to each individual, and as such they
can be used for personal identification if an adequate image of an ear is available.

The detailed anatomy of the ear is
shown in Figure 12.10. Various
methods to match individuals using
both biometry and morphology of
the ear have been described in the
literature (e.g., Moreno et al. 1999;
Hoogstrate et al. 2001; Choraś 2004)
but will not be discussed here.

Facial Aging and Factors
Influencing Facial Appearance

Various factors can influence and
change the facial appearance. Age,
surgery, hairstyle, disease, trauma,
BMI, and lifestyle could all alter the
appearance of the face, which make
matches very difficult, especially if
there has been a long time delay
between the recording of the two
images. Different emotions can also
temporarily influence the facial
appearance (see Aeria et al. 2010;
Smeets et al. 2010).

Manifestations of age vary greatly
between individuals. A number of
factors influence the appearance of

age-related changes, of which ultraviolet radiation is probably the most important.
Other factors include smoking, alcohol and drug abuse and gender. In a large twin
study from Denmark, Rexbye et al. (2006) found that statistically significant deter-
minants of facial aging associated with a high perceived age for men were smoking,
sun exposure and low body mass index, while for women they were low BMI and
low social class. The number of children in men, marital status (both sexes) and
depression symptomatology score in women were borderline significantly associated
with facial aging. It was concluded that lots of sun exposure, a low percentage of
body fat and smoking made one look older, whereas high social status, happiness
(low depression score) and being married were associated with a younger look.
Approximately 40% of the variation in perceived age was due to non-genetic factors. 

One of the most obvious changes with age is the increase in wrinkles and
creases, which usually occur at a 90° angle to the action of the underlying muscles.
Figure 12.11 shows some of the most common areas of wrinkles and creases
(Hammer 1978; İşcan 1993), although they show much individuality in their shape,
form and degree of development. 

Age-related changes in various areas of the face have mostly been assessed in
European/Caucasoid populations. It is generally known that ears continue to grow
throughout life (Ferrario et al. 2003; Sforza et al. 2009a). Older people have longer
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Figure 12.10. Detailed anatomy of the ear.
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ears—in a study by Sforza et al. (2009a) it was found that ear length reached 115%
of its adult size in 51–64-year-old women, and 118%–120% in 65–80-year-old men.
Ear width also increases with age, but less so than length. These changes are due to
modifications of the structure of the cartilage, reduction of elastic fibres and density
of cartilage cells, as well as reduction in skin elasticity. 

The inclination of the eye fissure may decrease as a function of age (Ferrario et
al. 2001), with sagging on the lateral side. During aging an increment in soft tissue
of the orbital area was also found (Sforza et al. 2009b). In the mouth, vermilion
areas and heights of both lips (especially the upper lip) progressively decrease with
age (Sforza et al. 2010; De Menezes et al. 2011). As far as the nose is concerned,
Sforza et al. (2011) found no consistent age-related patterns for various ratios and
the nasal convexity and alar slope angles. Although the nose may lengthen somewhat,
age changes are not so prominent in this area.

In general, the skin looses its elasticity with age, subcutaneous fat gets resorbed,
cheeks and suborbital skin sags, and the hair and iris loose some of its color. The
ears and possibly the nose lengthen. It should also be taken into account that tooth
loss and alveolar resorption may severely alter occlusion and the angle and shape of
the mandible (Oettlé et al. 2009). Postmenopausal women may have an increase in
masculine traits. 

Figure 12.11. Areas of development of wrinkles and creases in older age (modified from İşcan 1993, Fig. 4): (1) Horizontal fore-
head wrinkles; (2) Vertical glabella wrinkles; (3) Wrinkles of nasal root; (4) Eyefold below the orbit; (5) Eye-cheek fold; (6) Nose-
cheek wrinkle; (7) Nose-mouth fold; (8) Nose-lip fold; (9) Cheek-chin wrinkle; (10) Cheek chin fold; (11) Mouth corner fold; (12)
Lip-chin fold; (13) Chin cleft; (14) Eye wrinkles; (15) Ear wrinkles.



In a comprehensive literature review, Albert et al. (2007) summarize the changes
per decade as far as bony and soft tissue is concerned. In the twenties, slight cranio-
facial skeletal growth may start to occur with a slight anterior (mostly lower) face
height increase and mandibular length increase. Upper eyelid drooping begins and
the eye may appear smaller. Nasolabial lines and lateral orbital lines begin to form,
and upper lip retrusion commences in females. By age 30–40, dentoalveolar regression
is observable due to continuous tooth eruption. Continuing maxillary retrusion
contributes to formation of nasolabial folds. In this decade, circumoral striae begin
to form, as well as lines from the lateral edges of nose to the lateral edges of mouth.
Upper lip thickness continues to decrease.

During the fourth decade, craniofacial skeletal remodelling and dental alveolar
regression progress, and maxillary and mandibular dental arch lengths decrease.
Facial lines and folds continue to increase in depth. Nose and chin positioning are
affected as the dental arch length decreases. In this decade the most profound
morphological changes of the head, face and neck are evident, i.e., this is when age-
related changes really become evident. 

At ages 50–60 craniofacial skeletal remodelling continues, but cranial thickness
most likely stays unchanged. Alveolar bone continues to remodel, with dental attri-
tion affecting the height of the face. Facial lines and folds continue to increase in depth.
The nose and ears become more protruding due to greater craniofacial convexity.
After the age of 60, craniofacial size decreases and the face becomes more convex.
The cheeks appear more hollow, and possible temporomandibular joint arthritis and
joint flattening may contribute to facial shortening, as does alveolar bone remodelling.
Both jaws get progressively more diminished. 

In summary, manifestations of age among individuals are very varied but follow
a general pattern. With this taken into account, one should assess which features
will remain valid indicators of individuality (İşcan1993). So, with a long time delay
between the recording of two facial images, a critical evaluation needs to be made
with regard to what is still usable. As İşcan (p. 59) advises, one should use traits that
“are more resistant to the ravages of time.”

4. Superimposition (Proportional Comparison)

Superimposition can be described as the process of making a scaled overlay of one
image and aligning it with a second image (http://www.fiswg.org). In the context of
facial identification, the superimposition of two photographs can be used an aid to
visual comparison, but can only be utilized when two images are taken from the
same angle. This approach gives evidence to the size and interrelationship of various
parts of the face.

Superimposition is commonly used to overlay a skull and photograph, where it is
possible to attempt to orientate a skull and photograph to be in the same relative
position. This is not possible in a photo-to-photo comparison, making it much less
reliable and more subjective (İşcan 1993). Although some authors found it useful, it
is mostly only used as corroborative evidence in a case of facial identification, to
broadly demonstrate the proportional similarities between two images (Vanezis &
Brierley 1996).

5. Anthropometric Comparison

Photoanthropometry has been used extensively in facial comparisons, mostly in
combination with morphological assessment (e.g., Porter & Doran 2000; Roelofse
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et al. 2008; Ritz-Timme et al. 2011a-b). During this process, a number of landmarks
are identified on a photograph and the distances between them measured. Realiz-
ing that the measurements by themselves are very inaccurate, analysts would often
use these as indices—either to calculate, for example, a mouth height-width index
or as normalized proportionality indices (taking each measurement as a percent-
age of the largest available measurement). These indices are then compared to in-
dices from another facial image.

Recent research, however, has shown that these measurements may be unreliable
due to a number of extrinsic factors such as distance of the camera to the face,
orientation of the head and camera angle. Some authors argue that, depending on
the circumstances, the variability in measurements of the same individual can be
more than those between individuals, and this method is thus not good even to
exclude individuals (Kleinberg et al. 2007; Moreton & Morley 2011). According to
these and other authors, these measurements and indices are also not specific and
unique enough to contribute to an identification (Catterick 1992). Anthropometric
comparison is therefore probably only useful if photographs were taken under
controlled circumstances (same camera distance, orientation of face, etc.), and can
only be used in conjunction with a morphological assessment.

6. Reliability and Reporting

In compiling a final report on a facial comparison, features seen in the known
individual should be described in detail. These should then be compared feature
by feature to what is seen in the comparative photograph, stating every time
whether the observed feature is consistent with, or not consistent with, what is seen
in the second image. If it is inconclusive, it should be stated as such. After all the ev-
idence has been reviewed, a final conclusion is made. 

Similar to what is the case in any forensic report, details of the chain of evidence,
any modifications made to evidence (e.g., adjusting the brightness of the photograph)
and methodology used should be included. Reports should be clear, technically
accurate, and reflect the correct anatomical terminology. Before making a final
conclusion, investigators should be aware of any possible biases that could have
influenced his/her analysis, and it is advisable to ask other experts to review the
report (Wilkinson n.d.). 

Although the evidence from facial image comparison has been admitted in
courts across the world, its error rates have not been established. It is generally
accepted that this evidence on its own is probably not enough to make a positive
identification, and that it should be used in conjunction with other evidence. It is
better for exclusion than inclusion, except in cases where a clear factor of individu-
alization, unique to a specific person, is present. Although there is no absolute scale
by which to state the degree of confidence of the match, Wilkinson (n.d.), in training
practitioners, advises the scale below with regard to likelihood, and the assumption
that the two images in question could have belonged to the same person stating
that, the evidence:

• Lends no support
• Lends limited support
• Lends moderate support
• Lends support
• Lends strong support
• Lends powerful support



SUMMARIZING STATEMENTS

• Age estimation in living individuals is becoming increasingly relevant, with
most questions usually related to whether a person is over or under a specific
legal age (16, 18, 21, etc.), depending on the laws of a particular country.

• All attempts at estimating age should always include a physical examination to
assess sexual maturity, examination of skeletal maturity and dental assessment.
This should be combined with a psychological evaluation.

• This work is interdisciplinary in nature, and after reports on the three assessment
modalities are obtained, someone needs to take all evidence into account to
make a final assessment.

• Much rides on these assessments and they have huge impacts for the individual.
Caution is in order, and benefit of the doubt should go to the patient.

• Many subjects concerned come from countries for which reference data are
not available. However, they would often be of lower socioeconomic status
which would theoretically delay maturation. This, in turn, will lead to under-
estimations that will not be detrimental to the subjects.

• In child pornography the only assessment that is possible relates to the assess-
ment of sexual secondary characteristics, which is highly unreliable when
only photographs are available on which to base an assessment.

• Statistical methods whereby final, combined age estimates in the living could
be made in a sound, defendable manner remain problematical.

• Estimates could be made within a 12-month range at the very best, but more
likely a 2-year age range would be the best possible outcome. In all cases the
estimate should be realistic, and any outcome can only approximate the age. A
too narrow age range probably indicates a practitioner that does not under-
stand normal human variation and the limitations of the methodology.

• As the rights of living subjects are involved, due caution should be applied to
make sure that all ethical and legal requirements are met.

• With the increase in surveillance cameras and tightening security around
the world, facial image comparisons are becoming increasingly relevant and
important. Unfortunately, it is not a highly reliable technique, and experts
should be responsible and cautious when making conclusions.

• Unfortunately, the evidence is often marginal, with poor quality of images.
• Many factors such as aging, surgery and emotions can alter the appearance of

an individual.
• A detailed morphological analysis is the approach of choice, and anthropometry

and superimposition can only be used as supportive evidence.
• Facial image comparison on its own cannot be used to make a definitive con-

clusion as to the identity of a person, except if a clear factor of individualization
is present. It should be used as corroborative evidence.
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This appendix illustrates the bony or biometric landmarks (the endpoints of a
measurement) and describes the osteometric dimensions they form. The best

references for osteometry include Stewart (1947), Howells (1973), Bass (1971,
1987), White and Folkens (1991), Buikstra and Ubelaker (1994) and Moore-Jansen
et al. (1994). The Moore-Jansen et al. (1994) guide is based on measurements from
Martin (1956, 1957) and includes the minimum standards for dimensions to be
recorded. This was developed specifically for the National Forensic Database and is
the most common set of measurements to be recorded and is also used in
FORDISC. The lists given here include those in the Moore-Jansen et al. (1994)
guide, as well as a few others. We wish to make it clear that the landmarks and
measurements outlined are those which are most commonly used, but do not include
all possible landmarks and dimensions. 

A. SKULL

Biometric Landmarks

Landmarks on the anterior, lateral and basilar views of the skull are shown in Figures
A.1, A.2 and A.3, respectively. Landmarks can occur either in the midline or on
both sides of the skull, in which case they are described as paired landmarks.

Alare (al): instrumentally determined as the most lateral points on the nasal aperture,
in a transverse plane (paired).

Alveolon (alv): point where the midline of the palate is intersected by a straight
line connecting the posterior borders of the alveolar crests. 

Asterion (ast): the point where sutures between occipital, temporal and parietal
bones meet (paired).

Auriculare (au): point on the lateral aspect of the root of the zygomatic process at
its deepest incurvature (paired).

Basion (ba): point on the anterior margin of the foramen magnum in the midsagittal
plane. This point is located on the inner border of the anterior margin of the
foramen magnum, directly opposite of Opisthion. For cranial height measurements,
the point is on the anteroinferior portion of the rim of the foramen. Buikstra and
Ubelaker (1994) advise that for basion-nasion and basion-prosthion measurements,
the point is located on the most posterior point on the foramen’s anterior rim and
is sometimes distinguished as endobasion.

Bregma (b): junction of sagittal and coronal sutures.
Condylion (cdl): the most lateral points of the mandibular condyles (paired).
Dacryon (d): point on the medial border of the orbit marking the junction of sutures

between lacrimal, maxillary, and frontal bones. Dacryon lies at the intersection
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of the lacro-maxillary suture and the frontal bone. There is often a small foramen
at this point (paired).

Ectoconchion (ec): the point on the lateral margin of the orbit marking the greatest
breadth, measured either from maxillofrontale or from dacryon (most commonly
used). It is the intersection of the most anterior surface of the lateral border of the
orbit and a line bisecting the orbit along its long axis (paired). Moore-Jansen et al.
(1994) advises that, to mark ectoconchion, a toothpick should be moved up and
down, keeping it parallel to the superior orbital border, until the orbit is divided
into two equal halves. Mark the point on the anterior orbital margin with a pencil.

Ectomolare (ecm): the most lateral point on the lateral surface of the alveolar crest
of the maxilla. It is generally positioned at the alveolar margin of the second
maxillary molar (paired).

Figure A.1. Biometric landmarks of the skull, anterior view (after Moore-Jansen et al. 1994).



Euryon (eu): instrumentally determined points marking the maximum (biparietal)
breadth of the skull. The area of the root of the zygomatic arch, the supramastoid
crest and the adjacent area above the external auditory meatus should be avoided
(paired).

Frontomalare temporale (fmt): the most laterally positioned point on the frontomalar
(frontozygomatic) suture (paired).

Frontotemporale (ft): point located forward and inward on the superior temporal
line directly above the zygomatic process of the frontal bone. It is the point
where the temporal line reaches its most anteromedial position (paired).

Glabella (g): the most forward projecting point on the lower margin of the frontal
bone, in the midsagittal plane. It is above the nasal root and between the superciliary
arches.
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Figure A.2. Biometric landmarks of the skull, left lateral view (after Moore-Jansen et al. 1994).
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Gnathion (gn): the most inferior midline point on the mandible.
Gonion (go): the most prominent point on the curve marking the transition between

the body and the ascending ramus of the mandible. The point on the mandibular
angle which is directed most inferiorly, posteriorly and laterally. If the mandibular
angle is not pronounced, position the mandible with the angle facing upward, so
that the right and left posterior margin of the mandibular body declines inferiorly

Figure A.3. Biometric landmarks of the skull, basilar view (after Moore-Jansen et al. 1994).



into horizontal lines. Gonion is positioned at the highest point of the curvature.
When measuring the bigonial diameter, the most lateral position of the angles
should be chosen as measuring points (paired).

Infradentale (id): point between the lower central incisors where the anterior margins
of the alveolar processes are intersected by the midsagittal plane.

Lambda (l): point at intersection of sagittal and lambdoid sutures. If the point is
difficult to locate because of complicated suture patterns, locate the point where
projections of the sagittal and lambdoid sutures would intersect.

Mastoidale (ms): lowest point of the mastoid process, located when the skull is in
the Frankfurt horizontal plane (paired).

Maxillofrontale (mf): point where the continuation of the anterior lacrimal crest
crosses the maxillofrontal suture. Used to measure orbital breadth but, because it
is difficult to locate, is used less often than dacryon (paired).

Nasion (n): point at junction of internasal suture and nasofrontal suture, in midsagittal
plane. 

Nasospinale (ns): lowest point on the inferior margin of the nasal aperture as projected
in the midsagittal plane (paired). 

Opisthocranion (op): instrumentally determined point marking maximum skull
length, as measured from glabella. This point is in the midsagittal plane. 

Opisthion (o):most posterior point on the posterior margin of the foramen magnum
in the midsagittal plane. It is on the inner border of the posterior margin of the
foramen magnum.

Orbitale (or): lowest point on the lower margin of the orbit (paired). 
Porion (po): most lateral point on the roof of the external auditory meatus

(paired).
Prosthion (pr): most anterior point on the alveolar process between the two upper

central incisors, in the midsagittal plane. Moore-Jansen et al. (1994) caution that
when measuring basion-prosthion length, this point is located on the anterior
surface of the process. However, when measuring facial height, this point is located
on the inferior tip of the alveolar process.

Zygion (zy): instrumentally determined as the most lateral point on the zygomatic
arch (paired).

Porion and orbitale are basic to the construction of a universally accepted refer-
ence plane, the Frankfurt horizontal plane (FH). This plane is established when
both porions and both orbitale are in the same horizontal plane. This was later ad-
justed because many crania are asymmetrical, so that the Standard horizontal
plane of the skull defines a plane that passes through both the porions and the left
orbitale. 

Definitions of Cranial Measurements

These measurements are mostly taken from Moore-Jansen et al. (1994) and are
illustrated in Figures A.4–A.10. In each case, the instrument that is used to record
the measurement is indicated. All measurements should be taken in mm and,
where applicable, preferably on the left side.

Maximum cranial length (g-op): maximum distance between the glabella and
opisthocranion in the midsagittal plane. Place skull on side, and position one end
of the instrument on glabella. Move the other arm of the caliper until maximum
diameter is obtained (spreading caliper). 
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Maximum cranial breadth (eu-eu): maximum transverse breadth, perpendicular
to the midsagittal plane. The two eurya should be in the same horizontal and
frontal planes (spreading caliper).

Bizygomatic breadth (zy-zy): maximum transverse breadth between the right and
left zygia or zygomatic arches (spreading or sliding caliper).

Basion-bregma height (ba-b): direct distance from basion to bregma (spreading
caliper).

Cranial base length (ba-n): direct distance between nasion and basion (spreading
caliper).

Basion-prosthion length (ba-pr): direct distance between basion and prosthion
(spreading caliper).

Maxillo-alveolar breadth (ecm-ecm): direct distance between the two ectomolare. It
is the maximum breadth across the alveolar borders of the maxilla measured on the
lateral surfaces at the location of the second maxillary molars (spreading caliper).

Maxillo-alveolar length (pr-alv): direct distance from prosthion to alveolon.
Moore-Jansen et al. (1994) advise that the skull is placed with the base faced up.
A rubber band or other implement is applied to the posterior border of the alve-
olar arch, and the measurement taken from prosthion to the middle of the band
in mid-sagittal plane (spreading caliper).

Biauricular breadth (au-au): direct distance between auricularae; least exterior
breadth across the roots of the zygomatic processes. With the base of the skull

Figure A.4. Measurements of the skull in the midsagittal plane (after Moore-Jansen et al. 1994).



facing upwards, this is measured from the outside of the roots of the zygomatic
process at their deepest incurvature (sliding caliper).

Upper facial height (n-pr): direct distance from nasion to prosthion (sliding caliper).
Minimum frontal breadth (ft-ft): direct distance between frontotemporalae. It is

the smallest distance between the temporal lines (sliding caliper).
Upper facial breadth (fmt-fmt): direct distance between the two frontomalare tem-

poralae. It is taken between the two external points on the frontomalar suture
(sliding caliper).

Nasal height (n-ns): direct distance from nasion to the midpoint of a line connecting
the lowest points of the inferior margin of the nasal notches (sliding caliper). In
some studies, nasal height was measured from nasion to the lowest point of the
nasal aperture on the left side; care should be taken as to which landmark was
used in comparative studies.
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Figure A.5. Measurements of the skull, anterior view.
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Nasal breadth (al-al): maximum breadth of the nasal aperture; measurement
should be perpendicular to the midsagittal plane (sliding caliper).

Orbital breadth (d-ec): laterally sloping distance from dacryon to ectoconchion
(sliding caliper). In some studies, orbital breadth was measured from maxillo -
frontale to ectoconchion; care should be taken as to which landmark was used in
comparative studies.

Figure A.6. Measurements of the skull, basilar view.



Orbital height (OBH): direct distance between superior and inferior orbital margins.
It is measured perpendicular to orbital breadth and bisects the orbit (sliding
caliper).

Biorbital breadth (ec-ec): direct distance between right and left ectoconchion
(sliding caliper).

Interorbital breadth (d-d): direct distance between left and right dacryon (sliding
caliper). In some studies, interorbital breadth was measured between the two
maxillofrontale; care should be taken as to which landmark was used in compar-
ative studies.

Frontal chord (n-b): direct distance from nasion to bregma in midsagittal plane (slid-
ing caliper).
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Figure A.7. Measurements of
the face, orbital region and nose.

Figure A.8. Measurement of mastoid length (after Buikstra & Ubelaker 1994).
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Figure A.10. Measurements of the mandible, lateral view (after Moore-Jansen et al. 1994).

Figure A.9. Measurements of
the mandible, anterior view
(after Moore-Jansen et al. 1994).



Parietal chord (b-l): direct distance from bregma to lambda in midsagittal plane
(sliding caliper).

Occipital chord (l-o): direct distance from lambda to opsithion in midsagittal
plane (sliding caliper).

Foramen magnum length (ba-o): direct distance from basion to opisthion (sliding
caliper).

Foramen magnum breadth (FOB): distance between the lateral margins of the
foramen magnum at the point of the greatest lateral curvature (sliding caliper).

Mastoid length (MDH): projection of mastoid process below and perpendicular
to the Frankfurt plane. Place the skull on its right side, and position the calibrated
bar of the sliding caliper just behind the mastoid process. The fixed flat arm
should be tangent to the upper border of the external auditory meatus and
pointing to the lower border of the orbit. Slide the measuring arm until it is level
with the tip of the mastoid process (sliding caliper).

Total facial height (n-gn): measured from nasion to gnathion in the midsagittal
plane, with the mandible articulated (sliding caliper).

Chin height (id-gn): direct distance from infradentale to gnathion (sliding caliper).
Height of the mandibular body: direct distance from alveolar process to inferior

border of the mandible perpendicular to the base, at level of mental foramen
(sliding caliper).

Breadth of the mandibular body: maximum breadth measured at mental foramen,
perpendicular to long axis of the mandibular body (sliding caliper).

Bigonial width (go-go): direct distance from left to right gonion. Blunt points of
the caliper arms should be applied to the most external points at the mandibular
angles (sliding caliper).

Bicondylar breadth (cdl-cdl): direct distance between the most lateral points on
the two condyles (sliding caliper).

Minimum ramus breadth: least breadth of the mandibular ramus, measured perpen-
dicular to the height of the ramus (sliding caliper).

Maximum ramus height: direct distance from the highest point of the mandibular
condyle to gonion. To measure this, the movable board of the mandibulometer
should be applied to the posterior borders of the mandibular rami. The fixed
border should be against the chin, and the measurement is recorded from the
vertical or movable board. The mandible may be stabilized by applying pressure
to the second molar (mandibulometer).

Mandibular length (corpus length): distance from the anterior margin of the chin
from a center point, on a straight line placed along the posterior border of the
two mandibular angles. The mandible is in the same position as is the case for
maximum ramus height, and the measurement is recorded from the horizontal
scale of the instrument (mandibulometer).

Mandibular angle: angle formed by inferior border of the corpus and posterior
border of the ramus. The mandible is in the same position as for maximum ramus
height, and the measurement is recorded from the protractor (mandibulometer).

Maximum projective length of the mandible: maximum length of mandible from
the anterior margin of the chin from a centre point, on a straight line placed
along the most posterior border of the mandible at the condyles. In this meas-
urement, the movable vertical arm of the mandibulometer is fixed at a 90° angle
and is positioned at the posterior ends of the condyles. The chin is against the
fixed border, and the measurement is recorded from the horizontal scale
(mandibulometer).
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B. POSTCRANIAL SKELETON

As a general rule each long bone has a maximum morphological length, measuring
total length from one end to the other, parallel to the long axis of the bone. How-
ever, there is also a physiological length which is the functional length of the long
bone. Several width or head measurements of proximal and distal ends are also
recorded, as are diameters and circumferences of shafts of long bones. In the case of
irregular bones such as the scapula and pelvis, different measurements have been
devised. As is the case with the cranial measurements, most descriptions here
follow the guidelines as established by Moore-Jansen et al. (1994), also recorded in
Buikstra and Ubelaker (1994). Their guidelines, in turn, are based on standards set
by Martin (1957), Bass (1971) and others. The measurements for the articulated
pelvis come from Krogman and İşcan (1986). When recording postcranial ele-
ments, it must be noted if epiphyses are present or absent. Once again, the standard
is to measure left sided bones if possible, and to record all values in mm.

Upper Limb

Clavicle—maximum length:maximum distance between the two ends (osteometric
board).

Clavicle—sagittal diameter at midshaft: anteroposterior distance at the midshaft
(sliding caliper).

Clavicle—vertical diameter at midshaft: distance from the cranial to caudal surface
of the midshaft (sliding caliper).

Scapula—height: direct distance from the most superior to the most inferior point
(sliding caliper) (Fig. A.11).

Scapula—breadth: direct distance from the midpoint on the dorsal border of the
glenoid fossa to midway between the two ridges of the scapular spine on the verte-
bral border (sliding caliper) (Fig. A.11).

Humerus—maximum length: direct distance from the most superior point on the
head to the most inferior point on the trochlea. When the bone is placed in the
osteometric board, it should be moved around until the maximum distance is
obtained (osteometric board).

Humerus—epicondylar breadth: distance from the most laterally protruding point
on the lateral epicondyle to the corresponding point on the medial epicondyle
(sliding caliper).

Humerus—maximum vertical diameter of head: distance between the most
superior and the most inferior points of the humeral head, on the border of the
articular surface. It is measured perpendicularly to the transverse diameter and
is not necessarily the overall maximum diameter (sliding caliper).

Humerus—maximum diameter at midshaft: maximum diameter at midshaft,
taken at any orientation; the bone is turned until the maximum measurement is
obtained (sliding caliper).

Humerus—minimum diameter at midshaft: minimum diameter at midshaft; the
bone is turned until the minimum measurement is obtained (sliding caliper).

Radius—maximum length: distance from the most proximal end to the most distal
end on the tip of the styloid process. The bone should be moved around on the
osteometric board until the maximum measurement is obtained (osteometric
board). 



Radius—sagittal diameter at midshaft: anteroposterior diameter at the midshaft.
It is almost always less than the transverse diameter and is measured perpendicular
to the transverse diameter (sliding caliper).

Radius—transverse diameter at midshaft: distance between the maximum
medial and lateral bone surfaces at midshaft (sliding caliper). 

Ulna—maximum length: distance between the most superior point on olecranon
and most inferior point on styloid process. The bone should be moved around on
the osteometric board until the maximum measurement is obtained (osteometric
board). 

Ulna—dorso-volar diameter: maximum diameter of diaphysis where the crest
shows the most development (sliding caliper).

Ulna—transverse diameter: diameter perpendicular to the dorso-volar diameter
where the crest shows the most development (sliding caliper).

Ulna—physiological length: distance between the deepest point on the surface of
the coronoid process and the lowest point on the inferior surface of the distal
head of the ulna. The styloid process is not included and it should be ascertained
that the proximal point is at the deepest concavity of the coronoid process
(spreading caliper).

Ulna—minimum circumference: least circumference near the distal end (measuring
tape).

Pelvis

Sacrum—anterior height: distance from a point on the promontory in the mid-
sagittal plane to a point on the anterior border of the tip of the sacrum, in the
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Figure A.11. Measurements of the scapula,
dorsal view (after Moore-Jansen et al. 1994).
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same midsagittal plane. The tips of the caliper should be placed on the promontory
and the anterior inferior border of the fifth sacral vertebra. If the sacrum has
more than 5 segments it should be noted, and all true sacral elements should be
included in the measurement (sliding caliper) (Fig. A.12).

Sacrum—anterior breadth:maximum transverse breadth at the level of the anterior
projection of the auricular surfaces (sliding caliper) (Fig. A.12).

Sacrum—transverse diameter of sacral segment 1 (base): distance between the
two most lateral points on the superior articular surface, measured perpendicular
to the midsagittal plane (sliding caliper) (Fig. A.12). 

Os coxa—height: distance from the most superior point on the iliac crest to the most
inferior point on the ischial tuberosity. Place the ischium against the vertical
board and press the movable arm against the iliac crest. The ilium should be
moved around until the maximum measurement is obtained (osteometric board).

Os coxa—breadth: distance from the anterior superior iliac spine to the posterior
superior iliac spine (spreading caliper).

Os coxa—pubis length: distance from point in acetabulum where the ilium, ischium
and pubis meet, to the upper end of the pubic symphysis. The point in the acetab-
ulum may be seen because (1) frequently there is an irregularity there, both in the
acetabulum and inside the pelvis, (2) there is a change in thickness which may be
seen by holding the bone up to a light, (3) there may be a notch in the border of
the articular surface in the acetabulum. In measuring the pubis, care should be
taken to hold the caliper parallel to the long axis of the bone (sliding caliper). 

However, this measurement may be difficult to record because the landmark
in the acetabulum can be difficult to find (Adams & Byrd 2002). An alternative
measurement has been suggested, which records pubis length from the upper,
medial border of the pubic symphysis to the point where the iliac blade meets
the acetabulum. This landmark is defined as the point on the superior border of
the acetabulum at the center of the origin of the iliac blade (Steyn et al. 2012)
(Fig. A.1; pubis b - sliding caliper)

Figure A.12. Measurements of the sacrum (after Moore-Jansen et al. 1994).



Os coxa—ischium length: distance from the point in the acetabulum where the
ilium, ischium and pubis meet as described above, to the distal/deepest point of
the ischium (Fig. A.13; ischium a - sliding caliper)

Similar to what is the case for the pubis length, it has also been proposed that
this measurement can be taken from the point where the iliac blade meets the
acetabulum to the distal/deepest point of the ischium (Steyn et al. 2012) (Fig. A.13).

Articulated pelvis—bi-iliac (bicristal) breadth: maximum distance between the
iliac crests (osteometric board). 
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Figure A.13. Measurements of the os coxa: pubis and ischium.
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Articulated pelvis—bispinous breadth: minimum distance between the ischiatic
spines (sliding caliper). 

Articulated pelvis—transverse breadth of the pelvic inlet: maximum distance
between the arcuate lines of the pelvic brim (sliding caliper).

Articulated pelvis—anteroposterior height (conjugate) of the pelvic inlet: max-
imum height from the sacral promontory to the pubic crest (sliding caliper).

Lower Limb

Femur—maximum length: distance from most superior point on head of femur to
most inferior point on distal condyles. Femur should rest on its posterior surface,
with the medial condyle against the vertical endboard and the head against
the movable board. The femur should be moved until the maximum length is
obtained (osteometric board). 

Femur—bicondylar (physiological) length: distance from most superior point on
head of femur to a plane drawn along the inferior surfaces of the distal condyles.
Is the maximum length when both condyles are kept in contact with the non-
moving part of the osteometric board (osteometric board).

Femur—epicondylar breadth: distance between the two most laterally projecting
points on the epicondyles. Measurement is parallel to the distal surfaces of the
condyles (osteometric board).

Femur—head diameter: maximum diameter of the femoral head measured on the
border of the articular surface (sliding caliper). 

Femur—anteroposterior subtrochanteric diameter: anteroposterior diameter of
the proximal end of the diaphysis, measured perpendicular to the transverse
diameter. Is recorded at the point of the greatest lateral expansion of the femur
below the lesser trochanter, and is perpendicular to the anterior surface of the
femur neck (sliding caliper).

Femur—transverse subtrochanteric diameter: transverse diameter of proximal por-
tion of diaphysis at point of its greatest lateral expansion below the lesser trochanter.
It is oriented parallel to the anterior surface of the femur neck (sliding caliper).

Femur—anteroposterior diameter of femur at midshaft: anteroposterior diameter
at the midpoint of the diaphysis, at the highest elevation of the linea aspera.
Taken perpendicular to the ventral surface (sliding caliper).

Femur—transverse diameter at midshaft: distance between medial and lateral
margins of femur, perpendicular to the anteroposterior diameter but at the same
height (sliding caliper).

Femur—midshaft circumference: circumference taken at the midshaft at the same
level as the transverse and sagittal diameters (measuring tape). 

Tibia—length: distance from the superior articular surface of the lateral condyle of
the tibia to the tip of the medial malleolus. Position the tibia on the osteometric
board on its posterior surface with the long axis parallel to the board. Place the tip
of the medial malleolus on the vertical endboard and press the movable upright
against the proximal articular surface of the lateral condyle (osteometric board).

A word of caution is advised with using tibia length measurements. Through
the years there has been considerable confusion as to how exactly this should be
measured—with or without malleolus; with or without intercondylar spines.
Before the length is used in, for example, regression formulae for stature, it should
be ascertained exactly how this measurement was taken when the particular
formulae were developed.



Tibia—maximum proximal epiphyseal breadth: maximum distance between the
two most laterally projecting points on the medial and lateral condyles of the
proximal epiphysis (osteometric board). 

Tibia—maximum distal epiphyseal breadth: distance between the most medial
point on the medial malleolus and the lateral surface of the distal epiphysis.
Position the two lateral protrusions of the distal epiphysis against the fixed side
of the board and move the sliding board until it contacts the medial malleolus
(osteometric board).

Tibia—maximum diameter at nutrient foramen: distance between the anterior
crest and the posterior surface at the level of the nutrient foramen. The bone
should be moved around to get the maximum diameter (sliding caliper).

Tibia—transverse diameter at nutrient foramen: straight line distance from the
medial margin to the interosseus crest at the level of the nutrient foramen (sliding
caliper).

Tibia—circumference at nutrient foramen: circumference at level of nutrient
foramen (measuring tape).

Fibula—maximum length: maximum distance between the most superior point
on the head of the fibula and the most inferior point on the lateral malleolus
(osteometric board).

Fibula—maximum diameter at midshaft: maximum diameter at midshaft, in any
direction (sliding caliper).

Calcaneus—maximum length: distance between the most posteriorly projecting
point on the tuberosity and the most anterior point on the superior margin of
the articular facet for the cuboid, measured in the sagittal plane and projected
onto the underlying surface (sliding caliper) (Fig. A.14).

Calcaneus—middle breadth: distance between the most laterally projecting point
on the dorsal articular facet and the most medial point on the sustentaculum
tali. The two measuring points are not at the same height, and also not in a plane
perpendicular to the sagittal plane. The measurement is thus projected in both
dimensions. The calcaneus should be spanned from behind with the blunt arms
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Figure A.14. Measurements of the calcaneus (after Moore-Jansen et al. 1994).
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of the caliper, so that the caliper is positioned in a flat and transverse plain across
the bone (sliding caliper) (Fig. A.14).
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This appendix describes the dental anatomy of both the deciduous and perma-
nent dentition, as well as characteristics that can be used to determine if they

are maxillary or mandibular, and to side and number them. (from DeVilliers 1979
and Schaefer et al. 2009).

A. PERMANENT DENTITION

The permanent dentition comprises of two incisors, one canine, two premolars and
three molars in each quadrant, totalling 32 teeth (Fig. B.1). 

Maxilla

Central incisor (I1). Large with quadrangular crown, flat neck, round tipped single
root that is bent distally, square shaped labial surface. Mesial profile of crown in
straight line with root; distal side flares. Junction of mesial edge and occlusal surface
forms an angle. Cingulum is skewed distally.

Lateral incisor (I2). Cone-shaped crown, may have 2 tubercles on the lingual sur-
face, narrow triangular shape, round neck, cone shaped root (sometimes 2).
Mesial profile of crown in straight line with root; distal side flares. Incisal edge
slopes toward the distal side, resulting in a shorter distal crown height. Cingulum
is skewed distally.

Canine (C). Crown is firm and round, labial surface is convex and diamond shaped
with a single pointed cusp. Mesial slope shorter and in line with the root as
compared to the distal slope, which bulges out. Lateral side of root is flat. The
root is longer than that of the mandibular canine. Cingulum skewed distally.

First premolar (Pm1). Occlusal surface is oval. Large, separated cusps, buccal
cusps larger than lingual cusps. Buccal profile in line with root. Cervical margin
consists of concavity at mesial side. Usually two roots.

Second premolar (Pm2). Smaller cusps, similar to first premolars but cusps are
closer together. Crown is slightly trapezoid and compressed buccolingually, flat
mesial surface. One root.

First molar (M1). Four cusps, 3 roots. Flat mesial surface, convex distal surface.
Rhomboid occlusal surface, long divergent roots. Distinct distolingual cusp. May
have a Carabelli cusp on the lingual surface.

Second molar (M2). Three to 4 cusps, 3 roots. Flat mesial surface, convex distal
surface. Varying degrees of reduction in distolingual cusp. Mediodistal compression
of occlusal surface. Short, irregular roots, may be partially fused.

Third molar (M3). Three to 4 cusps. Flat mesial surface, convex distal surface.
Small, reduced, compressed or triangular with reduction or complete absence of
distolingual cusp. Roots shorter, irregular, may be fused.
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Figure B.1. Permanent dentition.



Mandible

Central incisor (I1). Smaller than upper first incisor, almost symmetrical crown.
Single root.

Lateral incisor (I2). Crown is fan shaped, almost symmetrical with a distal flare.
Cingulum is prominent. Incisal edge slopes toward the distal side. Single root,
usually longer than that of I1.

Canine (C). Crown is high and narrow, and is at an angle with the root. Root is
grooved. Mesial slope shorter and in line with the root, compared to the distal
slope which bulges out. Root is flat and grooved distally. Cingulum skewed distally.

First premolar (Pm1). Occlusal surface round, has 2 cusps with the buccal cusp
being much larger than the lingual. Mesial surface has fissure connecting mesial
surface with mesial pit. Lingual cusp skewed distally. Single root.

Second premolar (Pm2). Round occlusal surface. Lingually curved buccal profile,
1 or 2 lingual cusps similar in size to the buccal cusp. Lingual cusp skewed distally.
Single root.

First molar (M1).Usually 5 cusps, 2 roots. Flat mesial surface, convex distal surface.
Rectangular crown. Two long, separated roots.

Second molar (M2). Usually 4 cusps. Two roots. Flat mesial surface, convex distal
surface. Quadrilateral crown, shorter separated roots, but may be slightly fused.

Third molar (M3). Irregular crown with irregular cusp numbers (3–6), 2 roots. Flat
mesial surface, convex distal surface. Irregularly shaped crown that varies in size.
Roots are short and may be partly fused. Roots sometimes grooved by inferior
alveolar canal.

Upper vs lower, number, siding

Incisors

Upper vs lower:
• Uppers more quadrilateral; lowers more triangular or fan shaped. Uppers are
usually worn on the lingual surface; lowers on labial side.

Central vs lateral:
• Upper: central is large, lateral smaller and narrower.
• Lower: central is small with symmetrical crown, lateral is larger with more
distal flaring.

Right vs left:
• Upper: Mesial profile of crown in straight line with root, distal side flares. The
junction of mesial and incisal edge forms a sharp angle, whereas the junction
of the distal and incisal edge is rounded. Cingulum is skewed distally.

• Lower: Same as for upper, but may be more difficult.

Canines

Upper vs lower:
• Uppers have stout crowns and broad diamond shaped labial surface; lowers
have narrower crowns. Uppers have crowns in line with root; lowers have
crowns set at an angle with root. Uppers have cemento-enamel junction at the
same heights on labial and lingual surfaces; lowers have enamel extending
further apically on labial than lingual side.
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Right vs left:
• Distal slope longer than mesial slope. Mesial profile of crown in straight line with
root, distal bulges out and forms angle with root. Cingulum skewed distally.

Premolars

Upper vs lower:
• Uppers have oval occlusal surface; lowers round occlusal surface. Uppers have
two cusps of similar size; lowers have a larger buccal and smaller lingual cusp.
Uppers have buccal surface of crown and root in straight line, lowers have
distally displaced lingual cusp, producing a curved buccal profile.

First vs second:
• Upper: Upper first premolar has large cusps set well apart, with the buccal
cusp larger than the lingual cusp. Upper second premolar has smaller cusps of
similar size, set close together. Upper first premolar usually have two roots,
others have one root. Upper first premolar has a concavity on the mesial surface
at the cervical margin; the second has a flat mesial surface.

• Lower: Lower first premolar has a large buccal cusp and very small lingual
cusp; second has rounded cusps that are similar in size and height.

Right vs left:
• Upper: Upper first premolar has a concavity on the mesial surface; upper
second has a flat mesial surface and a convex distal surface. Both uppers have
mesial skewing of the lingual cusp.

• Lower: Distal occlusal pit is larger than the mesial pit. Lower firsts may have
lingual cusps slightly skewed to the distal; lower seconds may have mesial
skewing of lingual cusp. Root apices may be distally curved.

Molars

Upper vs lower:
• Uppers have 3–4 cusps and 3 roots; lowers have 4–5 cusps and 2 roots. Uppers
have crowns rhomboidal in shape, lowers are squared or rectangular. Uppers
are wider buccolingually, lowers are wider mesiodistally.

First vs second vs third:
• Upper: Upper first molars have four well shaped cusps, are rhomboidal and
have long, separated roots. Seconds have distolingual cusp reduction, may be
compressed mesiodistally and have shorter, more irregular and sometimes
partly fused roots. Thirds have greater reduction of distolingual cusps, may be
compressed, triangular or irregularly shaped, and have shorter, irregular and
often completely fused roots. Firsts are larger than seconds, and seconds larger
than thirds.

• Lower: Lower first molars usually have 5 cusps, with a regular well-shaped
crown and long, separate roots. Seconds usually have 4 cusps, with a regular
well-shaped crown and shorter, more irregular and sometimes partly fused
roots. Thirds may have 3–6 cusps of variable size and shape. Roots are shorter,
more irregular and may be completely fused. Firsts are larger than seconds,
and seconds larger than thirds.

Right vs left:
• Upper: The distolingual cusp will show the orientation if present, as will an
oblique ridge connecting distobuccal and mesiolingual cusps. Mesial surfaces
are flatter, and distal surfaces more convex. The thirds have no distal wear



facets. Maxillary molars have two buccal and one palatal root. Roots may curve
distally. The larger buccal root is mesial.

• Lower: If there are 5 cusps, the smallest cusp will be distobuccally. Mesial borders
are flat and distal borders curved. The thirds have no distal wear facets. Mesial
roots are broader than distal roots, and roots tend to curve distally.

B. DECIDUOUS DENTITION

The deciduous dentition comprises of two incisors, one canine and two molars in each
quadrant, totalling 20 teeth (Fig. B.2). Deciduous teeth are smaller than permanent
teeth, and may be more yellow in colour. Deciduous molars have prominent cervical
enamel margins, making the cervix look narrow and the crown bulbous. Deciduous
molar roots are very divergent, to accommodate developing permanent crowns. First
deciduous molars have a distinguishing Tubercle of Zuckerandl mesiobuccally.

Maxilla

Central incisor (i1). Same general characteristics as permanent, but smaller.
Lateral incisor (i2). Same general characteristics as permanent, but smaller.
Canine (c). Cusp is pointed and may be placed centrally, or skewed mesially or
distally.

First molar (m1). Quadrilateral in shape, with wide buccolingual side. Tubercle of
Zuckerkandl at the mesiobuccal corner of cervical margin.

Second molar (m2). Same general characteristics as permanent, but smaller.

Mandible

Central incisor (i1). Same general characteristics as permanent, but smaller.
Lateral incisor (i2). Same general characteristics as permanent, but smaller.
Canine (c). Cusp is pointed and may be placed centrally, or skewed mesially or
distally.

First molar (m1).Quadrilateral in shape, compressed buccolingual side and longer
mesiodistal side. Tubercle of Zuckerkandl is at the mesiobuccal corner of cervical
margin. 

Second molar (m2). Same general characteristics as permanent, but smaller.

Upper vs lower, number, siding

Incisors

• Same as for permanent.

Canines

• Same as for permanent, but may be very difficult. 

Molars

• First molars are unlike any other tooth, and have Zuckerandl tubercle. Seconds
are similar to first permanent molars, with 4 cusps in maxilla and 5 in
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Figure B.2. Deciduous dentition.



mandible. Uppers are quadrilateral, wider buccolingually; lowers are com-
pressed buccolingually and longer mesiodistally. Zuckerandl tubercle is always
mesiobuccal. Second molar siding the same as for permanent.
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