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Chapter 1 Principles and Practice of Epidemiology

Col RajVir Bhalwar

Definition and Uses of Epidemiology

The roots of “Epidemiology” can be traced back to
somewhere around 400 BC, when Hippocrates had related
the occurrence of human diseases to the environment in
his treatise “On Airs, Waters and Places”. (1). After a long
lull for almost 2000 years John Grauntin 1662 and William
Farr in the nineteenth century (2,3), revived the interest
and laid the seeds of the modern epidemiological
surveillance systems. These efforts were boosted by John
Snow's field investigations of cholera epidemic in London
in 1850s (4). However, it is only after 1940 that
Epidemiology really expanded as a modern science, with
the initiation of cohort studies at Framingham, the clinical
trials of anti-tubercular drugs, the preventive trial of
injectable polio vaccine, the community intervention trials
of fluoridation of water supplies, and the advent of Case-
Control studies on smoking and lung cancer, by Sir
Richard Doll and Sir AB Hill (5-7).

In this regards, epidemiology seems to be a special field,
for she has expanded very fast. Today almost every
standard medical text book, be it Medicine, Surgery,
Obstetrics & Gynaecology, or Paediatrics, would give a
paragraph on “Epidemiology” of almost every disease.
Epidemiology is therefore an all pervasive science and a
basic tool for understanding and practice of all specialities
of medicine (8). In fact, the understanding of
epidemiology involves two things - firstly, the knowledge
of the principles of Medicine; and, secondly, the
knowledge of certain basic “principles” of epidemiology,
which we shall endeavor to explain in this chapter.

Table - 1

For instance, if we, as medical person, or for that matter
even an undergraduate medical student were asked to
write a short essay on a common disease like malaria, the
essay would read something like: “........ Malaria is caused
by a parasite called plasmodium. It is transmitted by the
bite of female anopheles mosquito. It manifests as an
acute febrile illness with chills and rigors. If untreated,
many cases recover after a few febrile attacks but, in
some, the disease may take a serious course and even
some of those who recover may get a relapse. In our
country out of every 1000 people, 2 to 3 are likely to get
malaria every year. The disease is more common among
the children, the poor people, among foreigner tourists,
immuno-compromised persons, and among the
agriculturists. It is commoner in North-Eastern states of
our country, in rural areas and in urban slums but is not
seen in highland areas. It is also much more common
during and immediately after monsoons. Malaria can be
prevented by spraying insecticides on water collections
and on the walls of our dwellings. It can be diagnosed by a
simple blood test and can be treated effectively by oral

chloroquin and primaquin ....... .

If we examine the above essay, we would appreciate that
we have systematically covered certain facets, which are
summarized in Table - 1. We would have covered up an
essay in the same way for any other disease - IHD, HIV,
Road Accidents or Neurosis.

The above facets according to which we consider any
disease are, put together, nothing but what we call

Facet

Example in our essay

What is the disease (Identification)

Malaria, which presents with fever & chills

How much is the disease (frequency)

2 to 3 out of every 1000 people in our country

How is the disease distributed according to

Person characteristics (who)

Children, poor people

Place characteristics (where)

Rural areas, slums, NOT In highlands

TIme characteristics (when)

During & tmmedtately after monsoons

A ar A N
N“ly and-How-does-it-eceur? (Wllat are-it's dete“"“'a"tsl
AMhat ic the cause (etioloavw) Placmaodium
wHatSthe-causetetHotogy) —HaSHeeHEHR

What are “risk factors”

Foreigner, agriculturist

What is it's natural history

Many recover, some relapse

What is it's prognosis

Untreated cases may turn serious, some die

What can be done about it? (How can it be prevented or mitigated?)

How can it be diagnosed Blood test

How can it be treated

Chloroquin, Primaquin

How can it be prevented

Insectide spray, mosquito nets
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Chapter 1 Principles and Practice of Epidemi

“EPIDEMIOLOGY”. Epidemiology is that branch of medicine
which answers the issues related to all human health
problems and diseases, the magnitude that they pose,
their distribution according to persons, place and time,
and the various factors which determine the causation,
risk, prognosis, management and prevention of the
diseases.

Definition

With the above background, we can define epidemiology
as “The study of the frequency, distribution and
determinants of diseases and health related states and
events in human populations” and the application of this
knowledge in prevention, control and mitigation of these
problems ( 9-12 ). (Greek; Epi = upon, Demos =
populations, logos = scientific study).

How does Epidemiology differ from Clinical practice
Epidemiology uses the same tools and techniques as
clinical medicine; however there are two major differences

(@) In clinical practice the focus is on an individual,
the patient; however, in epidemiology, the focus is
on a group of human beings (patients or healthy
people) which we refer as “population” (13).

(b) In clinical practice there is no effort at
“quantifying” by converting the findings into
numbers, but epidemiology is essentially a
“quantitative” science, in which the findings are
analysed after converting them into “frequencies”
which are numerical figures that “summarise” our
findings.

Uses of Epidemiology

There are a large number of uses of epidemiology (14),
which can be broadly classified into 4 headings

Usendp Health-Gane Managemenbmiology

Z In Health Care Management

Z InUnderstanding the disease process
Z In Public Health Practice

Z In Clinical and preventive practice

(a) Making a Community Diagnosis

In clinical settings, the clinician makes a clinical diagnosis
before proceeding to manage the case. In health care of
large community, the health provider must make a
Community Diagnosis” by epidemiological methods to
obtain information on the important health problems and
their associated socio-demographic characteristics,
quantifying and summarizing them (15, 16 ). Only
thereafter relevant health care for the community can be
organized.

(b) Planning and Evaluation of Health Services

Any planning process will need accurate information
about the socio-demographic profile, the diseases, the
facilities, communications etc. Similarly, while evaluating
a health programme, we will again need current
information about various diseases and compare it with
the “baseline” state that existed when we started the

programme. This quantified and summarized information
is available only through epidemiological steps (17).

(c) Developing Health Policies

Since Epidemiology is indispensable for making
assessment of community “diagnosis” and “needs” and
the fact that it provides “ evidence based” decisions about
the risks for the individuals and communities, due to
various exposures, makes it a key discipline for
developing Public Health Policies (1 8).

Uses in Understanding the Disease Process
(a) Study ofthe Natural History of Diseases

what we know today of the natural course of HIV or
pulmonary TB or any human disease has been possible
due to systematic observations on hundreds and
thousands of patients and describing the summarized
findings from the observations on these large number of
patients, which is only possible by epidemiological
methods.

(b) Searchingforthe Causes and Risk Factors of Diseases

How do we say that smoking is a cause of IHD? Or, obesity
is arisk factor for diabetes? It is by observing thousands of
obese and non-obese people and following them forward
to see what percentage in each group develops diabetes
(cohort epidemiologic approach) or else by asking
hundreds of IHD people compared to hundreds of healthy
people about smoking history (case-control
epidemiologic approach) (19, 20).

(c) Historic study of rise and fall of diseases

Small pox rose to its peak, killed millions and was finally
eradicated; plague almost vanished after killing huge
proportions of humanity and then again reappeared.
Epidemiological studies of such rise and fall of diseases
are essential to understand the various factors which can
be effectively utilized in preventing the occurrence or re-
emergence of other diseases.

(d) Toldentify Syndromes

The idea of “syndrome” is that two or more different
medical phenomena (constellation of signs / symptoms)
occur more frequently together than can be accounted for
by simply a “chance” association. It is only after obtaining
data on hundreds of patients from various countries about
signs & symptoms of a related nature, through
epidemiological methods, that we are able to put the
pieces of information together and identify “syndromes”
and their etiological factors. For instance, till 1920s,
peptic ulcer was thought to be a single entity. Based on
collection of large scale epidemiological data (from death
certificates and surgical records) and its analysis
according to sex, social class, anatomical site and time-
related trends the two entities, viz, duodenal and gastric
ulcer were clearly distinguished (22, 23). More recently,
obesity, central obesity, raised blood pressure, impaired
glucose tolerance and raised triglycerides / low HDL-
Cholesterol were all identified individually as CHD risk
factors; however, only after studying the data from large
number of subjects, in a consolidated manner, it was
observed that these tend to cluster together more

—Z—



Chapter 1 Principles and Practice of Epidemi

frequently than can be expected simply due to chance, as
“Metabolic Syndrome X” (24, 25).

Uses in Public Health practice
(a) Investigations of Epidemics and Other Field Investigations

While epidemiology, today, is involved in practically all
aspects of medicine and health care, the fact remains that
it originally started as the science dealing with
investigations of epidemics (26) and even today, this
remains one of the most important duties of the
epidemiologists.

(b) Surveillance for Diseases

In addition to investigations of epidemics, disease
surveillance was another important function for which
epidemiology came into being. Today, we have huge
national & international surveillance systems which all
essentially involve epidemiological principles of
information generation, consolidation, analysis and
interpretation.

(c) Making Projections

Quite often we hear that there will be so many million
cases of IHD in our country by 2025 and so on! How are
these projections made? They are actually mathematical
models developed by epidemiologists after collecting
data from large populations for the past many years and
then developing the mathematical models to calculate
whatis likely to occurin future.

(d) Assessing the Programmes for Mass Screening for
Diseases

Based on epidemiological principles of “diagnostic test
assessment”, the mass screening programmes are
planned and subsequently evaluated for their
effectiveness inlarge population groups.

Uses in Clinical and Individualized Preventive Practice

(a) Assessing the effectiveness of treatment and preventive
modalities

Any treatment modality, be it a drug, surgical
intervention, or else any preventive modality (vaccine,
immunoglobulin preparation, chemoprophylactic drug,
lifestyle change, personal protective measure, etc.) has to
be evaluated through the epidemiological approach of
“Randomized Controlled Blinded Trial” (RCT or Clinical
trial) before it can be taken up in clinical usage.

(b) Assessing Prognosis

Epidemiological studies on a large sample of patients,
using the “cohort” approach are essential for evaluating
the role of a prognostic factor in predicting the outcome of
adisease.

(c) Assessing the effectiveness of diagnostic procedures

Any new diagnostic procedure, as a new laboratory test or
a radiological test or even a clinical algorithm has to be
evaluated for its diagnostic accuracy as well as utility, by
studying it on a adequately large sample of patients who
are all also subjected to the gold-standard test, based on
epidemiological principles of “diagnostic test evaluation
studies”.

(d) Assistingin Clinical decision making

Modern epidemiological methods as “clinical decision
trees” are being increasingly used in clinical practice for
taking decisions regarding optimum clinical management
of individual patients. Summary of definition and uses of
Epidemiologyis givenin Table - 3.

Table-3 : Summary Box (Definition & Uses)

Definition

Study of Frequency, Distribution and determinants of
diseases and health problems in human populations
and it's application in prevention, control and mitigation
of health problems.

Uses
(@) InHealth care management
(i) Making Community Diagnosis
(i) Planning & Evaluation of Health Services

(iii) Developing Health Policies
(b) Understanding Disease Process

(i) Studying natural history of diseases
(ii) Searching for Causes & Risk factors
(iii) Historic studies of rise and fall of diseases
(iv) Identification of Syndromes
(c) Uses in Public health practice
(i) Investigations of Epidemics
(i) Surveillance for Diseases

(iii) Making Projections for Future
(iv) Disease Screening Programmes
(d) Assisting in Clinical Practice

(@) Assessing Effectiveness of Treatment
Modalities

(ii) Assessing Effectiveness of Preventive
modalities

(iii) Studying Prognostic factors

(iv) Studying Effectiveness
Modalities

of diagnostic
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Col RajVir Bhalwar

Making Measurements in Epidemiology

Identifying the Disease and “Case Definition”

As we have seen in the previous chapter, the first step in
epidemiology is “identifying” the disease or a health event
or state. Hence at the very outset, the epidemiologist
must clearly give a “case definition” of the disease or
health related phenomena that she is going to study. It
may appear too simple but is not so in reality. If our
interest is to study “tobacco use”, how do we define a
tobacco user? - Anybody who has even once put tobacco
inside the mouth in the lifetime? Or those who smoke at
least one cigarette a week? Or, who smoke at least one
cigarette a day for at least three days in a week? Or, how
do we say that a given child is a case of Dengue fever or
not?

Apparently, one has to give some definition. This, in
epidemiology, is known as “case definition”. Naturally, we
should have a case definition which identifies each and

Case Definition : Dengue Fever

Suspected

Fever of at least two days duration with myalgia,
arthralgia, retro-orbital pain and severe backache,
occurring between July to October in an area where at

least one confirmed case of dengue had occurred during
past 3 years.

Probable

A clinically compatible case with a single convalescent
phase serum IgG titre of 1280 or above or positive IgM.

Confirmed

4 fold rise in dengue antibody titre in paired sera taken
at least 10 days apart, or detection of dengue virus.

every person who has the disease (sensitive) and at the
same time, exclude every person who does not have the
disease (specific). In practice, getting a definition which is
100% sensitive as well as 100% specific is never possible,
for pragmatic reasons. Hence, we draw an optimum
trade-off between sensitivity and specificity, and quite
often, make case definitions according to two or three
levels of certainty, as “suspected”, “probable” and
“confirmed” (27), e.g., we may define the three levels for
dengue as shown in Box above.

Now, having defined the various diseases or health
related phenomena that we are interested in studying, we
need to make accurate measurements. Two essential
requirements come up in epidemiologic practice when we
talk of making measurements. Firstly, we should be
accurately measuring what we intend to measure, i.e., the
measurement process should be “valid”. Secondly, since
in epidemiology, we study a large number of subjects, the
method of measurement should give consistent results
when repeated applications are made (i.e., measurement
process should be reliable or repeatable) (28).

Thirdly, in the process, we would decide the various
headings on which we will make measurements on our
subjects. For example, in a trial of the efficacy of a new
lipid lowering drug, we would note down the age, sex,
blood pressure, blood glucose, total / LDL / HDL
cholesterol, whether given the standard lipid lowering
drug or else the new drug, final level of various lipids
after, say, 6 months and so on. In epidemiology, these
various “headings” are called “Variables”. Thus, Age, Sex,
name of the drug administered, LDL level and so on are all
“variables”. A variable is thus any quality, or constituent
of a subject which 'varies', i.e., likely to have a different
value from one subject to another. We will enter these
findings initially on individual forms for each patient and
later transfer the information to a chart (manual or
computerized) wherein the “value” of each of these
“variables” will be entered for each patient. This chart,
duly completed with all details for the required sample of
patients / subjects is what is known as 'DATA'. Data can
thus be defined as an organised collection of information,
containing the 'values' of the various variables, which
would be used to derive conclusions through analysis and
reasoning. As an example, a 'Data-set’ of an
epidemiological study on IHD and its determinants,
would look something as shown in Table - 1

In Epidemiology, depending on the manner in which the
values of various variables have been measured and
recorded, the data that we collect can, broadly, be either
of the following types (29)

(a) Quantitative Data

It is the data which is collected in terms of mathematical
figures; eg, Blood Pressure, Serum lipids, Body Weight,
No. of Carious teeth etc. Since such data is recorded in

Table - 1

Sr. Name | Dyspnea| Waist | Hip | Body Mass | Tobacco | SBP | DBP Physical IHD Blood
No. grade (cms) | (cms) Index smoking exercise Group
1. XX 3 90 100 27.5 Yes 146 92 None Yes A

2. AC 1 84 96 23.2 No 132 78 Regular No B

3. XB 1 76 84 21.2 Yes 128 82 Irregular Yes 0]

5. XY 0 88 97 25.1 Yes 138 86 Irregular No AB
400. AX Z 92 96 20b.7 No 148 94 Regular Yes O

—I—
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form of numerals, one can also call it as '"Numerical data'.
(b) Qualitative Data

When information is not recorded in form of numbers but
according to certain defined qualities or attributes; e.g.
“Sex - Male/Female”; Outcome of treatment - Recovered/
Dead; Blood group A, B, AB or O; “Satisfied with treatment -
Yes or No” etc. Both quantitative & qualitative data have 3
scales of measurement

Quantitative

The 3 types of scales that can be used to collect such
data are -

(a) Discrete (Numerical) scale

Also called as “count” data. Information recorded on this
scale has the following characteristics

(i) Theycorrespond with a count of some sort
(ii) Theyarerecorded as integer numbers
(iii) They can nottake any decimal value

(iv) The numbers have a definite mathematical
relationship.

A number of variables in epidemiology are measured on
discrete scale; e.g., number of DMF teeth; no. of
abortions; no. of spells of a given disease for individual
subjects; no. of doses of a vaccine taken; no. of visits to
the hospital and so on.

(b) Numerical, Continuous Scale

Also known as “measured” data. Like the numerical
'discrete' scale, numerical continuous scale, also records
the observations as quantities which have mathematical
relationship; however the major difference is that the
observations can take any value (theoretically at least)
along a ‘'continuum' between 2 integers (and not
necessarily restricted to integers as in a discrete scale).
Take, for example, systolic BP. While we would generally
measure systolic BP as 118, 120, 122 etc., this is only
because we have calibrated the instruments accordingly.
Theoretically at least, SBP can be recorded as 199, 121 etc;
and can also be measured as 119.5 or 121.7, or even, for
that matter, as 119.5397501 or 121.7039267 ! A large
number of measurements in clinical practice are made on
this scale - eg. various biochemical parameters, Body
weight, height, BMI, Stroke Volume, CSF pressure and so
on.

(c) Numerical ordinal Scale

The ordinal scale uses numerical symbols for recording
the data, but these numbers do not have any meaningful
mathematical relationship. For example, to record the
variable "fever”, we can record it as numerical values (no
fever =0, Mild fever =1, Moderate = 2, High = 3). In fact
epidemiologic practice is full of such examples (grades of
dysponea, , grades of murmur, levels of satisfaction,
grades of cancer, APGAR score, degree of relief from pain
and so on). With this type of data, we would instantly think
of working out the 'means of fever score'. However, it is
here that the catch point lies. The numbers 0,1, 2 and 3
are not real mathematical numbers - high grade fever is

not really equal to 3 times mild grade nor will a patient
each of nil, mild and moderate fever added together will
give a clinical state equal to high fever ! The point is
important to understand because the statistical tests to be
used in such situations (non-parametric) are very different
from the usual parametric tests used for discrete or
continuous scales.

Qualitative Data

The peculiarity of qualitative data is that the recording of
observations is not made in form of numbers as in
quantitative data, but in form of words; thus it records
“qualities” and not “quantities”. The major 'scale' for
recording the qualitative data is a “Categorical”’, also
called a “nominal”, scale in which two or more categories
are made and depending on whether there are only 2
categories or else more than 2 categories, the scales are
called as “nominal dichotomous” and “nominal
polychotomous” respectively.

(a) Nominal dichotomous

In nominal dichotomous there are only 2 possible
alternative answers to the information being recorded;
e.g. Hypertensive - Yes/No; Status - Dead /Alive; Response
to treatment - Recovered/ Not recovered; Tobacco user -
Yes/No; and so on. In other words, the response will be
recorded as “either” - “or” of the 2 alternatives, in words,
not numbers. (At this point it should be noted that the
response may be recorded as '0' for No and '1' for Yes;
however, in such cases, even if the response is recorded as
0 (for No) and 1 (for Yes), the scale remains dichotomous.

(b) Nominal polychotomous

In a nominal polychotomous scale, there are more than
two alternative answers or possibilities for which the
information is being recorded; and the information is
recorded in words, not in numbers. In addition, the
categories in a nominal polychotomous scale do not have
any ordered relationship, in contrast to the ordinal scale
(see below) where there is a definite ordered relationship.
A number of variables in medical research are recorded on
anominal polychotomous scale; eg., Blood groups (A,B, O,
AB), race, religion, place of residence, hospital where
treated etc.

(c) Polychotomous ordinal scale

Sometimes, the investigator may not give numerical
scores to his ordinal variables but treat them on a
polychotomous (ordinal) scale. While doing so, he may not
record the fever grade in numbers (0, 1, 2, 3) but in words
(nil, mild, moderate, severe). The essential difference
between a “polychotomous nominal” and a
“polychotomous ordinal” scale is that while in the nominal
scale there is no “natural” ordering of various categories,
on the other hand in a polychotomous ordinal scale, the
various categories have a very logical / natural ordering
which cannot be overlooked. E.g., blood groups ,A, B, AB
and O can be written in any sequence without any
disruption in natural ordering, but grade of dyspnoea has
to be written in either ascending or else, descending
order. The issue is important since the statistical tests are

—I—
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different for polychotomous nominal and polychotomous
ordinal variables. Summary of scale of measurement is
giveninTable- 2.

Table - 2 : Summary (Scales of Measurement)

Quantitative (records numbers)

(a) Numerical Discrete (counts)

(b) Numerical continuous (Measures)

(c) Numerical Ordinal (Grades)
Qualitative (records qualities in words)

(a) Dichotomous (two categories)

(b) Polychotomous (more than two categories
Nominal (no natural ordering of categories)
Ordinal (natural ordering among categories)
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Quantitatively Summarizing the Findings

As said in the previous section, measurements in
epidemiology are made in respect of 'variables' like age,
sex, presence or absence of a disease (e.g. Ml) and so on.
For making measurements in respect of each variable, we
have to specify certain 'scales' of measurement (i.e.
numerical continuous, numerical discrete, ordinal,
nominal dichotomous or nominal polychotomous). An
organised collection of the 'values' of each and every
'variable', according to the specified scale of
measurement is called 'data’. Now, this 'data-set’ has a lot
of scientific information but does not convey much sense.
The epidemiologist should, therefore, reduce these
'values' of the 'variables' to certain 'summary' figures
which convey the state of affairs and also enable him to
make the desired comparisons. Depending on the type of
'Scale’, the summary figures can be of the following types :

(a) For variables which are measured on a numerical-
continuous or numerical-discrete scale

we would calculate the arithmetic 'mean’ and make
interpretations based on a single mean or on 2 or more
means (see chapter on Biostatistics).

(b) For variables which are measured on ordinal scale

Here we would work out the 'median’ values for making
comparisons, as covered in the section on biostatistics.

(c) Forvariables measured on'nominal' scale

Most of the times, we are interested in such outcomes
which are dichotomous (eg, improved / not improved with
a given therapy; survived / died; etc.) In such cases we
work out the percentages.

Once we are dealing with dichotomous type of data, the
first question that comes to us is whether we should count
only the numbers or work out some frequency measure?
An epidemiologist must remember that she should not go
by the numbers, but proceed with some form of
frequency, by relating these numbers to a denominator.
See the following hypothetical example.

A study collected the total number of cases of oral cancer
which occurred in a defined state in a calender year. Of the
300 such cases, all were asked about the history of
tobacco chewing. The results were as shown in Table - 1

The comparison based solely on numbers would give a

fallacious impression that oral cancer is two times more
Table - 1

Tobacco Non Total
Chewers Chewers
Cases of Oral CA 100 200 300
Total population 100000 2000000 [21T00000
Rate pertakh 100 10 1429

common among those who do not use tobacco. However,
when we relate the above numbers to a denominator, i.e.,
the total population in the same state who were tobacco

users or non users, we would get the correct picture as
shown in adjacent table. The correct picture that emerges
is that oral CAis 10 times more common among tobacco
users, since the frequency (rate) of oral Cais 100 per lakh
population among users vis-a-vis 10 among non-users.

Second question

Which denominator to relate with? Now that we have
clarified that numbers 'counted' in epidemiology must be
related to a denominator for converting them into
frequency, the question arises as to which denominator to
use. We can have 3 types of frequency measures,
depending on the denominator used (9).

Ratio

Where the numerator is not a part of denominator e.g.
Female : Male ratio in collection of cases of Primary
hypothyroidism as 8:1 is a ratio, wherein the numerator
(females) are not included in the denominator (males).

Proportion

A proportion also has a numerator and a denominator, but
in contrast to ratio, the numerator is a part of
denominator. Eg, when we say that 80% of the patients of
Buerger's disease are smokers, it actually means that the
numerator (a) is included in the denominator (b) and
hence it is a proportion. In fact, a proportion is recorded
on a scale of 0 to 1. If we multiply it by 100, we get a
'percentage’.

Rate
The rate is a summary expression in which, in addition to

No. of patients of Buerger's disease

who are smokers (a)
X 100

Total no. of patients of Buerger's disease (b)

the numerator being a part of denominator, there is also a
relation with time. For example,

The above will be a rate in which a clear relationship to
time (of one year) is also implied, i.e., “% per year”; thus,

No. of previously healthy smokers who
develop
—Buerger's disease inoneyear X 100

this expression is rate.

The two most commonly used measures in
epidemiological / clinical research are Incidence and
Prevalence

Prevalence

Prevalence (often, though erroneously, called prevalence
“rate”) is the number of subjects having a given condition
of interest out of the total subjects who were examined.

Apparently prevalence is a proportion (because the
numerator is also included in the denominator) and not a
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No. of subjects having the condition

of interest at a given time

P I =
revaience Total No. of subjects examined X100

'rate' because there is no time specification.

Incidence rate

The incidence rate is the no of subjects who develop a
condition of interest out of a group of subjects who were
initially free of the condition (but at risk of developing it),
over a defined period of time. Thus,

Letus give anexample
In an effort to study systemic arterial hypertension at high

No. of subjects who develop
the condition over a defined

Incidence period of time

rate Total no of subjects initially free
of the condition, and at risk of
developing it, followed up for the

X 100

years; it gives the “force of mortality or morbidity” of the

In many diseases, the length of observation of subjects
may be variable, e.g. as in table-2 when we follow up the
pt for CA cervix

required period of time

altitude, we examined 25 young adults who were recently
inducted into high altitude. 5 of them were found to be
having HTN. We followed the remaining 20 who were
initially normotensive for a period of 2 years posting at
high altitude and found that over 2 years, 2 developed
HTN.

Thus prevalence atinitial exam=5/25X100=20%

Incidence over a 2 years period =2/20X 100 =10% overa 2
year period (or, 5% over 1
year)

Thus, the period of time must be specified for incidence
rate. An incidence of 10% over a year will have very
different implication as compared to an incidence of 10%
over afive year period.

The two types of incidence measures
Often, two different types of incidence measures are
quoted in publications. These are

(@) Cumulative incidence (CI)
(b) Incidence Density (ID).
A brief overview s as follows

Cumulative incidence (Cl)

This is the same as we have explained for Incidence rate
above. It is also called the 'Risk Rate', or simply as 'Risk ',
since it gives the risk of developing a disease.

Incidence density (ID)
Incidence density is thus expressed in terms of person

Total no. of subjects developing the
disease over specified time of follow up

Cl=
Total subjects at the start of follow up who
were at risk of developing the disease

X 100

Table-2
Subject| Follow up details for CA cervix Total
No. observed time
1. B e e B e * 7 years
2. D s Fst uCRTt EEREER EERERE SEEREY * 7 years
3. >- X 4 years
4, >- ? 5 years
5. >0 0 years
6. > 1 X 2years
7 *—4-years
Years 01 243 4456 7| 29%years
>=follow up starts *=Tfollow up ends;
0 =refused participation X =cancer detected;
?=lost to follow up
Total no. of cases
ID X 100

Total person years of follow up

disease of interest, reflecting the instantaneous change in
the rate of disease at a given point of time. IDis the better
measure in chronic diseases or survival studies where
each subject is likely to contribute different follow-up
periods in the study. However, in most of our routine
clinical research works, where our subjects can be
assumed to be a fairly “fixed population” who can all be
followed up and with little inward or outward movement of
the study subjects, Cl is a good measure of incidence.
(and also, when the time of follow up in not very long).

Thus, ID =(2 / 29) X 1000 = 70 per 1000 person years
(alsowrittenas 0.07 per PY or 0.07 PY-1.

For choosing the correct incidence measure (ID or Cl), it is
suggested that in the usual epidemiologic health / clinical
research settings, Cl should be used. However, if the
issue is to study the specific etiologic / risk factors or
treatment modalities of chronic disease with long latency
(eg, cancers, CVA etc), especially when different subjects
are likely to be followed up for different periods of time
(due to different points of entry into the study, migration,
death, etc), then in such situation, ID should be preferred.
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Table - 3 : Comparison between incidence and prevalence

Incidence

Prevalence

Numerator consists of new cases

Numerator consists of all cases (old & new)

Denominator is all subjects who were at risk of
developing the disease at start of follow up

Denominator is all subjects who were examined

Follow up is essential

No follow-up

All subjects examined at least twice once at start of
follow up and once more at end point

All subjects examined only once
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Making Comparisons between Two Summary Figures :
Measurement of “Risk”

The measures of disease frequency as mean, median,
incidence and prevalence, as discussed earlier, certainly
do give the epidemiologist certain important answers like
“serum cholesterol among patients of stroke is likely to
be, on an average, 260 mg/dl”, or, “the proportion of
tobacco smokers among cases of acute Ml is likely to be
60%, or, the incidence of acute glomerulonephritis over a
5 years period, among children who develop streptococcal
sore throat is likely to be around 10%”. These results give
us important information for planning our preventive and
curative services by way of knowing the 'load' of disease or
risk factors (through prevalence), or for studying the
natural history of a disease (through incidence), and for
making tentative guess works regarding the role of certain
risk factors or preventive/ therapeutic measures in a
disease. But, most of the epidemiological questions do
not stop here. The epidemiologist has to prove that the
“outstanding phenomena” she has observed are really
outstanding. So what if 80% of immuno-suppressed adults
give history of sexual promiscuity? Even 80% of healthy
adults may also give the same history ! If average serum
cholesterol of stroke patients is 260 mg/dl, it may be
possible that it is the same in patients of Peptic ulcer; then
we cannot think in terms of hypercholesterolaemia related
etiology in stroke. If 10% of persons suffering from
streptococcal sore throat developed glomerulonephritis
over a 5 years period, may be an equal percentage of those
who never suffered from streptococcal sore throat also
develope glomerulonephritis in the same period! Thus,
while measures of 'frequency' strongly suggest a “causal
hypothesis”, they do not prove anything. The
epidemiologist has to take another step - of

we would take 2 groups of comparable asthmatics, one on
Salbutamol and the other on Deriphyllin. The “dyspnoea”
grade of each subject would be worked out as per the
grades of dyspnoea. We would finally work out the median
in the two groups and compare them, eg, if median score
in Salbutamol group is 1 and Deriphylline group is 2, we
would do significance testing with a “non-parametric” test
like Mann-Whitney U-test.

When the variables are recorded on nominal scale

This is the setting which is most important to the
epidemiologic researcher and takes the form of a “2 X 2
table”. Let us illustrate with an example whether smoking
is arisk factor for IHD. Now, we could address this issue by
two different approaches

Firsttype

We may proceed from the cause (exposure) to the disease
(outcome). As an example, we took 5000 healthy adult
males in whom IHD was excluded based on history and
resting / exercise ECG. Then, on asking them about
history of smoking we found that 1500 were smokers and
3500 non smokers. We followed up these 2 groups (1500
smokers and 3500 non-smokers) for 20 years and
observed that during this period there were 150 cases of
IHD among smokers and 175 cases of IHD among non
smokers. This setting is a typical example of a
“prospective” or “forward looking study, the details of
which we shall discuss later. Our 2 X 2 table in this study
would look as shown in above box.

The 2X2 table is so named because it has 2 columns and 2
rows. The two rows divide the subjects according to

proving that there is an “association”, or
“difference” , by comparing two groups, as
described earlier. We show such effect by
way of measures of “effect” or “difference”

Exposure (E)

Outcome (O)

Achieved (O+) | Not achieved (O-) Total

or “association”. These measures are Exposed (E+)

150 (@) (E*O") | 1350 (b) (E'O) 1500 (a+b) (all EY)

When the variables are recorded on a |Not exposed (E

Y175 (c) (EO) [3325(d) (EO) 3500 (c+d) (allE)

Numerical continuous or discrete scale Total
See the following example

325 (a+c) (@lT O] 4675 (b+d) (all O) 5000 a+b+c+d
(all subjects)

To study the research question that Cancer
Cervix (Ca Cx) is related to number of
sexual partners, we could take 2 groups of subjects, one
with Ca Cx and other of healthy ladies and take a history of
total No. of sexual partners. We could work out that the
average number of sexual partners among Ca Cx group
was 2.1 as compared to 1.1 in the healthy group. We
would now do the statistical tests for the differences
between 2 means ('t' or 'Z' test) and draw conclusions. (See
section on Biostatistics for details).

When variables are recorded on an ordinal scale

For instance, we may be toying with the question “Is long
term therapy of asthma with Salbutamol helpful in
reducing dyspnoea as compared to the cheaper
Aminophylline derivatives?” For answering this question,

whether they have the exposure or not while two columns
divide the subjects according to whether they developed
the outcome or not. Accordingly, we get 4 cells noted at
“a,b,c,d”. Cell “@” denotes all those who have the exposure
and also had outcome. Cell “b” denotes all those who were
exposed but did not have the outcome. Cell "¢’ denotes all
who were not exposed but developed outcome. Cell “d”
denotes all those who were neither exposed nor had the
outcome. One thing we would like to emphasise at this
pointis that you should, at the very planning stage of your
epidemiologic study, clearly decide as to how you would
define the exposure and non exposure as well as outcome
achieved or not achieved. Secondly, never change the
format of notation: cells a, b, ¢, d should represent what
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we have just explained. For instance cell “a” should always
represent subjects who have both exposure and outcome;
and so on. Your analysis will greatly depend on how
accurately you have put the datain the 2X2 table.

Having given the notation, we would then proceed to
calculate the "incidences of outcome” in the exposed (I,
and non exposed (I ) as follows

l.=a/a+b=150/(150+1350)=150/1500=0.1, or, 10%;

and |, =c¢/c+d =175/(175 + 3325) = 0.05, or, 175/3500
=5%;

and the measure of effect i.e., RR (Relative Risk or Risk
Ratio) is obtained by dividing the I by .. (30, 31). In our
above example, RR =10 /5 = 2. We would conclude that
the smokers are two times at a higher risk of developing
IHD as compared to non-smokers. Against the foregoing
discussion, we can now draw the following interpretations

(a) ThatifRRis1, it means norisk, since the incidence
of the outcome is the same among the exposed
and non-exposed. This value of '1' for RR is also
called as the “Null Value”.

(b) The higherthe RR from 1, the more is the risk. ARR
of 8 would indicate a very high risk. RR is therefore
a measure of the “strength of association”
between the exposure and the outcome. An RR of
1.4 would mean that those having the exposure
are at 1.4 times or 40% higher risk of developing
the condition as compared to those not having the
exposure.

(c) IftheRRislessthan1, it means “reversal of risk” or
a “protective” effect. For example, the RR of
developing IHD may be 0.6 among those who
exercise regularly (exposure present) as
compared to those who do not (exposure absent).
In such settings, we would conclude that the risk
of a physically fit person developing IHD is only
60% (or three-fifth or having a 40% reduction) as
compared to one who is not physically fit.
Apparently, if the RR is protective (i.e. <1) we can
move on a narrow scale of '0' to '1', since RR can
never be less than 0.

The Second type of research

In a large number of epidemiological settings, the above
example of 'prospective’ research may be really difficult.
Can we assemble thousands of subjects at the first
instance and then, secondly, would it be a feasible
proposition to follow up such large number of subjects for
years and vyears - may be for a decade or two.
Epidemiologists have devised an excellent, scientific short
cut to overcome this dilemma. Instead of following up
thousands of smokers and non-smokers for decades,
seeing whether they develop IHD or not, why not
undertake the easier exercise - walk down to the
Cardiology centre, take 100 patients of IHD, another 100
subjects without IHD and compare them regarding
smoking histories. The resulting 2 X 2 table would look
like Table - 2.

Almost instantly, we would think of analysing the table to

wols out the RR as discussed above. However, this tableis

Smoking (E) IHD (Outcome - O)

O+ O - Total
E+ 80 (a) 20 (b) 100 (a + b)
E- 20 (o) 80 (d) 100 (c + d)
I otal 00 (@ + Q) 00 (b + d) 200

much different. It has the following catch points.

(@) We can not calculate the 'incidence' of IHD among
smokers and non-smokers because we have not
started with smokers/ non-smokers and followed
them up, rather, we have picked up cases / non
cases which have already occurred and asked
them about the history of exposure.

(b) We may try to calculate the 'prevalence’ by saying
that since there are 100 cases of IHD among 200
subjects, the prevalence would be 100/200, i.,e.
50%. Here again we would be wrong - these 100
cases of IHD would have come from say, 1,00,000
population and hence the prevalence would be
100/100000i.e.0.1%.

Thus in such a study (this is in fact the “case-control study”
that we shall discuss in detail later on) we can not
calculate either incidence or prevalence or RR. Then what
is the use of doing such a study? The use is very much
there. Epidemiologists have proved that, given certain
assumptions have been met with, the odds Ratio (OR)
calculated by the equation OR = (@ X d) / (b X 0,
approximates the Relative Risk (32). Thus, in our above
example, OR=(80X80)/(20X20)=16.

This value of OR = 16 indicates that the risk of IHD due to
smoking is likely to be approximately 16. There are 2
assumptions under which the OR is a valid estimator of RR
Firstly, the 'controls’ (i.e., the non-cases group) should be
taken from the same source population that give rise to
cases. Secondly, the disease should not be common, i.e.,
the incidence of the disease should be less than 5% (and,
in fact, most of the human diseases are usually below that
level , luckily for researchers). The Odds ratio as a
measure of effect will have the same characteristics as RR,
i.e., if it is 1, it means 'no risk’; if > 1 it indicates an
increasing risk and if < 1, it indicates a protective effect.
Summary of measures of risk ratio is given in Table - 3.

Usual statistical measures of association

In addition to calculating the RR (or OR), we would do the
'Chi Square' test for finding whether the association is
statistically significant or not (please refer to the section
on Biostatistics). However, the epidemiologist must
remember that chi square test does not tell us anything
about the “magnitude” of the effect and hence can not
replace the calculation of RR or OR. For example, the chi
square test may give significant or highly significant result
but it won't tell us whether the risk due to a particular
exposure (eg. Smoking) is 1.1 times or 8 times or 0.6
times (protective). Hence we must calculate RR or OR,

—I—
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Table - 3 : Summarising the Measures of Risk Ratio

ZIn Epidemiology, to produce the final proof of cause
and effect relation, a comparison between two groups
has to be made

ZThis comparison may be made by following forward a
group of subjects with the exposure and another
group without the exposure and calculating the
incidence in exposed (I;) and incidence in non exposed
(INE)

Z“The division product between I, and |, gives the ‘RR’
(relative risk or risk ratio). The RR is the “strength of
association” between the exposure and outcome
variable.

ZIfRRis > 1, it means increasing risk of outcome due to
exposure; if < 1, decreasing risk; if = 1 NO risk (null
effect)

ZFarther the RR from “1”, higher the strength of
association

ZIn a retrospective (case-control or even cross-
sectional) study, the incidences in exposed and non

besides doing statistical tests like chi-square.
Measures of “Difference in Risk”

The measures of risk-ratio (RR or OR) as explained earlier
are very important since they indicate to us the “strength
of association” by telling us in a summary figure, as to
“how many times” is the risk for those having the exposure
compared to those nor having the exposure. However,
that is only one facet. Besides the “ratio of risk”, another
important consideration is how much differenceis therein
risk between the exposed and non-exposed groups. Let us
take the case of an advertisement which says that the cost
of a new car is only two times that of a second hand car
while the cost of a new music system is as much as 5 times
that of a second hand one. This is apparently equivalent of
the “RR”. So, do we straightaway buy a new car and prefer
buying a second hand music system. Well if | gave you
some more data, as shown in the Table - 4, you may
change your view-point.

Similarly, in epidemiology, while measures of Risk Ratio
(RR and OR) are important, equally relevant are the
measures of Risk Difference (RD). The most basic measure
of RD is “Attributable Risk” (AR), a concept which was first

Table -4

Car Music
System
New Rs—5,00,000/-Rs—20,000
C A o A D 2 LA NN R VI aYaYaWi
SCTLCUITTU 1TAal ™™g nNS. 4,JVU,UUU nNS. =, UUU/
Nao - aof tirmnc [ NP=XY / Old D timanc C $irnnc
VO UT CITTTC T TVCVY / A4 A%] o CITTITC O FARALLLLA]

of all introduced by Levin. It is defined as the Difference in
the incidences between the exposed and non exposed

group. Thus, AR =I;- l,.. InourexampleonIHD,AR=0.10
-0.05=0.05. This value of 0.05 is a proportion out of 1; if
we multiply by 100, we get it as 5%. To make AR more
useful, two more measures of RD are derived and used

(a) Attributable Risk (AR) % or Etiologic Fraction in the
Exposed (EF,)

This is calculated as (I.- ) X 100 / I.. It can also be
calculated as (RR-1)X 100 /RR.

It tells us the percentage of outcome among the exposed
group which is due to the exposure; conversely, if the
exposed people give up their exposure habit, it would
result in that much % reduction of the outcome in the
exposed group.

In our example on IHD

AR% = (0.1 - 0.05) X 100/0.1Torelse,(2-1)X100/2=
50%.

This means that 50% of the IHD problem among smokers
is due to their smoking habit; or else, if smokers were to
give up their smoking habit, it would result in a reduction
of 50%in IHD among smokers.

In a case control study, since under certain assumptions,
ORis avalid estimator of RR, the EFe can be calculated as :
(OR-1)X 100 / OR.

(b) Population Attributable Risk % (PAR%) or Etiologic
Fraction in total population (EF,,)

This is calculated as (I, - I,y) X 100 / |, , where |,
incidence in total population.

In our example, incidence of IHD in total population was
325/5000=0.065.

Thus, EF;,=(0.065-0.05)X 100 /0.065 =23%.

This means that if exposure (i.e., smoking) is removed
from the total population, then it will result in a 23%
reduction of the outcome (i.e., IHD) in the total
population. Summary of measures of risk difference is
giveninTable- 5.

is the

Table - 5 : Measures of Risk Difference (RD)

Z  Attributable Risk (AR) =1.- |
Z AR % or, EF, = (-1 )X 100 /I,
=(RR-1) X100 /RR

Z  PAR% or, EF ., = (- 1) X100 /1,

Where,

I, = Incidence of out come in exposed group

... = Incidence of outcome in non-exposed group
AR% = Attributable Risk %

EF. = Etiologic Fraction in Exposed

RR = Relative Risk

PAR% = Population Attributable risk %

EF,, = Etiologic fraction in Total population
[ = Incidence in total population

—Z—
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Epidemiological Measures (Indicators) of
Health and Disease in a Community

In our previous chapter, we discussed about the “summary
measures” in epidemiology i.e., incidence rate,
prevalence, etc. In real health care practice, these
measures are to be expressed in terms of indicators which
provide a quick idea of the status of health, disease and
health related conditions in the community. These
measures (also called as “Indicators”) can be grouped as :

(a) Health Status Indicators : These include Measures
of Mortality and Morbidity

(b) Indicators of health care : (Health Infrastructure;
Human Resources in health; Health Finance
indicators; Indicators of accessibility &
utilization).

(¢) Indicators of “Quality of Life”

(d) Demographic Indicators :-
and population distribution.

(e) Socio-economic developmentindicators related to
health (literacy, income, accessibility to safe water
supply and sanitary excreta disposal facilities,
etc).

(f) Other Indirect Indicators related to health (as

nutritional status, child development,
environmental indicators, etc.).

Measures Of Mortality

Measures of mortality in community health practice could
be either Crude or else Specific indicators :-

Crude Mortality Rate :

The Crude Mortality Rate, also known as Crude Death Rate
(CDR), gives the deaths in a defined community in a year
per 1000 population in the middle of year (i.e, on 1 July) .

measures of fertility

Total deaths in a defined
Community / defined area in a year

Mid-Year Population (01 July) of
that community / defined area

CDR = X 1000

The CDR is useful for making “quick” comparisons
regarding death rates between two population groups and
for making a quick estimate of load of mortality in a given
population. However comparison of CDRs between two
populations may differ from each other because of
confounding factors (eg, the observed differences in the
CDRs of 2 populations may be because of the different
age-structure of the 2 populations). Therefore,
“adjustments” for such factors are made by the procedure
of “standardization”, to calculate “Standardized Mortality
rates”, by statistical methods of Direct or by Indirect
Standardization. Secondly, the CDR does not tell us as to
which particular “subgroups” are most affected or what
are the important causes of mortality (eg, it does not tell
us whether deaths are more due to TB or accidents). For
this reason, “specific rates” are computed.

Specific Morality Rates

Specific mortality rates provide more meaningful
information as compared to CDR, by identifying the “risk
of death” in different subgroups or risk of death due to
specific diseases (35). The commonly used are

(a) Age Specific Mortality Rates (ASMR)

This is calculated as the No. of deaths in a particular age
group in a defined area over a defined time period per
1000 “mid-point” population of that particular age group
inthat defined area

(b) Sex Specific Mortality rate

This is calculated as the No. of deaths occurring in a
particular sex group in a defined area and defined period
of time (usually 1 year) per 1000 Mid-point population
(usually mid year population) of that particular sex in that
area.

(c) Cause specific Mortality rate (CSMR) :-

The CSMR is calculated as No. of deaths occurring in a
defined area due to a particular disease, in a defined
period of time (usually 1 year) for every 1000 Mid point
(usually mid year) population in the defined area.

(d) Cross combination of Age, Sex, cause etc.

Depending on the requirements, further combinations of
age, sex, cause, occupation and so on (as relevant) may be
made to further enquire and identify special risk groups.
For example, we can make the cause specific (Lung CA)
death rate in a specific age group (40 to 60 years) and in a
specific sex (males) working in a specific occupation
(Asbestos industry).

(e) Case Fatality Rate (CFR):

The CFR is calculated as No. of persons, dying due to a
particular disease, during a defined time period, in a
defined area per 1000 persons in that area, having that
particular disease . The CFR dose not give the risk of dying
due to the given disease which a person in the defined
community has or the importance of the disease as a
leading cause of mortality in the community at large (that
is given by cause specific mortality rate); it rather gives the
“killing power” of the disease; eg, the CFR for Rabies is
very high (100%); for acute Ml and Japanese encephalits it
is quite high (30-40%) while it is very low for common cold
(almost 0%).

(f) Proportionate Mortality ratio (PMR)

This gives the proportion of total deaths that are due to a
given cause, out of the total deaths. It is calculated as
Total deaths due to the particular disease in a defined area
over the given time divided by the total deaths (due to all
causes) in that area during that time & multiplying the
result by 100 to getitas a%.

While interpreting the various types of measures of
mortality, the epidemiologist should be careful about
certain “biases” that may occur. Such biases can occur in
two ways :-

(a) Errorsinthe numerator

—I—
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This can occur because of inaccurate or incomplete
reporting of the various causes of death in large
population groups; eg, in a developing country, road
accident deaths may be diagnosed, recorded and reported
more accurately as compared to deaths due to various
neoplasms.

(b) Errorsinthe denominator

This may occur because of inadequate or incorrect
enumeration of either the “population” or the deaths,
depending on which one of the two is in the denominator.

Special Mortality Indices Used In Maternal And Child Health Care
(a) Infant Mortality Rate (IMR)

This is calculated as the No. of deaths among children less
then 1 year age in a year for every 1000 live births in the
same year in the same area. The IMR is one of the most
sensitive indicators of the health and socioeconomic
conditions of a community, since it is affected by diseases
that directly cause infant deaths (Acute Respiratory
Infections, Diarrhoeal diseases etc), by the availability and
utilization of health care services & by various social
factors like income, family size, customs, beliefs etc.

(b) Maternal Mortality Rate (MMR)

It is calculated as the No. of deaths due to “maternal
causes” in a given community, in a year per 1000 live
births in the same Year in the same area. (Maternal death
is defined as death occurring to woman, while pregnant or
within 42 days of termination of pregnancy, irrespective
of the duration and site of pregnancy, from any cause
related to or aggravated by pregnancy, but not from
accidental or incidental causes). Similarly, the MMR is
another very sensitive indicator of the health status of
women in the reproductive age group, as well as of the
obstetric services. The MMR is another very sensitive
indicator of the health status of women in the
reproductive age group, as well as of the obstetric
services.

(c) Neonatal Mortality Rate (NMR)

This is calculated as the deaths in a year, in defined area,
among children < 28 days age per 1000 live births in the
same year in the same area. (Note that in IMR, MMR, and
NMR, the denominator is the 'total live births' and not the
mid point population of that particular group).

(d) Perinatal Mortality rate (PMR)
This is defined as the No. of foetal deaths of > 28 weeks
gestation plus infant deaths of < 7 days age in a defined
areain one year per 1000 “live births plus foetal deaths” of
> 28 weeks gestation (i.e, total live and still births) in the
same area and in the same year.

The point to be noted is that as overall socioeconomic
conditions and health care systems improve, the IMR may
decrease quite fast but the NMR, especially PMR may not
decline so fast. This is because most of the causes of
“Post-Neonatal Mortality” (i.e., deaths between 1 month to
12 months age) are amenable to good health care in the
from of immunization of children, early diagnosis and
treatment of acute respiratory infections / diarrhoeal
diseases and nutritional care. However, the causes of
NMR, and especially PMR) are less amenable to
improvement in health care delivery, being often related

to causes like congential malformations.

It also stands to reasoning that, since MMR, IMR and other
indicators are all closely related, if the health care is
improving, all of them should show decline. A decline in
one without a proportionate decline in the others should
initiate a search for a possible “disproportionate”
development of health services. For example, a decline in
MMR, without a corresponding decline in IMR may be
because of much improvement in obstetric care to the
community without simultaneous improvement in
childhood immunization or early treatment of acute
infections among infants.

Measures of Morbidity

While mortality indicators are, by and large, “incidence
measures”, morbidity measures can be either in the form
of incidence or prevalence and are calculated as
counterparts of “mortality measures', as Crude morbidity
rate, Age or cause specific Morbidity, etc. For example, the

Table - 1

Total new cases of HIV occurring in a
year
in a community, out of those initially
=~ ___sero-negative X 1000
Total persons who were 'at risk'
of developing HIV at the start of follow

Incidence

. up .
Total persons in a community found to be
having HIV positivity at the time of the
SUTVey

Total persons in the community

Prevalence

“annual incidence”, or else the “prevalence” of HIV
infection in a community will be worked out as shown in
Table 1

Measures of Fertility

Epidemiologic measures of fertility are extensively used in
fields of demography, family planning and health
administration. The selected indices are :-

Crude birth Rate

It is calculated as Number of live births in an area during
one year per 1000 Mid year population. The CBR has the
advantage of ease of compilation. However, the
denominator in CBRis total population; on the other hand,
the real contribution to the births in a population groups
comes from the females in the reproductive age group (15
to 44 years age). This deficit of CBR is overcome in General
Fertility Rate (GFR).

General Fertility Rate (GFR)

Itis defined as Number of live births in a given area during
a year per 1000 Mid year population of females in the
reproductive age groups (15 to 44 years) in that area,
during that year

While GFR is definitely an improvement over CBR,
comparisons between two populations based on GFR may
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not be accurate because the populations structure of
ladies within the category of 15 to 45 years age may be
quite different between the two population. Secondly, the
GFR does not allow for indentifying the “high risk” age
group of females, as far as conception is concerned, so
that family planning activities can be directed towards
such high risk groups. This difficulty is overcome by
computing the Age Specific fertility rates (ASFR).

Age Specific fertility rates (ASFR)

It helps in identifying the age groups of women having the
highest reproductive potential, so that family planning
measures can be directed towards such groups. It is
calculated as Number of live births towomen in a specified
age group (eg, 20 to 25 years age group) in a given area
and in a given year per 1000 mid year population of
females in the same age group (e.g., 20 to 25 years) in that
areaduring thatyear.

Total Fertility rate (TFR)

This gives the estimated number of children which a
group of 1000 women would bear, if they were to start
their reproductive life at a common point of life, and were
to pass through their entire reproductive span, subject to
the current age-specific fertility rates. This measure is
calculated by summing up the ASFRs for the different age
groups and multiplying such sum by the class interval on
which the age groups have been formed; eg, if we have
made the age groups as 15-19, 20-24 years and so on
(thus the class interval being 5 years), the ASFRs would be
summed up and multiplied by 5 to get the TFR. The TFR is
quite an accurate epidemiological measure of fertility and
provides valid answer to the issue “How many children
would awoman have, on an average?” (or, in case the ASFR
have been calculated as per 1000, it will tell us how many
children 1000 women are likely to have).

Gross Reproductive Rate (GFR)

is a measure of the average number of female live births
that would occur to a female new born, growing up and
passing her entire reproductive age, if the current fertility
rate were to apply. The GFR assumes that these women
will not die before completing their childbearing age,
which is more of a hypothetical assumption, and this
drawback is overcome through compilation of Net
Reproductive rate (NRR). The GRR is thus equivalent to TFR
for female children only.

Net Reproductive Rate (NRR)

The NRR is as measure of the average number of female
live births that will occur to a newborn female as she grows
up and passes through her entire reproductive age group,
provided she was subjected to the current rates of fertility
as well as mortality. Thus, the NRR is similar to GRR, but, in
addition, also caters to the fact that some women will die
before completing the child bearing age, while making the
calculations. The NRRis a sensitive indicator of population
growth. If the NRR is 1,00, it indicates that each
generation of motheris being replaced by an exactly equal
number of daughters; in other words, the female
population is “maintaining itself”. A large number of
developing countries have kept a target of achieving a NRR
equal to 1,00, as a part of their family planning

programmes.

Population growth rate

This is also known as the natural rate of population
increase. It is calculated as the difference between CBR
and CDR.

Dependancy ratio

The dependency ratio is calculated as the ratio between
Population < 20 years age + population > 65 years to the
population in the age groups 20 to 64 years.

Indicators Related To “Health Services”

These are indicators which either measure the
“availability” (as, Doctor Population ratio, Population
served by each Health centre, Population hospital bed
ratio); or, “expenditure on health care” (as, percentage of
national budget earmarked for health sector, Average
finances spent per person on health care); or, “health
coverage” (e.g., percentage of children fully immunized,
deliveries conducted by trained birth attendants, % of
cases of pulmonary TB brought under ATT, etc.); or
“accessibility” (e.g., Mean distance in Kms required to be
traveled in a village to reach the health centre); or,
“utilization” (e.g., % of women who availed of cervical
cancer screening camp out of those who were eligible); or,
finally, the “policy” (e.g., availability of a stated health
policy and enunciated targets).

Indicators Related To “Quality of Life”
Some of the important indicators are

Years of potential life lost (YPLL)

This may be defined as the years of potential life lost due
to premature death. In contrast to other mortality
measures, YPLL emphasizes the processes underlying
premature mortality in a population. By this method,
deaths occurring at younger ages accrue more years of life
lost than deaths occurring at later ages. Years of potential
life lost resulting from few deaths at
young ages may exceed the years of
potential life lost resulting from
many deaths at older ages. YPLL is
often calculated using age 65 as the cutoff , with grouped
age of death, and is calculated as follows, where 65 is the
upper age limit established, i is the midpoint of the
grouped year of age at death (e.g. 59.5 for age group 55-

64) and diis the number of deaths at age “i

Disability Adjusted Life Year (DALYs)

This is a health gap measure that extends the concept of
“Potential Years of Life Lost” (PYLL) due to premature
death, to also include equivalent “Years of Life Lost due to
Disability” (YLD) by virtue of being in
states of poor health. The DALY
combines in one measure the time
lived with disability and the time lost
due to premature mortality. One DALY can be thought of
as one lost year of 'healthy' life and the burden of disease
as a measurement of the gap between current health
status and an ideal situation where everyone lives into old
age free of disease and disability.

The formulafor YLL foragivencauseis: YLL=NXL, where,
N = number of deaths and L = standard life expectancy at

YPLL =% [(65 )]d i

DALY = YLL + YLD

—I—
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age of death in years.

The formulaforYLDis: YLD =1 X DW XL, where, | = number
of incident cases; DW = disability weight, and, L = average
duration of the case until remission or death (years).

The “Disability Weights” (DW) have been discussed in the
WHO report on Global Burden of Diseases 2000.
Additionally, 3% time discounting and non-uniform age
weights which give less weight to years lived at young and
older ages are used in calculating DALYs. With above
mentioned non-uniform age weights and 3% discounting,
adeath ininfancy corresponds to 33 DALYs, and deaths at
ages 5to 20 toaround 36 DALYs. Thus a disease burden of
3,300 DALYs in a population would be the equivalent of
100 infant deaths or to approximately 5,500 persons aged
50 years living one year with blindness.

YLL=N XL, where, N=number of deaths and L = standard
life expectancy at age of death in years. The formula for
YLD is : YLD = | X DW X L, where, | = number of incident

Table - 2

cases; DW = disability weight, and, L = average duration of
the case until remission or death (years). The “Disability
Weights” (DW) have been discussed in the WHO report on
Global Burden of Diseases 2000. Additionally, 3% time
discounting and non-uniform age weights which give less
weight to years lived at young and older ages are used in
calculating DALYs. With above mentioned non-uniform
age weights and 3% discounting, a death in infancy
corresponds to 33 DALYs, and deaths at ages 5 to 20 to
around 36 DALYs. Thus a disease burden of 3,300 DALYs
in a population would be the equivalent of 100 infant
deaths or to approximately 5,500 persons aged 50 years
living one year with blindness.

Sullivan's Indicator

Sullivan's indicator is a health state measure of a
collection of persons which is independent of its age
structure. It offers a possibility to compare health states of
the entire population between two dates in spite of a
modification of its age composition (provided that the

Indicator

Current (Figures) Goals

Crude Birth Rate (CBR)

24.1(SRS, 2004) 21 (NPP-2010)

Crude Death Rate (CDR)

7.5 (SRS, 2004) 9 (NPP- 2010)

Total Fertility Rate (TFR)

2.7 (NFHS-3, 2006) 2.1 (NPP- 2010)

Net Reproductive Rate (NRR)

1.5 (1990) 1 (NPP- 2010)

Couple Protection Rate (CPR)

56.3 (NFHS-3, 2006) 60 (NPP- 20T10)

IntTant Mortality Kate (IIVIK)

>/ (NFH>-5, Z0UD) <30 (NFP- ZUTU)

Under five Mortatity 74—(Omicef, 2005) AT MDG(2015)
Al . LAA e g D du AD _AALIN D e e VaVa¥ uhY

INTUTTALAT VIUT LdITLY RdLT G5 (WiTU RTCPUTL, 2UUS) =T T

Matormnal Mareo it Rati~ (AAD) 2 N1 (CRC OS2TNND\ 1 (NDPD_2°N10)
wIiatTTTIar 1vioT lallly INATTOUIVITvVITY [ AV A | \JI\J’ LVVJ} T \I T [“AVA] U}
Institutional Deliveries 40 7% (NEHS-3. 20086) 80%(NRP- 2010

npli\/pr\l/ h\,/ Trained ppr<nnnp|

)
7
48 3% (NEHS-3_2006) 100% (NPP-2010)

Tuberculosis Mortality (per lakh)

7

30 (WHO Report, 2006)

Children 12-23 months fully immunized

43.5 (NFHS-3, 2006) 100% (NPP- 2010)

Children 12-23 months who have received BCG (%)

78.2 (NFHS-3, 2006) 100% (NPP- 2010)

Children 12-23 months who have received 3 doses of

78.2 (NFHS-3, 2006) 100% (NPP- 2010)

polio vaccine (%)
Children 12-23 months who have received 3 doses of

55.3 (NFHS-3, 2006) 100% (NPP- 2010)

DF1 vaccine (%)

Children 12-23 months who have received measles vaccine (%)

58.8 (NFHS-3, 2006) 100% (NPP- 2010)

(NFHS : National Family Health Survey; NHP : National Health Policy; NPP : National Population Project;
SRS : Sample Registration Scheme; MDG : Millennium Development Goals)
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Table - 3 : Calculation of Important Health Indicators

Mortality
CDR
Total deaths ina community inayearX 1000

Mid year population (1" July) of that community

ASMR
Total deaths inagivenage Gp.inayearX 1000

MidtyearpoputatiomttJuty)of that Age Gp-

CSMR
Total deaths due to adisease.inayearX 1000

CFR
Total deaths due to a particular disease X 100
Total cases of that disease

PMR
Total deaths due to a particular disease X 100
Total deaths in that community during same time

IMR
Deaths among infants (age <1 yr)inayearX 1000
Total live births in that year in same community

MMR
Deaths due to maternal causes inayear X 1000
Total live births in that year in same community

PMR

Foetal deaths after 28 weeks pregnancy plus
Perinatal deaths of children upto 7 days age, in a
year X 1000

Total live births plus still births in that year in same

cabara-nii L
CoOTmTrTaTey

NMR
Deaths of children upto 28 days age, inayear X 1000
Total live births in that year in same community

Morbidity

Disease Incidence rate
Total new cases of a disease occurring in a given
period of follow up among those who were initially

atrisk X" 1000
Total persons who were at risk at start of follow up

Prevalence

Total persons found to be having the disease X
1000

Fertility

CBR
Total live births in ayear ina community
Mid year population of that community

GFR
Total live births in ayearin a community

Midyearpoputationoffematesinage group

15 to 45 years in that community

ASFR

Total live births in a particular age group of
Females (e.g., 20 24 yrs)inayear

Mid vear population of females in that
particular age group (e.g., 20 24 yrs)

TFR
> (ASFRs) X class interval used for age groups

Quality of life

YPLL =3(65 D]d i
DALY = YLL + YLD
WHERE, YLL=N X L, and YLD = | X DW X L
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Sources of Data in Epidemiology

As we said earlier, “data” means an organised collection of
individual measurements for each and every subject, in
respect of each and every variable of interest. Once this
data has been collected, collated and “summarised” it is
called “Information”. Thus, information is a “factual
presentation i.e, a “Summary of facts” from the data and as
they exist without any added element of interpretation of
facts. Now, once this information is viewed and evaluated
against the backdrop of a given “socio-demographic”
setting by experts in their respective fields, it becomes
transformed into what is called as “Intelligence”.
Obtaining data, in epidemiologic practice, may take either
of the two modalities. Firstly, the investigator may decide
the epidemiologic or research question, select an
adequately large and representative sample, and collect
the data by making measurements on each subject,
herself. This situation, when the data is collected by the
investigator primarily for the purpose of the
epidemiologic study is called “primary data” . However,
often the epidemiologist cannot be so idealistic but rather
has to be more realistic, in that he may have to depend on
various “other” sources of information. Such situation,
when the epidemiologist utilizes the data which has been
collected for some other purpose is called “secondary
data” analysis. In the present chapter, we would have an
overview of the various common sources of obtaining
such secondary data for community health care. Such
sources of information can be the following (36) :-

(@) Census
(b) Vital Statistics:-
(i) Death certificates.
(i) Birth certificates.
(iii) Registration of other vital events
(c) Health Surveys.
(d) Disease notifications
(e) Diseaseregistries.
(f) Information for special population groups

(g) Records of hospitals and other health care
facilities.

(h) Disease surveillance data.
(j) Othersources of information.
Census

Census means “to enumerate”. It consists of a sequence of
activities concerned with collection, collation and factual
presentation of data pertaining to social, demographic
and health related factors, in respect of a nation (or, large
population group), undertaken periodically, and having
some sort of statutory back-up for it to be undertaken. A
census, in essence, gives the information, regarding the
size and composition of a population, the forces that
determine such size and composition, and the trends
anticipated in future. The periodicity of census kept as
onceintenyears, and itis generally undertaken during the

first quarter of the first year of the decade. The amount of
data collected may vary, from as little as population size
and age / sex structure on one end to a large number of
social, economic, demographic and health related
variables on the other end; however, a fairly developed
census mechanism would usually provide information
regarding total population, density according to per
square kilometers of land area, decadal growth rate,
literacy rate, economic conditions, occupational
characteristics, and selected indicators of mortality like
overall death rate and infant mortality rate. A legal
authority constituted by the Federal/ Provincial
government is generally made responsible for the
collection, collection, collation and publication of census
data. There are two general methods of collection of data
inacensus :-

de-facto method

persons are enumerated according to their location at the
time of enumeration. This method is used in developing
countries like India.

de-jure method

This method is used in developed countries like U.S.A. The
persons are assigned according to their “usual” place of
residence and not according to their location at the time of
census, as practiced in de-facto method. This method
provides a better indication of permanent population and
related socio-demographic factors of an area, though it is
more expensive and needs much better level of training of
census-data collectors.

In India, Census 2001 was carried out in two phases-the
house numbering and the house listing operations
followed by population enumeration. The house listing
operation was conducted in different States and Union
territories during April to September 2000. In addition to
collecting data on characteristics of the house,
information on availability on certain amenities and assets
were also collected during this phase. The population
enumeration was undertaken between 9" and 28" Feb
2001 with a revisional round from 1 to 5" March. The
“census moment”, i.e., the referral time at which the
snapshot of the population is taken was 00.00 hours of 1*
March, 2001. For the first time during census 2001,
permanent location code numbers were assigned to
ensure comparability of the data at the village and other
administrative levels. Special features of Census 2001
included additional collection of data on drinking water
(within premises/outside premises), source of lighting,
availability of toilet facility within the house & type,
number of married couples living in the household having
independent room for sleeping, disposal of waste water,
availability of separate bathroom & kitchen, etc. For the
first time during this census, the signature/thumb
impression of the respondent was taken. The salient
findings were as shown in Table 1
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Table - 1

Population
Total population 1,027 million
Total increase in population 180.6 million

Annual growth rate 2.1% (2.5% for last 30-40
yrs)

Children in the age group Of
6 15.42 %(17.94 % in 199])

Population Density 324 persons per sq km
(267 in 1991)
Highest density : 9,294

persons per sq km (Delhi

)
Sex ratio 933 females per 1000

males (927 in 1991)

Literacy
Overall Literacy
Male literacy rate

65.4 % (52.2 %in 1991)
75.8 % (64.1 %in 1991)

Vital Statistics

Vital statistics means the ongoing recording of all vital
events' such as births, deaths, marriages etc. Registration
of Births and Deaths is a legal requirement in our country.

Death certificate :

It is one of the most important source of information
about the distribution of a number of diseases. The death
certificate as recommended by the W.H.O is depicted in

PART |
Disease Or Condition Leading To Death
(a) Pulmonary Embolism Due to or as consequence
of
(b) Pelvic Vein Thrombosis
consequences of
(c) Septic Abortion

PARTII
Other significant conditions contributing to death but not

Due to or as

the following example :-

Part | requires the cause of death to be filled up. Cause of
death is defined as “morbid condition or disease process
leading directly or indirectly to death". It dose not mean
the mode of dying as “heart failure” “asphyxia” “Hepato
renal failure” “circulatory collapse” etc. In part-1, there are
usually three lines. Here, the particular cause which
started the final chain of events should be entered in the
bottom most line, and this is taken to be the cause of
death; on the other hand, the condition in the chain of
events which finally directly led to death is shown in the
top most line. In the example given above, the patient had
septic abortion which is entered in the bottom most line of
part-l and will be taken as the cause of death during

compilations. This led to pelvic vein thrombosis which
finally led to pulmonary embolism directly leading to
death (note that cardiorespiratory failure is not entered as
the final cause since it is the “mode of dying”). In this part
I, NIDDM is entered as a significant condition contributing
to death but not related to the disease causing it (i.e,
septic abortion). In addition to entering the cause of death
correctly, the international classification of Diseases (ICD)
number of the particular cause should be entered . The
problem with death certificates, regarding cause of death,
is the inaccurate/incomplete filling of certificates as also
inadequate reporting to the relevant statistical authority.
This aspect must be especially considered if comparisons
regarding cause of death are being made between two
countries or areas.

Birth certificates

Birth certificates are useful for epidemiologic research as
well as health services management; they provide a
denominator data for calculating various rates. Ideally, a
birth certificate should contain information about date,
place of birth, details of parents, domiciliary / institutional
birth, sex of newborn birth attendant's details, type of
delivery and complications if any, age of mother and birth
order of the child.

Other vital events

Other vital events include registration of marriages and
divorces; reporting of still births; and reporting of foetal
deaths.

Health Surveys

Health surveys are an important source of reliable health
information. Such surveys may be directed towards a
particular disease (eg sample survey for TB); or, general
health surveys directed towards specific population
groups like a cluster of villages/ a tribal area/school
children; or surveys concerned with planning and
evaluation of health services in the form of survey
committees appointed by the Government or private
agencies to evaluate health programmes or assess
general health situations and needs; or, surveys directed
towards determinants of health, like dietary surveys or
air/water pollution surveys. Surveys provide valuable
information for planning/evaluation of health services /
programmes; for identifying needs; for providing
information about available health manpower and other
resources; for suggesting “hypothesis” regarding
individual or community risk factors; and for providing
statistics for public health / educational programmes. A
paradigm situation can be quoted regarding the “National
Health survey” of USA.

In India, the National Family Health Survey (NFHS) is an
important step for generating epidemiologic information.
The NFHS-3 has provided information on population,
health & nutrition in India and each of its 29 states. The
main objectives are to collect data at the national and state
level on demographic rates pertaining to fertility, IMR,
PMR, reproductive health pattern; to measure prevalence
of contraceptive practice; to collect and analyze data on
HIV/ AIDS related behavior and health of slum
populations. The survey is based on a sample of
households which is representative at the national and
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state levels. Total of 10.9 million households including
19.8 million men and women were interviewed using the
method of multistage sampling, the sample being
selected in two stages. Three types of questionnaire were
administered in NFHS: - the village questionnaire to collect
information about basic health care and education facility;
the household questionnaire to collect general data about
household and women's questionnaire for eligible women
from household sample. The findings of HFHS 3 revealed
that knowledge of HIV/ AIDS among men and women was

Table - 2
INDICATORS FIGURES
Total Fertility Rate 2.7
Institutional Deliveries (%) last 3 yrs 41
Contraceptive Use (%) (Currently
married woman (15-49 yrs) 56
Children ITmmunization & Vitamin
A supplementation (12-23 months fully
immunized children) 43.5
Chifdren under 3 yr who are underweight 4 45.9

found to be 80% and 57% respectively. In general,
knowledge was found to be much better in urban setup
rather than rural areas. Some findings regarding key
indicators were as given in Table 2.

Disease Notification And Registration

At the international level, cholera, plague and yellow fever
are notifiable to the WHO under International Health
Regulations. In addition, Malaria, Rabies, Salmonellosis,
Influenza, Polio, Epidemic (louse borne) Typhus and
Relapsing Fever are subject to international surveillance.
Similarly, under the national Integrated disease
surveillance programme (IDSP), a number of diseases have
been made notifiable. Similarly, the Indian Armed forces
have a very well established programme of diseases
(groups 'A’, 'B', and 'C") which are notified as per format of
AFMS Form 73. The general problems with notifications
and registrations of diseases is the inadequacy in respect
of complete coverage and the delay in initiating the
notification report. However, it may be mentioned that
even though under-reporting is common, still one can

always monitor the trends and take action to
prevent/control impending epidemics, using such
information.

Disease Registries

A disease registry keeps a record of salient features of the
cases suffering form a particular disease in a defined
population or geographical area. It also helps in
monitoring trends of a disease . Population based as well
as hospital based cancer registries have been established
quite methodically in many countries over the world,
including India (37).

Information form Special Populations
Some groups have well maintained and extensive health

data (eg, uniformed services, factories, mines,
occupational groups, Insurance policy holders, persons
covered by various health insurance programmes etc).
However, one must remember that these groups have
special characteristics and it may be difficult to apply the
findings regarding health status and it's determinants on
the general population.

Records of Hospitals and Health Services

In developing countries with inadequate notifications of
morbidity and mortality, hospital records are important
tool for the epidemiologist as well as the health
administrator. In addition to hospitals, records form other
health services (national health programme offices,
Community/Primary Health centers ) also provide
valuable data. An advantage of these records is that the
diagnosis is likely to be quite accurate. The disadvantage
is that they tend to produce a 'biased' view of the disease
picture since there may be many factors as to why patients
come to a particular hospital for treatment ( eg, the
patients may be having complications; or the hospital may
be close by to their residence; or, may be they have the
capacity to pay for the services). Secondly, hospital
statistics tends to represent only a very small picture
(generally the severe forms of the disease) of the actual
disease in the community and hence it may be difficult to
work out the 'rates' of disease occurrence from hospital or
such records-based-data. The advantages and
disadvantages of hospital based data have been reviewed
in detail by Masi (38).

Epidemiological Surveillance Data

Ongoing surveillance systems are generally built up in the
various national health programmes. Such data can be
used for calculating the incidence of the particular disease
by relating it to population size being served by the
surveillance system. Similarly, 'sentinel surveillance' data
from selected hospitals can be utilised for various
epidemiological purposes.

Other Sources of Information
Depending on the information needs, the epidemiologist
may need data from the meteorological / environmental

Box - 1 : Important sources of epidemiological data in
indian armed forces

Z Annual Health report of the Armed Forces issued by
the DGAFMS

Z Annual Health reports of Army, Navy & Air Force
issued by respective DGsMS

2 Notification of notifiable diseases (groups 'A’, 'B' &
'C") raised by admitting hospitals on AFMSF 73

/7 AFMSF 40 & 42 showing monthly details of
admissions & discharges, with diagnosis, raised by
individual hospitals

2 Monthly reports on HIV / AIDS & HAPO issued by
Armed Forces Central Epidemiological Surveillance
Centre (AFCESC) and AIDS Control Organisation
(ACO) functioning at Dept of Community Medicine,
AFMC, Pune.
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Box-1(Contd.)

Z Notifications of HIV infection (ACO Forms 1 & 2) and
HAPO (HAPO Forms 1 to 4) raised by individual
hospitals and sent to AFCESC / ACO

Z Monthly Health Report initiated by Station Health
Organizations (SHOs) and Preventive Medicine Staff
Officers of various formation HQs

2 Daily Hospital Admission & Discharge Registers of
military hospitals

/ Laboratory investigations registers of military
hospitals.

/7 Strength returns forwarded by individual military
units to the SHOs and feeding returns forwarded to
Army Supply Corps (ASC) units (for denominator
data)

2 Reports of epidemic investigations forwarded by
individual SHOs to AFCESC

2 Reports of various health surveys undertaken by
Preventive Medicine and Clinical Specialists

2 Documents maintained by Regimental medical Offrs
(RMOs) : barrack treatment register, sanitary diaries
and register of low medical category persons

2 Individual Health Record Cards maintained for All
ranks both by the military units and individuals
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The Epidemiologic Method (Designs) : (a) Descriptive Studies

The various aspects covered till now deal with the basic,
fundamental principles, a knowledge of which is essential
for any type of Epidemiologic practice. However, once the
correct epidemiological question has been asked and due
consideration has been given to the various basic
principles dealt with earlier, the worker has to select out
the particular type of epidemiological “design”, most
suitable for the question ((39). As described earlier, any
epidemiologist would be, very broadly, undertaking one
of the following 2 types of exercises :-

Z\We may be simply 'describing' a phenomena of interest,
expressing it in terms of a measure of health or disease
(as mean, median or incidence or prevalence). In such
instances, we do not have a 'preformed hypothesis'
regarding cause and effect relationship (ie., this
particular 'exposure' leads to that possible 'outcome’). It
is only after a 'descriptive study' has been completed
that the researcher, based on the results of the study,
develops one or more hypothesis regarding causal
association. Such studies are called the “Descriptive
Studies”.

ZThe second general situation is that investigator may be
proceeding with a “preformed hypothesis” regarding a
cause-effect relationship (ie., this 'particular exposure'
leads to that particular 'outcome'). In other words, the
investigator proceeds to invstigate his hypothesis of
cause-effect relationship between a possible exposure
and postulated outcome. These studies are called
'Analytical Studies”.

Descriptive Studies

As stated earlier, on a number of occasions the
epidemiologist does not have any preformed hypothesis
regarding a cause - effect relationship. His object is,
rather, to describe certain clinical or health related
phenomena and, at the end of study, to develop some sort
of hypothesis regarding a possible cause-effect
relationship, which can be further subjected to evaluation
by analytical studies. In medical research, the various
settings in which the investigator may undertake
descriptive studies are :-

#Describing certain health related variables and their
“distribution” (eg, mean serum cholesterol among
patients of IHD or among healthy people, and the
distribution of serum cholesterol according to age, sex,
time of day etc).

ZDescribing the “Natural history of disease” (eg, progress
of untreated HIV +ve/AIDS patients) or “Natural history
of health related phenomena” (eg, growth and
development among children).

ZTo describe the load of a disease (eg, prevalence of TBin
community) or a health related factor (eg, prevalence of
smokers) or to describe the available health services,
usually with a view to plan the health services.

ZTo describe the occurrence of a disease (eg, 'incidence’
of poliomyelitis among children) or a health related

phenomena (incidence of death among patients who
suffer from CACx).

ZTo describe the occurrence of an interesting clinical or
health related “episode(s)” (e.g. description of a case of a
given disease, presenting with atypical symptoms).

A descriptive study gives a strong suggestion that a causal
association may be present but doesn't prove it. Eg, the
incidence of acute glomerutonephritis among children
developing sore throat may be described as 10%. This
gives a strong indication that sore throat may be causally
related to glomerulonephritis; however for proving such
an association, one has to do an analytic study by
comparing the incidence of acute glomerulonephritis in
two groups - a group which had suffered from sore throat
and another that did not. Thus, a descriptive study does
generate hypotheses; however to prove them, analytical
studies are required.

As is evident from the nomenclature, a descriptive study
“describes” our findings of the epidemiologic study. Such
descriptions are given according to three types of
epidemiological variables, namely, distribution of the
disease according to time (when does the disease occur),
place (where all) and persons (who all are affected). It is
desirable to compile and analyse the data as per these
three variables for certain reasons. Firstly, we become
intimately familiar with the data and the extent of public
health problem due to the disease. Secondly, it provides a
detailed description of the health of a population which
can be easily communicated Thirdly, such analysis
identifies the subgroups that are at high risk of getting the
disease and these clues can be used to plan the health
services as well as converted into testable hypotheses.
Time

Disease rates change over time. By knowing that malaria
will increase during monsoons, health administrators can
time their insecticidal spray rounds. Some other diseases
make unpredictable changes over time. By examining
events that precede an increase or decrease in disease
rates, we may also identify possible causes and
appropriate actions to control further occurrence of a
disease.

We usually show time data as a graph. We put the numbers
(or, preferably, “rate”) of the disease along the vertical ('Y")
axis and the time periods along the horizontal ('X') axis.
Such a graph provides a simple visual depiction of the
relative size of a problem, its past trend and future course,
as well as how other events may have affected the
problem. Depending on what event we are describing, we
may be interested in periods of decades, or annual or
monthly or weekly or daily periods along the 'X' axis. In
general, for infectious diseases, the unit of time along the
'X' axis should be a quarter of the median incubation
period of the disease. Thus, for clostridium perfringens
food poisoning it could be 3-hourly period, for cholera,
daily, for hepatitis A , weekly and monthly for hepatitis B.
Depending on the length of period used along the 'X' axis,
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we can have secular type of graphs, cyclical and seasonal
graphs or short term variations, as follows :-

Secular Trends

Plotting the annual cases or rate of a disease by bi-annual,
5-yearly or decadal period for one or many decades shows
long term changes or “secular trends” in the occurrence of
adisease. These can be used to

(a) Predictthe future course of the disease.

(b) Evaluate programs or policy decisions ( as a slight
decline in incidence of IHD in USA, after 1980,
seen in decadal secular trends from 1940 to 1990,
could be related to extensive anti smoking
campaigns during 1960s and 70s)

(c) Hypothesize as to what could have caused the
changes in incidence (as a decline in tuberculosis
in developed countries during initial period of
20th century, even though vaccine or
chemotherapy was not still available, led to the
hypothesis that improved housing and economic
status could be preventive.

Seasonal pattern are studied by plotting the disease
incidence according to 3-monthly (preferably monthly)
periods for at least 2 to 3 years. Increase in incidence
during particular seasons (malaria during monsoons,
measles and scabies during winters, etc.) could also help
us in generating possible hypotheses about the factors
that facilitate the transmission of these diseases, besides
planning the preventive measures well in advance.

Cyclical patterns

Some diseases show a spike in incidence after every 2 to 3
years or such regular periods. This is called as “cyclical
pattern” and is seen in diseases like malaria, measles, etc.
We may hypothesis that this may be due to collection of
“susceptible, immunologically naive” people during the
intervening period.

Short Term Fluctuations

Herein we plot the occurrence of diseases over short
periods as monthly, weekly, or daily (or even hourly in a
disease like food poisoning). Regular plotting of disease
according to such small time interval helps us in
undertaking 'surveillance" of these diseases and getting
an early warning of an impending epidemic. If the time
period of interest while plotting such short term
fluctuation is one when an epidemic is actually occurring,
the line diagram or the histogram depicting it is more
specifically called the “epidemic curve”. As said earlier, the
optimum time interval along the 'X" axis would be a period
which is about one-fourth of the median incubation period
for that disease. The epidemic curve can give a lot of
insight about the possible factors which led to the
transmission and the possible point at which the
infectious agent was introduced into the vehicle. The
following are certain types of epidemic curves

(a) Pointsource
Classically seenin food poisoning outbreaks and shows

(i) Atight clustering of cases in time (nearly all cases
occur within 1.5 times incubation period, if the

disease agentis known).

(ii) It has a sharp upslope, a well defined peak and a
trailing down slope.

(iii) The peak generally coincides with the median
incubation period.

(iv) The approximate time of exposure may be
pinpointed by counting back the median
incubation period from the peak, the minimum
incubation period from the initial cases and the
maximum incubation from the last case. These
three points of time would generally bracket the
time of exposure.

(v) Sometimes, a point source outbreak of
communicable disease produces a substantial
number of infected individuals who, themselves,
may serve as sources of agent to infect others. In
such instances, secondary cases may appear as a
prominent wave separated by the point source
peak by about one incubation period. If the
incubation period of the disease is short, this
secondary wave may appear only as a more
prolonged downslope. Such a graph is called as
“point source with secondary transmission” (41)

(b) Common, Continuous Source Epidemic Curve

In contrast to point source, outbreaks may also arise from
common sources that continue over time, known as
“Common, Continuous Source”(42), as may happen when
a water pipe line gets cross-connected with sewage pipe
and the contamination continues till such time this is
repaired. In such situations, the epidemic curve will have
following characteristics :

(i) Risesharply butthe peak will be a gradual pleatau
rather than a sharp peak.

(ii) The downslope may be sudden and sharp if the
common source is removed (as repair of cross
connection in above example) or else will be a

gradual downslope if the common source
gradually exhausts itself.

(c) Propogated curve

This is seen in cases of disease agents that are

communicable between persons either directly or through
an intermediate vehicle. The curve encompasses several
incubation periods, begins with a small number of cases
and rises with a gradually increasing upslope; often a
periodicity which is equivalent to the generation period of
the agent may be seen during the initial stages of the
outbreak. After the peak occurs, the exhaustion of
susceptibles usually results in a rapid downslope.
Propogated curves are classically seen in airborne /
droplet infections as mumps, measles; in STDs; and in
insect vector borne disease outbreaks (43).
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Fig - 1 : Graphical representation of epidemic curves
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Environmental Epidemic Curves

As a special case of propogated outbreaks, we have the
“environmental” epidemic curves, which reflect complex
interactions between agent, host and environmental
factors which lead to the exposure of human beings. Such
curves last for quite long, over many incubation periods.
They differ from propogated curves in that they do not
show the periodicity equal to the generation time in the
initial stages and the downslope may not be as rapid as in
propogated epidemics. In such cases we should attempt
to represent the suspected environmental factor along
with the curve, to give a clear idea of the possible
association; for example while plotting an epidemic of
leptospirosis, we may also present the weekly rainfall
curve along with the epidemic curve to support the
hypothesis of the importance of rainfall and water logging
in transmission of leptospirosis.

Place

We describe a health condition by place to gain insight
into the geographical extent of the problem. For such
depiction, we may use a number of place related variables,
as place of nativity, place of usual residence, place of
work, school, district, hospital unit, etc., depending on
which, as we suspect, may be related to the health event
being studied. Often, rural versus urban or national vs.
foreign differences, or larger place denominations as
countries or continents may be plotted.

Although we can show the data in a table, it is often better
to show it pictorially in a map, where we can use different
shadings or colours to depict different numbers or rates of
disease occurrence in different areas. Such depiction,
especially when done for a localized area during an
epidemicinvestigations is called as “spot map”.

Looking at the differences in disease numbers or rates
according to different places, we can generate worthwhile
hypotheses about the factors that may be concerned with
the transmission of the disease. For instance during the
initial investigations of “American” (murine) typhus,
Maxcy developed a spot map and found that the disease
was clustered in the commercial areas which had a large
number of granaries and not in residential areas which
was expected for “european” (louse) typhus. This led to
the hypothesis that in USA, typhus may be associated with
rats (and not with louse as was the case with epidemic
(European) typhus). Finally a different typhus (rat flea
borne) was identified (44).

Person

There are a very large number of “person” related
variables which could be available to us for describing the
diseases. These may be classified into

(a) Firstly, the inherent characteristics of a person
(age, sex, genetic background, blood group,
ethnicity, serum cholesterol, and so on);

(b) Secondly, their acquired characteristics (immune
status, marital status, etc);

(c) Thirdly, their activities and lifestyle variables

(occupation, use of medications / tobacco /
alcohol, leisure time activities, physical exercise,

diet, etc)
(d) Fourthly, the conditions under which they live
(housing, water supply, economic status,

availability of health care, etc).

These various categories determine to a large extent who
is at higher risk of acquiring the disease or health outcome
that is of interest. We may show person related data either
as “frequency tables” or a graphical representations (see
chapter on biostatistics for details).

While analyzing data according to person characteristics,
we must try to assess a number of different type of person
variables, before we find which are the most meaningful
and enlightening. Age and sex are most crucial; we almost
always analyze data according to these. Besides these,
depending on the disease and what may be relevant, we
may study the data according to socioeconomic status,
educational status, race, family history, marital status,
blood group, blood sugar levels, height, weight, and so
on. Sometimes we may analyse data into more than one
category simultaneously. For example, we may look at age
and sex simultaneously to see whether sexes differs in
how they develop a condition that increases with age as it
happens for heart disease.

Developing the Hypotheses in a descriptive Study

After having studied the distribution of various time, place
and person related variables, we make certain tentative
guess-works, which we call “hypotheses”. These guess-
works are made by observing as to which person variables
are very common among the disease. For example if we
find that among cases of IHD which we studied, 70% are
males, 80% are aged more than 45 years, 65% have waist
circumference of > 94cms, 50% give history of IHD among
first degree relatives, 15% have blood group 'A’, 5% have
brown coloured iris and so on, then we start hypothesisng
that middle age, male sex, central obesity and family
history may determine the occurrence of IHD while blood
group 'A"and brown iris may not. But, do note that we only
develop “hypotheses” based on descriptions of person,
place and time variables. The final proof has still not
come, as we shall explain in the next chapter.

—Z—
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The Epidemiologic Method (Designs) : (b) Analytical Studies

In contrast to descriptive studies, in analytical studies, the
investigator proceeds with a 'preformed hypothesis'
regarding a “causal exposure”. A large number of
epidemiological and health research questions are
answered by undertaking analytical studies. The various
settings in which the epidemiologist proceeds to establish
a relationship between exposure and an outcome may
address issues related to treatment, preventive or
diagnostic modalities, or regarding the role of a risk factor

Table - 1 : Issues in which “comparative” (analytic) studies are
required

Risk factor : e.g., “Is tobacco smoking a risk factor for
IHD (as compared to when people do not smoke)?”

Prognostic marker: e.g., Is appearance of malenain viral
hepatitis associated with increased mortality”? (as
compared to when malena does’nt appear)

Treatment modality : e.g., can “Dopexitine be effective in
treating premature ejaculation”? (as compared to when
only placebo is given)

Preventive modality : e.g., “ Can use of condom be
effective in preventing STDs among promiscuous
persons”? (as compared to when condom is not used)

Diagnostic modality : “Can a combination of cold
intolerance and unexplained weight gain diagnose
hypothyroidism”? (as compared to the gold standard of
T3, T4 and TSH).

or prognostic marker (Table - 1).

The key word in analytical studies is “COMPARISON”. The
basic protype of such comparative research is the 2 X 2
table which we have already explained at length, earlier in
chapter 4 of this section and which gives us the notations
E+, E-, O+ and O-. Now, “Comparison” of the two groups in
any analytical study can be made in either of the two
methods :-

Either we take a group with the exposure (E+) and another
without it (E-); follow them up for a reasonable period of
time and observe how many in each group have developed
the outcome (D+); eg, we can collect two groups of
subjects, all free of colonic CA, one group eating low fibre
diet and another eating high fibre diet; follow up both
these groups for 15-20 years and see how many in each
group develop colonic CA. The comparison would then be
made between “those who develop the outcome out of
total exposed” (i.e., a / (a+b) and “those who develop the
outcome out of the total not exposed”, (ie., c / (c+d). This
can be demonstrated as

a/ (a+b)
i g )
CIHCTTa TUT CotTITparisuiT =
c/(c+d)
In case this resulting figure from this comparison is “much

/1] RR
= Te/ Ine = RN

more than normally expected” (the “normally expected”
being defined by statistical tests) we would conclude that
the exposure is definitely associated with (or, carries a
high risk of) the outcome.

The second way of doing the comparative analysis could
be to collect a group of subjects who have already
developed the outcome (D+) and another group of
subjects who do not have the outcome, and then
interrogate all the subjects regarding history of exposure
(E+ or E-) eg, we may take a group of patients already
suffering from colonic CA (D+) and another not suffering
(D-) and take the history of low dietary fibre intake during
last 15-20 years from all of them. In this contingency the
comparison would be made between “those with the
outcome having the exposure” (ie., a / (a+c) and those
without the oytcome but having the exposure b / (b+d).
The comparison thus would be

(E+D+) / (a+c)

(E+D-) / (b+d)

If the result is much more than 'normally expected' we
would conclude that the association exists; i.e., the
exposure carries a risk of the outcome.

Individual types of Analytical Designs
The ideal setting

The most scientifically reasonable setting would be,
apparently, when the researcher collects a group of
subjects in which neither the exposure not the outcome
have occurred; ie., all subjects are initially “E-D-“. Now the
researcher “randomly allocates” these subjects into two
groups, so that both these groups are exactly similar to
each other in all respects. Now, one of the groups is
deliberately given the exposure (ie., made to become E+D-
from E-D-) and the other group is not given the exposure
(ie., continues to be E-D-). The investigator now follows up
both these groups over a reasonable period of time to see
how many in nd makes the
comparison as

(E+D+) / (a+b)

E+D+
Investigat Removes already E+D- > {I
E+ or D+ E+D-
O A/ Keeps Randomly 5 E-D+
(E-D-) 7 allocates E-D-————>
Follow up and
Sample of examine for  E-D-
subjects outcome

(E-D+) / (c+d)

This type of research design is called the 'Experimental” or
“Intervention” design. This is scientifically the most
suitable because:




Chapter 8 Principles and Practice of Epidemi

Since it is the investigator who decides (on a random
basis) and allocates the exposure, the possibility that
“subjects might have taken up the exposure due to natural
selection factors which may also be related to the
outcome” is ruled out. For example, if we compare a group
of children who have been already given measles vaccine
and follow them up to see the occurrence of measles in
each group, the possibility exists that children who have
already been given measles vaccine are also possibly the
ones who belonged to better socio-economic status,
better housing, better nutrition, less overcrowding etc,
and hence the lowered occurrence of measles in this
group may not be due to vaccine per se but possibly
because of the other factors. However in an Experimental
(Intervention) design, the investigator will firstly take in
only those children who have still neither been given
measles vaccine nor developed measles (E-D-), (excluding
those who have already been given the vaccine (E+) or who
have already suffered from measles (D+). Secondly he
would “randomly allocate” this E-D- subjects into 2
groups, one getting the vaccine (E+D-) and another not
getting it (D-D-); since the division is by “randomisation”,
both the groups will be exactly equal to each other in
respect of all other factors (like socio-economic status,
nutritional status, housing etc). Hence no objection of the
type as mentioned in the foregoing example on measles
can be made against this design. (see chapter on Sampling
Methods in section on Biostatistics and chapter on clinical
trials in section on research Methodology for further
details on randomization).

(@) Since the outcome has been excluded from both
the groups to start with, (the investigator takes
only E-D- to start the study) and then both the
groups are followed up over a period of time for
the development of outcome (D+ or D-), one is
definite that exposure preceded the outcome; ie.,
the absolute requirement of “temporality” for a
“cause-effect” relationship is fulfilled.

(b) Since the exposure status (E+ or E-) has been
recorded by the investigator himself at the start of
the study, there is no possibility of recall 'bias'
which could happen if the investigator was asking
the history of “exposure” from the subjects who
have already developed the outcome (D+ or D).

This type of research, while the most scientifically sound,
suffers from the outstanding problem that while studying
“risk factors”, “markers” and “prognostic factors” it is
impossible for the investigator to randomise the subjects
into two groups - one getting the exposure and the other
not. Eg, in a study of the association between cigarette
smoking (exposure) and Lung CA (outcome) it is
impossible for the investigator to “randomly allocate” the
subjects into 2 groups, one group being told to smoke and
other being told not to do so”. However, for any study
directed to answer the questions about “treatment
(therapy)” or “preventive procedure”, the experimental
design must be used since the subjects can be
randomised into 2 groups, provided it is ethically correct

doso.

Experimental (intervention) designs can be of further three
types, as follows
(a) Randomized Controlled Trial (RCT) (Clinical trial)

Details are given in the chapter on clinical trials in
Research Methodology section.

(b) Preventive Trial

This addresses issues of prevention (as, vaccine,
chemoprophylaxis, personal protective methods, etc.) as
compared to therapeuticissues addressed by RCT.

(c) Community Intervention Trial

In a RCT or preventive trial the random allocation is done
at the level of individual subjects; e.g, each individual
subject will be randomly allocated by lottery into Gp.'A'
which will get the vaccine and Gp. 'B' which will get the
placebo. However, in situations like assessing whether
fluoridated water is effective for prevention of dental
caries, it will be impossible to randomly divide the
individual subjects. In such cases, itis groups or “clusters”
of human beings; e.g., we will randomly allocate villages
into a Gp of villages to receive fluoridated water and
another Gp of villages to receive non-fluoridated water.
Such trials, wherein the unit of study are “individual
human beings” but the unit of random allocation are
“communities” are called “Community Intervention Trials”.

The next situation : “Cohort Study” :-

In case it is not possible to “randomly allocate” the
subjects into two groups, what we can do is that we can
select out two groups at the start of the study, one having
the exposure (E+) and other not having the exposure (E-).
Now, those subjects, in both the groups, who already have
the outcome (D+) at this point of starting the study are
excluded, so that we have two groups, one having the
exposure but no disease (E+D-) and the other neither
having the exposure nor the disease (E-D-). The groups are
followed up for the required period of time and
comparisons made between (E+D+) / (a+b) and (E-D+) /

Excludes (E+D+)

zE+ H ‘Z}eeps (E+D-)
/i\
Sample E- H Keeps (E-D-)
o
INVESTI EXCUDES Follow up and

GATOR examine for
outcome

(E+D+)

(E-D+)

(c+d) as for an experimental study.

The advantages of this design, called 'Cohort Design” are
the last two mentioned for experimental design, ie.,
temporal association is ensured and recall bias is
minimised. The main scientific drawback of this study is
that lacks the effect of “equal distribution due to random
allocation” and hence the problem of “natural selection
factors” related to both exposure and outcome may be
forwarded. Hence, as far as effects of therapeutic regimes
or preventive measures are to be seen, the experimental
design is to be taken up since random allocation can be
undertaken. However, for study of “risk factors”,
“markers” and “prognostic factors” the cohort study
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remains the choice.

This design has disadvantages too. Firstly, if the period of
follow up is very long, the medical fraternity has to wait for
many years before the final conclusions can be drawn.
Secondly, if the outcome is rare, the investigator needs to
follow up a very large number of subjects to get a
reasonably adequate number of subjects who develop the
outcome. Thirdly, a large number of subjects may be lost
to follow up/die/ drop out during the period of follow up
leading to “loss to follow up bias”. Fourthly, such study
needs quite a bit of men, material and money.

The third situation : Case control study :-

The problem of “cohort study” can be sorted out by using
the method we mentioned in making the second type of
comparison between the two groups. What we can do is
that we can start by selecting a group of subjects who have
already developed the outcome (D+) and another who
have not developed the outcome (D-) and ask the history
of exposure (E+ or E-) from all the subjects.

The comparison is made as
(D+E+) / (D+)

(D-E+) / (D)
(D+E+) D+
ot O
Ask history of exposure
(D-E+) from both groups D-
O
(D-E-)
INVESTIGATOR

The above situation is what we call a very special type of
study, the “case-control” design. Intuitively, this study
design appears very appealing. However, it suffers from a
large number of outstanding problems :-

(@) The very direction of the arrows are 'reversed'; in
other words, this study involves a reversal of
“scientific reasoning” which should normally
proceed from “exposure to outcome” as in an
experimental or cohort design.

(b) The fact that the investigator has not recorded the
exposure (E+ or E-) himself but is dependent on
the history given by the subjects leads to a high
possibility of “recall bias”.

(c) Since the investigator has not started from the
exposure and followed up subjects till the
outcome (as happens in an experimental or cohort
study), one is not sure whether exposure really
preceded the outcome ie., “temporality” is not
guaranteed. Eg, an association between poverty
(postulated exposure) and mental illness
(suspected outcome), if concluded by such a
design, may not necessarily be because poverty
led to metal illness but may be because after
suffering from mental illness, persons may

become poor.

(d) What the investigator starts with in such a design
are the subjects who are present with a given
outcome, ie., living with the outcome of interest
but not those who have already died of, or have
been cured of, the outcome. The possibility of
“survivorship bias” is, therefore, high. (see
example on suvivorship bias, in chapter -1 in
section on Research methodology).

(e) The problem of “natural selection” also remains
high as in cohort study. However, it may be
mentioned that if all the potential confounding
factors (PCF) are identified and data recorded, this
problem can be overcome to a large extent
(though not completely eliminated) in a case
control ora cohort study.

The case control design has its own advantages, however.
It is very good for a rare disease (in contrast to a cohort
design) because cases of a rare disease can be picked up
from a general / specialised hospital. It does not need any
(prolonged) follow up effort. It is cheap and logistically
simple. It becomes the method of choice when we are
doing an initial evaluation of a hypothesis (fishing
expedition) for “risk factors” and “markers”. It becomes a
particularly good method if the exposure is not likely to
change over time and can be objectively ascertained (eg,
blood group, race, religion, sex, seropositivity for certain
infections etc).

The fourth setting : Cross-sectional analytic design

In a case control design, the researcher starts by collecting
a group of subjects who have the outcome (D+). This he
does inahospital, or to a limited extent, at large OPDs. But
if a disease is mild, or has a marked 'gradient’ of mild,
moderate and severe cases, a large number of cases will
not be admitted in the hospital and hence will not appear
in the case control study. In fact the mild (not admitted)
cases may be systematically different from the serious
hospitalised cases as regards the exposure itself.

In such settings therefore, instead of doing a case control
design, the researcher takes a “sample” of subjects from
the 'total population'. At this point he is not aware whether
the subjects are having the disease or not. Now, the
investigator examines each and every subject for the
presence / absence of outcome (D+ or D-) and exposure
(E+ or E-) at the same point of time and hence gets the four
groups, E+D+, E+D-, E-D+ and E-D- at a given point of time.
This is what we call the “Cross-Sectional Analytic Design”.
In addition to those diseases that have a wide spectrum of
symptoms, the design is also quite useful when the
investigator wants to see for correlations between
variables which need to be studied among healthy people
and not necessarily hospitalized patients; eg, if we want to
see whether waist circumference correlates well with
blood pressure we will have to do such a study and not a
case control one. The problem of proving temporal
relationship is a major drawback of cross sectional
analytical studies as itis for a case-control study.

The last setting : The Diagnostic test study
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The analytical approach for the evaluation of a diagnostic
test (which may be a Pathological / Radiological /
Microbiological procedure or even a “set of signs /
symptoms”) in diagnosing a given outcome (or, disease) is
slightly different. Firstly, in such a study the investigator
must enunciate a “gold standard”, against which his
diagnostic tool which is to be evaluated, will be validated.
Secondly, each and every subject must be subjected to
both the procedures (the gold standard as well as the test
under study), thereby getting 4 category of subjects. Let
us say, we are evaluating the efficacy of pap smear in
diagnosing CA Cx, the gold standard being biopsy. We will
then have the following setting as shown in Table 2.

a = Subjects who are having the disease (+ve by gold
Table - 2

Result of Biopsy (Gold standard ) results
Pap Smear|CA Cx present| CA Cx absent Total
Positive a b a+b
Negative C d c+d
Total a+c b+d a+b+c+d

standard) and also identified +ve by the test under
consideration (True positive or TP);

b =do not have the disease but called +ve by the test (False
positive or FP); ¢ = have the disease but called -ve by the
test (False negative or FN)

d = do not have the disease and -ve by the test (True
negative or TN) ; (a + b) =Total number found +ve by test
(ie., TP+ FP);

(c +d) =Total number found -ve by test (ie., FN + TN); (a+c)
=Total number actually having the disease, by gold
standard (ie., TP+ FN);

(b + d) =Total number not having the disease by gold
standard (ie., FP+TN)

The investigator now does not work out the statistical
tests for associations ( as Chi-square) and risk (as RR or
OR), but something different - he works out the validity (or
accuracy) of the test under consideration by calculating
the sensitivity, specificity, positive and negative predictive
values and likelihood ratios, the details of which we shall
discuss in the chapter on screening for disease and
chapter on diagnostic test evaluation studies.

How do we decide as to which Epidemiological design we
should use ?

It is of importance that the correct “Research Design” be
selected by the researcher. The following guidelines are
given in the succeeding flow chart to assist you in
selecting the design most appropriate to your research
question.
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Step 1 : Once again read / re-examine your research issue in detail and ask yourself the following question |

-

Is my interest only to describe a
phenomena and not to study any
“Exposure-outcome” or “cause-effect”
relationship? | do not have any specific
hypothesis regarding the cause-effect
relationship between an exposure and
an outcome as efficacy of a treatment
/ preventive / diagnostic procedure,

Am | interested in establishing an association between an exposure and an
outcome variable (as, whether a particular variable is being studied for it's role
as arisk factor for a disease, or a prognostic marker, or a treatment / preventive
modality, or else as a diagnostic or screening procedure)? Am | proceeding with
a preformed hypothesis about a cause effect relationship

Answer is “YES”

orarisk factor

Examples

ZIn asymptomatic HIV positive
persons, how does CD4 cell

count decline over time, till
death (natural history)

2 What is the proportion of cases
of acute MI out of the total
hospital admissions in one year
in my hospital; (load of a
disease)

2 How many new cases of measles
would occur in one year among
infants in the community under
my health care (incidence of a
disease)

2 How does weight change occur
among new borns over the next
one year of life (course of a
natural phenomena)

ZHow many cases of adult
hypertension or smokers are

Select the Analytic design. Now, Ask Yourself “Am | studying the
effectiveness of a treatment modality or a preventive procedure

'

'

Answer is YES. You should use the
Experimental (Intervention) design

-

Ask yourself : Will | be randomly

dividing

individual

subjects or

“groups / aggregates” of humans

Answer is NO. Now ask yourself “ Am |
studying the efficacy of a diagnostic
procedure or the effects of a risk
factor or a prognostic factor?

-

'

'

Will be randomly

Will be randomly

Diagnostic |Prognostic factor|
procedure or a
clinical algorithm
to diagnose a
condition

| Cohort'study |

-

dividing dividing “groups’
individuals
v v
RCT (Clinical Community
trial) or else Intervention trial

Preventive Trial
(if preventive
modality is being

|

Answer is “YES”

-

Do a “Descriptive Study”

Use Diagnostic
test evaluation
design |

y
Risk factor |

'

Use either
cohort or Case-
Control or
Cross-Sectional
Analytic design.
See Chapter 1
of section on
Research
Methodology for
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Cause and Effect Relationship

Except in the limited situations of describing a
phenomena of interest, most of the times epidemiologic
research is directed towards finding out the “causal”
association; eg., “Is smoking a cause of IHD ?” This is
called as study of “cause-effect” relationship; it is also
equivalently called as “exposure-outcome” relationship. A
“cause and effect” (or exposure and outcome) relationship
can be defined as “an association between two variables in
which an alteration in the frequency or quality of one
variable is followed by a corresponding change in the
other” (45-49); eg, if smoking is a cause of Buerger's
disease, increase or decrease in smoking should lead to a
corresponding change in the disease occurrence.

The process of establishing a “cause and effect
relationship : Establishing a cause and effect relationship,
i.e., this particular 'exposure' is the cause of that
particular 'outcome' needs epidemiologic research on the
lines of 'hypothesis testing'. i.e., an analytic study, as
described in previous chapter. Once the investigator
proceeds with a “cause and effect” hypothesis and
conducts a study, the final evaluation whether an
“exposure-A” (eg., smoking) is a cause of the “outcome B”
(eg., Buerger's disease) consists of a sequence of steps as
follows :-

Step 1

Has the study been done using correct methods ? Has the
investigator 'measured' what he or she really wanted to
'measure' ? Has the validity and reliability been preserved
in the study and there is no bias ? In other words, we
analyze whether the results of the study are accurate and
not “spurious’™.

Step 2a

Do the statistical results indicate that the 'exposure' and
'outcome’ are significantly “associated” ? In this step, the
investigator ensures, through statistical tests of
significance and 95% ClI that the differences/associations
observed in his sample are not simply due to matter of
“chance” or, in other words, variations that could occur
when different samples from the same whole population
are drawn (“chance” or random variations or sampling
variations). This entire aspect is dealt with in the section
on biostatistics in this book.

Step 2b
If the statistical results show that the statistical
relationship is not significant, we must still give

consideration to the possibility that a real association
might have been missed out due to low power of the study
i.e., a high Beta (type ll) error consequent to a small
sample size. Hence, before finally denouncing the
association as “not statistically related”, we must back-
calculate the “power” of the study; in case it is found that
the power was inadequate (say less then 80% for the usual
research settings), the investigator should suggest
additional studies using larger sample, (or else, a meta-
analysis 'type of study). Further details of procedures are

given in the section on Biostatistics.
Step 3

If the tests of step 2 show that the relationship is
“statistically significant” the investigator should now
evaluate as to whether this relationship is due to 'indirect
relationship' with a third variable; in other words, the
investigator should undertake analytic procedures for
control of confounding as described in the section on
Research Methodology.

Step 4

Once it has been demonstrated in step 3 that the
exposure-outcome relationship is not due to confounding
(i.e., holds good even after adjusting for confounding
variables), the investigator should now test this
postulated “casual” relationship on the following criteria
of “casual association” as enunciated by Sir AB Hill (50):-

(a) Temporality

The absolute requirement for any postulated cause and
effect relationship to hold good is to demonstrate that the
suspected cause (exposure) preceded the effect
(outcome). Eg., for smoking to be a cause of IHD, smoking
should start before the occurrence of IHD.

(b) Strength of association

The “strength of causal association is shown by relative
risk (RR) or, odds ratio (OR); higher the RR or OR, (i.e.,
farther the RR or OR from the value of “1”), more is our
confidence regarding the casual association.

(c) Consistency

Whether a number of different studies conducted by
different investigators at various times in different
geographical areas on different populations have
indicated similar “cause and effect” association as regards
our exposure and outcome variables. Eg., smoking lung
CA association has been consistently demonstrated in
various countries, religions and sex etc.

(d) Biological gradient

Usually, increasing dose of exposure should be associated
with increasing occurrence of outcome; eg., with
increasing consumption of tobacco, the occurrence of IHD
rises. This is also called “dose-response relationship”.
However, the investigator should remember that not all
casual associations would demonstrate this phenomena;
eg., the association between DES consumption by
mothers and vaginal CA in daughters many years latter
does not exhibit this 'gradient' phenomena, possibly due
to a phenomena called “sufficient dose for maximum
effect”.

(e) Biological plausibility

Does the cause-effect association “stand to reasoning”
i.e., commensurate with the already known and accepted
facts. However, here too the researcher must note that
biological plausibility is a relative phenomena based on
present day knowledge of the state of affairs; what we
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think nonsensical today may be accepted as correct
tomorrow, eg., in the mid 19th century when Semmelwis
recommended hand washing by medical students and
teachers before attending obstetric units, his
recommendations were dismissed by medical fraternity as
“doesn't stand to reasoning”! The restis history (51, 52).

(f) Experimental evidence

An evidence, in the laboratory orin human subjects, based
on deliberate introduction of the cause (exposure),
thereby demonstrating that the outcome (effect) occurs in
the group which has been subjected to the exposure and
not in the other group. Here again it should be noted that
such experimentation on human subjects may be often
impossible; (eg., we cannot deliberately tell a group of
human beings to smoke and the other group not to smoke
and watch them for the development of lung CA).
However, basic laboratory proof (eg., microscopic
demonstration of histological changes in the respiratory
tract of animals subjected to tobacco smoke or in tobacco
using humans) may further strengthen our belief in a
“causal” association.

(g) Other criteria

Like, 'analogy'. (eg., if one drug can cause congenital
malformations, others can also do so); 'specificity' (i.e.,
one cause, one effect) and 'coherence' (findings should
not conflict with the known natural history of the disease)
have also been forwarded to finally test a casual
association. However, in general, criteria mentioned in
step (a) to (c) are most important; (d) to (f) may lend
additional support to the causal reasoning while those
mentioned in (g) may also be considered. Sequence of

Table-1 : Sequence of establishing a “cause and effect
relationship” from a epidemiological study

2 1s the Internal validity maintained? Any measurement
errors? Any Bias?

2 Are the results statistically significant? Or, is it that
they may be due to chance?

2 Any indirect association (confounding)?

Z Test for Hill’s criteria of causal relationship :-
Strength of Association (magnitude of RR); temporal
relationship; consistency; plausibility; dose-response

establishing a cause and effect relationship is shown in
Table-1

Epidemiological Theories of Disease Causation
Epidemiologists have developed various models to
explain the causation of human disease

Germ theory

This was the central philosophy of the famous Koch's
postulates, formulated by Robert Koch (now also known
as Henle-Koch postulates) (53, 54), which enunciated that

firstly, the disease agent occurs in every case of the
disease and under circumstances can account for the

pathological changes and clinical course of disease;
secondly, It occurs in no other disease as a non-
pathogenic parasite; thirdly, after being fully isolated
from the body and repeatedly grown in pure culture, it can
induce the disease anew, from where again it can be
isolated, grown in pure culture and should be able to
cause a new case of disease if transmitted to another
healthy human. However as the 20" century started
rolling, it was realized that the germ theory could not fully
explain the causation of human diseases. The occurrence
of tuberculosis in western world fell down dramatically in
the beginning of 20" century, even before the availability
of a specific vaccine (to specifically prevent infection) or a
specific treatment (to specifically kill the tuberculosis
“germ”). Simple facts like disease does not necessarily
occur in everybody who has the tuberculosis germ in the
body (i.e., infection does not necessarily lead to disease in
Tuberculosis) started putting a question mark on the
ability of the germ theory to completely explain causation
of human diseases.

The epidemiological triad theory

Though not refuting the importance of germ theory,
thinking processes were started to explain the role of
other factors in accentuating or attenuating the effect of
the “germ” or “agent” of disease. This finally culminated
into an extremely well known theory of human disease -
the “Epidemiological triad”. The epidemiological triad
theory hypothesizes that there are 3 important
determinants of the state of health or disease in a human
being, namely, firstly, the agent factors, related to the
various characteristics of the “agent” which causes the
disease; secondly,the host factors which relate to
various characteristics of the human being himself, and
thirdly, the environmental factors which relate to the
various characteristics of the environment in which the
human being is living.

As per the theory, as long as a state of fine balance or
equilibrium is maintained between the various agent, host
and environmental factors, the person stays in a state of
health. On the other hand, the moment this fine balance is
disturbed due to change in any one or more of the agent,
host and environment related factors, a departure from
the state of health occurs (though, outwardly, evidence of
disease may still not occur because manifest evidence of
disease may take sometime to develop. The various agent,
host and environmental factors fall into the following
categories :-

(a)Agentfactors

These include Physical agents (as heat, cold, vibrations,
electricity, mechanical forces, etc); Chemical agents (as
acids, alkalies, heavy metals, allergens, etc); and,
Biological agents (as viruses, bacteria, parasites).

(b) Host factors

These include Sociodemographic factors as age, sex,
occupation, education, marital status); Psycho-social
factors (as attitudes, practices, behavioural patterns, life
style, etc); and, Intrinsic characteristics (eg., genetic
factors, HLA types, biochemical and physiological
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characteristics, etc).
(c) Environmental factors

These include Physical environment (as seasons, climate,
altitude, rainfall, etc); Biological environment (eg.,
arthropod vectors of diseases like mosquitoes, animal
reservoirs like canines for rabies, etc); and, Social
environment (eg., community attitudes, beliefs, practices
and cultural factors affecting disease; level of socio-
economic development; availability of health services,
etc).

The theory of “web of causation”

The “epidemiological triad theory” was very effectively
used by Leavel and Clark in explaining the natural history
of disease, and levels of prevention. However, difficulties
come up when an attempt is made to explain the
causation of non communicable diseases like IHD or road
accidents on the basis of epidemiological triad. For
example, no single agent can be ascribed for IHD; a wide
variety of interacting factors like Hypercholesterolaema,
hypertension, tobacco, obesity, physical inactivity,
genetic background, age, sex, just to name a few, interact
in various ways to finally lead to IHD. For explaining the
causation of such non communicable disease in
particular, MacMahon and colleagues forwarded the
theory of “web of disease causation” (45), which
hypothesizes that various factors (eg.,
hypercholesterolaemia, smoking, hypertension and so
on) are like an interacting web of a spider. Each factor has
its own relative importance in causing the final departure
from the state of health, as well as interacts with other,
modifying the effect of each other. The web theory also
postulates that for preventing a disease, it is not
necessary to take action against all the factors if we could

identify a few “weakest links” in the inter-lacing webs,
actions directed to break these chains at their weakest
links may be of considerable value in prevention.

Epidemiological wheel theory

As medical knowledge has advanced, the additional
aspect which has been exciting interest is the comparative
role of “genetic” and the “environmental” factors (i.e.,
extrinsic factors outside the host) in causation of disease.
The “triad” as well as the “web” theory do not adequately
cover up this differentiation. To explain such relative
contribution of genetic and environmental factors, the
“wheel” theory has been postulated. The theory visualizes
human disease in the form of a wheel, which has a “central
hub” representing the genetic components and the
peripheral portion representing the environmental
component. The peripheral portion is further subdivided
into 3 sub components, representing the social, biological
and physical components of the environment. For every
disease, the genetic, social, biological and physical
environmental components take different sizes,
according to their relative importance in causing the
disease.

The theory of “necessary” and “sufficient” cause

It is being realized that the “cause” of a particular human
disease is like the constellation of various factors, and
when all of them come into play in optimum combination,
the pathological process which finally produces the
disease, gets initiated (49). This led to the concepts of
“necessary” cause and “sufficient” cause. “Necessary
cause” is one whose presence is essential for disease
causation, but which alone, by itself may or may not be
able to finally cause the disease. Thus, while disease
cannot occur in its absence, it may or may not occur if it is
present. For example, Tubercular disease cannot occur if
TB bacillus is not present in the body; however, if it is
present, still tubercular disease may occur or may not
occur. On the other hand when the required combination
has been achieved, say, presence of TB bacillus,
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Principles of Infectious Diseases Epidemiology

One way of broadly classifying human diseases is
according to whether they are “infectious
(communicable)” or else, “non-communicable”. Out of
these two, infectious diseases account for lion's share of
death, disease, ill-health and suffering. This is especially
true of the developing countries. For this reason an
epidemiologist must have a sound understanding of the
epidemiologic principles that underlie infectious disease
practice.

General Terms And Definitions (55)

Infection & Infectious Disease

This refers to the entry and development or multiplication
of aninfectious agent in the human (or, animal) body, with
an implied response (eg, immunological response) on the
part of the human or animal. It must be remembered that
“infection” by itself does not mean “infectious disease”. An
infectious disease is that part of the spectrum of
“infection” which is clinically apparent. In fact, this is the
basic difference between epidemiologic practice and
clinical practice as regards infectious disease the clinician
is mainly interested in “infectious disease” while the
epidemiologist is interested in ‘“infection” and its
dynamics including the subclinical cases, the carriers, the
reservoirs of the infectious agent and its modes of
transmission.

Colonisation

Colonisation indicates presence of infectious agent in the
human body but without any evidence of specific host
immune responses to the agent. In short, colonization
means “infection less specificimmune response”.

Endogenous infection

Infection due to a colonizing agent; eg, E Coli normally
colonises the human GIT; however, under certain
circumstances, it may enter the blood stream and cause
endogenous infection.

Contamination

Refers to a infectious agent being present in inanimate
articles like food, water, linen, patient care items or
routine usage items like cutlery, toys etc. often, the termis
also used to denote presence of infectious agent on skin
surface, particularly on hands.

Pollution

Refers to presence of either infectious agent or such other
disease causing noxious agents (as industrial effluents) or
mechanical agents (as sound), usually in the general
environment, air or water (eg, sound pollution, water
pollution, air pollution).

Infestation

Infestation may refer to human beings, animals or
personal usage items, wherein it implies either the
presence and development of insect vectors on the body
or linen (eg, louse infestation, infestation with acaius) or
else on the mucus membranes (eg, roundworm
infestation). Infestation is also sometimes used for

describing a state wherein an accommodation or such
articles as containers have the presence of arthopods or
vectors (eg, cockroach or ratinfestation in the houses).

Communicable disease

A communicable disease is one that is caused by an
infectious agent (or its toxic products, eg, preformed
toxins of B cereus or C botulinum) which can be
transmitted to a human being either directly, or indirectly
(through food, water, insect vectors, soil), or else a
disease which can be transmitted between humans and
animals. All infectious diseases are not necessarily
communicable; eg, osteomyelitis or brain abscess are
infectious diseases but not communicable. Similarly, an
infectious disease may be communicable in one form (eg
pneumonic plague) but not in the other form (eg, bubonic
plague).

Dead-end infection

A state when an infectious disease, which is usually
“‘communicable”, cannot be transmitted any further
between human beings or from humans to animals or vice
versa, for various agent, host and environmental reasons.
Examples are Japanese Encephalitis, Rabies, Tetanus,
Bubonic plague, scrub typhus in humans.

Subclinical infection (inapparent infection)

It is a state when there is a host immune response
following entry of the infectious agent; the agent may also
multiply in the host body, but there are no clinical
manifestations of the disease. Thus, the presence of
infection cannot be recognized clinically though the
infectious agent is constantly passed out of the human
body and hence a person with subclinical infection is a
greater health hazard for community then those having
apparent disease (since the latter can be identified,
treated and isolated if required). Diseases like viral
hepatitis A have large number of subclinical infections; on
the other hand, diseases like measles hardly have any
subclinical infections. Thus, infections which have a large
proportion of subclinical infections in their spectrum are
less amenable to prevention; on the other hand, diseases
which have very few or no subclinical infections are more
amenable to prevention by surveillance methods.

Latent infection

This refers to a state when the infectious agent lies
“dormant” within the host body, without any clinical
manifestations but does not come out of the human body
(thus it is different form subclinical infection). After a
period of time, under certain circumstances, the agent
which had been lying dormant, reactivates and produces a
different type of disease (eg, Herpes Zoster; Brill-Zinser
disease) or else the same type of disease (eg, reactivation
Tuberculosis).

Zoonoses

Zoonoses are infections which are normally transmitted
between vertebrate animals, either directly, or indirectly
through a vehicle or insect vector. Those which are of
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health importance are the ones that are transmitted to
man from vertebrate animals, either directly, or indirectly
through vehicle or vectors. These are called
“anthropozoonoses” and include a long list of infections
like Rabies, plague, bovine TB, salmonellosis, Japanese
Encephalitis, scrub and murine typhus, echinococosis,
Anthrax, Brucellosis, and so on. The second group are
infections which primarily infect man but can be
transmitted to animals; these are called as
zooanthroponoses. The third group is amphixenosis
which includes infections that may be transmitted from
man to animals and vice versa.

Opportunistic infections

The term refers to disease, caused by infectious agents,
which are normally not pathogenic, due to a decline in the
general or specific immune status of the host. The term
has assumed greater importance following identification
of HIV infection whose clinical manifestations comprise of
awide variety of such opportunistic infections like P carini,
T gondi, CMV etc.

Nosocomial infection

This is an infection contracted while in hospital, as aresult
of health care or related procedure. Such infections would
include those whose clinical presentation may start after
discharge from the hospital but NOT those which were
“incubating” in the patient's body at the time of admission.
The field of “Nosocomial Epidemiology” is fast becoming a
specialized one. Hospital epidemiologists should ensure
prevention and control of such hospital infections.

Eradication

The term refers to a complete cessation of transmission of
the infectious agent. Usually this would imply that the
infectious agent as well as the disease has also been
completely reduced to zero. Small pox is the only example
wherein eradication has been achieved.

Control

This refers to reducing the transmission of a disease to a
level when it no longer remains a “public health problem”.
Control is more pragmatic then eradication but needs
ongoing preventive measures, and consequently
continuing expenditure, alongwith an efficient
surveillance system to give an early warning of increase in
the level of transmission.

Elimination

Elimination implies either a 'regional eradication” (say
from a country or continent), or else reduction of disease
to zero without total removal of infectious agent.

Epdiemiologic “Chain” Of Infection
There are 4 inter- related factors, which together are
referred to as the “epidemiologic chain of infection'

(a) theinfectious agentand its characteristics.

(b) the human host who is suspectible to the
infectious agent, and various factors which
determine such suspectibilty.

(c) characteristics of the infectious process which are
determined by the interactions between agent and
the host.

(d) inter-connecting the agent and host are the

“channels (or, modes) of transmission of the agent
to the host. Let us discuss the details of each of
these components of the chain of infection.

Agent

There are three broad groups of characteristics that are
important in respect of infectious disease agent, viz., the
reservoir and immediate sources of the agent; the
characteristics of an agent that are connected with its
survival in environment; and, the characteristics of agent
which determine the production of infection and,
consequent to infection, the production of disease.

Reservoir And Immediate Source Of Agent

Any infectious agent has a primary habitat, called the
“reservoir of infectious agent” which can be defined as “a
person, animal, or inanimate environment (like soil),
where an infectious agent lives, depending primarily for
its survival, and where it propogates itself so that it can be
transmitted to a human host”. On the other hand, a source
of infection is the person, animal, or their excretions or
inanimate environment from where the infective form of
the agent is immediately available to the susceptible
human host. Let us take the example of hookworm. The
adult forms live in human gut, depending primarily on the
human being for their survival; they multiply there and
propagate themselves, the eggs being passed out for
further transmission to another human so as to further
propagate the species. The worms do not depend
primarily for survival and multiplication on any other
animal, soil, plants, etc. Thus, the “reservoir of infection”
is “human being, infected with Hookworm”, (human
reservoir). On the other hand, infection of another human
being occurs due to skin contact with soil contaminated
with infective stage larvae. Thus, the “source” is “soil
contaminated with infective stage larvae”.

Types of “Reservoir of infection”

The most important “reservoir’” for large majority of
human infectious agents is the human being himself. The
“human reservoir” of infectious agents can occur in two
forms, viz., Cases and Carriers :-

(a) Cases
Those who have clinically apparent disease.

(b) Carriers

A carrier is a human being who harbours an infectious
agent and sheds it, thus becoming a potential source of
infection for other human beings, but does not exhibit any
manifestation of the disease. The fact that they cannot be
detected despite being a potential source of infection for
other makes carriers extremely important from
epidemiological point of view. Depending on the stage of
disease in its natural progression, a person may be a
carrier either during the incubation period (incubatory
carriers) as occurs in measles, mumps, Hepatitis A, etc.
The importance of the incubatory carrier state lies in the
fact that after the incubation period is over and the
disease manifestations come up, we may isolate and treat
the person, but the damage has already been done by him,
by transmitting the infection during incubation period.
Secondly, he may be having subclinical or clinically
inapparent disease (contact or healthy carrier), eg.,
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Hepatitis A, Cholera, Poliomyelitis, diphtheria, etc. A
subclinical carrier should be differentiated from a
subclinical case, which refers to a person who has the
infection beyond the incubation period but do not show
clinical manifestations and do not shed the organisms so
that the infection cannot be transmitted to other human
hosts; eg., subclinical case of Japanese Encephalititis in
which the infectious agent is present in the body, but the
low titer viraemia is inadequate to infect the mosquito
vector. Thirdly, the person may continue to shed the
infectious agent even after apparent recovery, during the
convalescent stage, and hence known as convalescent
carrier as occurs in cholera, typhoid and bacillary
dysentery. Such “convalescent carriers” may be short term
or temporary carriers (lasting upto 4 weeks or so) or
chronic carriers (lasting beyond 4 weeks; may be upto
years as in chronic typhoid infection of gall bladder) (56).

Animals and other forms of reservoir

Besies human beings, animals form another reservoir
wherein the infectious agent lives primarily, thrives,
multiplies and is available for being transmitted to the
human host. Such diseases fit in the scope of “zoonoses”
as has been already described. Finally some infectious
agents like fungi may primarily thrive and multiply in the
contaminated soil.

Characteristics of Agent concerned with Survival in Nature

The capability of an agent to thrive outside the reservoir
and withstand adverse environmental effects like drying,
heat, acidity, etc is known as “survival capacity in nature”.
Some agents can hardly survival outside the human body
(eg., measles, chicken pox). Others may survive for
limited time provided conditions are favorable (eg.,
cholera vibrio, polio virus, Hepatitis A, etc can survive in
water, ice, sewage, milk, etc; HIV can survive in blood and
blood products; however all of them are quite vulnerable
to drying, heat and disinfectants). Finally some organisms
or their intermediate forms are quite sturdy and can
withstand adverse environment very well (eg., clostridal
spores, cycts of intestinal protozoans, ova of helminths,
etc). Usually, agents which have very poor survival in
nature tend to adopt the direct modes of transmission like
droplet infection or direct mucous contact. Survival in
nature becomes all the more crucial for the agent, if
human being is the only reservoir.

Characteristics of Agent Involved in Production of Infection and
Disease

The various characteristics of an infectious agent which
determine the production of infection, as well as the
causation of diseaseare (57) :-

Infectiousness

This is the relative ease with which the agent is
transmitted to the host. Infectiousness is more of function
of environmental factors; eg infectiousness of measles
would be higher in overcrowded conditions but lesser in
affluent communities.

Infectivity

This is the ability of the agent to cause infection, i.e, to
enter, survive and multiply in the host. A useful
epidemiologic measure of infectivity is Secondary Attack

Rate (SAR). It is defined as the number of susceptible
persons who, within the duration of one incubation
period, following exposure, develop the disease out of the
total susceptibles who were exposed. SAR is usually
measured by conducting studies in closed communities or
families wherein the first case which brings in the
infection is called the index case. Thus,

Pathogenecity
It is the ability of the agent to produce manifest disease
out of those who have been infected. Generally, agents

No. of susceptables exposed to index Case, who
develop the disease, within the duration of

maximum incubation period of the disease X 100

SAR =

Total number of susceptables exposed to the
Index case.

which have high pathogenecity have features which
protect them from non-specific host defenses, and
elaborate toxins or similar products (eg, Diptheria,
Tetanus) or else, may cause such host immune response
that leads to disease (eg, Rheumatic fever,
Glomerulonephritis).

Virulence

Higher in order, from infectivity and pathogenecity, is
virulence. It is the ability of the agent to produce severe
disease. If “serious' infection is being measured in terms
of death, then Case Fatality Ratio (CFR) becomes a
reasonably good measure of virulence.

Infective dose

Infective dose is important for certain infectious disease
agents like V cholera and S typhi in which, if the inoculum
is not adequate, then infection may not settle, or at least,
manifest disease may not occur. On the other hand, in
infections like plague, even a very small dose may be
enough to cause infection.

Host Factors

Like the agent is on one end of the epidemiological chain
of infection, the “HOST” is at the other end of the chain.
The host factors which determine the dynamics of
infection fall into two broad categories:-

Host Attributes Which Affect The Probability Of Being Exoposed
To The Infectious Agent

These include age (eg, young children, because of
hygienic innocence and habit of “orally exploring” the
items, are more susceptible to exposure to soil
transmitted helminthic infections); Sex (eg, females, by
virtue of leading a mainly indoor life may be less exposed
to sylvatic zoonoses like Kyasanur Forest Disease),
Economic status (poverty, squalor and infection form an
almost invincible trinity and this needs no further
highlighting), Occupation (eg, agricultural workers and
veterinarians are much more likely to be exposed to
certain zoonoses), Education (by way of improving the
knowledge regarding causation and prevention of
infection, may help in reducing the chances of exposure),
Living conditions (Poor housing, overcrowding, lack of
sanitary eating and drinking facilities will all increase the
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chances of exposure), Life style and behavioral factors
(eg., permissive attitude toward sex will increase the
probability of exposure to reservoir of STDs), and use of
Personal protective measures (eg, use of mosquito nets
and repellents decrease the chances of exposure to
mosquito borne diseases).

Host Factors that Influence Occurrence of Infection and
Disease

Once the host been “exposed” to the infectious agent,
certain factors will determine whether disease will actually
occur and the severity of the same. These include “status
of host immunity”, whether actively or passively (or
naturally or artificially) acquired; Age (In general,
extremes of age viz., the very young, i.e, < 2 years and the
old, > 65 years are more susceptible); Genetic make up
(known to occur in respect of diseases like tuberculosis
and malaria); and, Availability and utilization of health
services (by providing chemoprophylaxis, immunization
and health education at the primary preventive level and
early diagnosis and prompt treatment)

Herd Immunity

Herd immunity refers to the level of immunity that is
present in a population against an infectious agent. It is,
thus, concerned with the protection of a “population” from
infection, the protection being brought about by the
presence of immune individuals. It may be defined as “the
resistance of a group to attack by a disease to which a
large proportion of the members are immune, thus
decreasing the probability that a person having the
infectious agent will transmit it to another susceptible
person in the same population”. In general, while dealing
with childhood infectious diseases amenable to
prevention by immunization, vaccination coverage of
about 85% is likely to provide adequate herd immunity,
which will effectively block the disease transmission, even
if remaining 15% children are not immunized (though
there may be many exceptions to this generally held
belief).

Factors affecting the Process of Infection as a result of
Interaction between Agent and Host

There are certain features which are peculiar to each
infectious disease as follows

Incubation period

Incubation period is the time period between the entry of
infectious agent (or its toxin) into the human body to the
point when the earliest clinical manifestations of the
disease are apparent. During this period, the host does
not exhibit any outwardly clinical manifestations, though
immunological and histopathological changes within the
body would definitely occur. If, during this period, the
organism is also shed form the body of the host, the host
qualifies to be an “incubatory carrier”. Incubation period is
usually measured in terms of “median incubation period”,
i.e, the time in which half of the infected subjects will
develop clinical manifestations, following entry of the
organism into the body. Alongwith the median incubation
period, a “range” is also given which indicates the
minimum and maximum incubation periods. Incubation
period of a diseases is found out by studying the time

taken for onset of secondary cases following exposure to
the index case, in family groups or in closed communities,
or else during investigation of “common-vehicle, point
source epidemics. Different diseases have different values
of median incubation period and range, and a specialist in
Public health should remember them well.

Latent period

Ininfectious disease epidemiology, latent period refers to
the time that elapses between the entry of the agent in the
human body to the pointwhen the shedding of organism.

Period of communicability (Infectious period)

This is the duration for which the host sheds the agent, i.e,
remains infectious. This may be very long in case of
diseases like leprosy and HIV infection.

Generation time

The generation time is the duration between the entry of
infectious agent into the body to the peak infectivity of the
host. As a crude calculation, generation time (G) is equal
to (latent period + period of maximum communicability).
The relationship between the various landmarks of a
typical infectious disease is depicted as follows :-

[ [ [ [ [ [ |
A B C D E F G

Landmarks
A =Entry of agentinto host

B =Shedding of agent starts
C=Clinical manifestations start
D = Maximum infectivity of host
E=Clinical disease ends

F =Shedding of agent ends

G =Convalescence ends

Ato B=Latent period

Ato C=Incubation period

Ato D =_CGenerationtime

Cto E=Clinical phase

Eto G=Convalescence phase

B to F = Period of communicability
Bto C=Incubatory carrier phase
Eto F =Convalescent carrier

Eto G =convalescent phase

C to F = Subclinical (healthy) carrier phase (if clinical
disease did not occur).

Biological Gradient (Gradient of infection)

Biological gradient of a disease refers to the range of
manifestations that may occur in the host as a result of
infection. Thus, it is like a “spectrum”, ranging from
inapparent infection at one end, and passing through mild
illness, clinical disease, serious forms of disease, to death
at the other extreme of the spectrum. Diseases like viral
Hepatitis-A, poliomyelitis and cholera have a classically
wide biological gradient with all varieties of severity as
outlined above being present. On the other hand, measles
and chicken pox tend to have only the middle part of the
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spectrum with either subclinical cases or deaths being
uncommon. Diseases like rabies occupy only the other
extreme of the spectrum, having a very serious biological
gradient, with certain death being the only outcome.

Frequency of disease

As has been repeatedly stressed in this chapter, the
epidemiologist should not go simply by observed number
of cases of a disease but convert it into some form of
frequency measure (like incidence or prevalence) by
relating the number of cases to a denominator (the
population at risk). Depending on the “frequency” of the
disease, the occurrence may be

(a) “Epidemic”

This is the occurrence of disease frequency, in a defined
population or area, which is clearly in excess of the normal
expectation.

(b) “Endemic”

Endemic frequency refers to continued transmission of a
disease, in a defined population or area, at a relatively low
level (without any importation from an outside area or
population). It would also be appreciated that the
difference between an epidemic and an endemic situation
is dependent on two factors firstly, the high frequency and
the “abrupt increase” which occurs in epidemic situation,
compared to “continued transmission” in endemic
settings. Depending on the “frequency” with which this
continued transmission is going on an endemic scenario,
the endemicity could be described as “hypoendemic” or
“low endemic”, (incidence being low), mesoendemic,
hyperendemic, and holoendemic. In both hyperendemic
as well as holoendemic situations, the transmission
continues at a very high frequency; however in the latter
situation, exposure to infection generally occurs during
early childhood so that by the time adulthood is achieved,
the population becomes immune and a high level of herd
immunity occurs. For this reason, epidemic outbreaks of
the disease are not likely in holoendemic situations (the
classical example being “stable malaria” situations). The
epidemiologist should note that half-hearted or
unscientific measures (eg., sudden introduction of
insecticidal spray programs without full coverage and
without concurrent coverage with surveillance for prompt
diagnosis and treatment for a disease like Malaria) would
tend to convert a “stable”, holoendemic situation into an
“unstable” meso-endemic one, thus increasing the
propensity to epdemic outbreaks.

(c)“Sporadic”

Sporadic frequency which refers to few, scattered cases of
infection, which do not have any relation to each other
temporally or spatially (i.e, according to time or place).
The difference between a “low endemic” disease and
sporadic disease is based on this fine dividing line-that in
alow endemic disease, the frequency of disease is low but
the cases would show a reasonable relation to each other
according time or place which will not be the case in
sporadic situations.

Channels Of Transmission

The two end points in the epidemiological chain of
infection are the infectious agent and the (susceptible)

host. Now, to the complete this link, the infectious agent
must be transmitted to the susceptible host. Such
establishment of the link between agent and host is
brought about of two types, viz “direct” and “indirect”
modes of transmission.

(a) DirectModes Of Transmission

A direct mode of transmission is one in which the
infectious agent has to be in a state of actual physical or
physiological proximity with the susceptible host, or even
if not in such proximity, should be within a very close
distance so as to be able to directly come in contact with
the host.

There are five methods of such direct transmission

(i) Contact of host skin or mucous membranes with
the infectious agent contained in a living tissue;
eg., sexually transmitted diseases.

(ii) Contact of skin or mucous membranes with the
infectious form of the agent contained in
inanimate environment. The examples include
transmission of hookworm (infective form in soil)
and leptospirosis (infective form in water or soil
contaminated with urine).

(iii) Inoculation of the agent, directly from the
reservoir into the skin or mucous as in Rabies.

(iv) “Vertical transmission” from mother to child,
through the placenta, eg., HIV, syphilis,
“TORCHES” agents etc.

(v) Direct transmission due to the agent being within
a reasonably close distance of the host, as occurs
in “droplet infection”. Droplets are actually very
finely dispersed aerosol containing the infectious
agent, which are formed when a person
harbouring the agent in his respiratory tract
undertakes such activities like coughing,
sneezing, talking etc. if another susceptible host
is within a 'reasonably close' distance (usually
taken to be 1 meter at the most), such infective
droplets can be directly deposited on to the
mucous membrane of oral cavity or respiratory
passage (i.e, the relevant portal of the respiratory
tract infections.) TB, common cold, influenza,
measles, mumps, pertusis, diphtheria,
meningococcal infection, leprosy etc are
transmitted by such mode.

(b) Indirect Modes Of Transmission

An indirect mode of transmission can defined as one in
which its infectious agent requires an “intermediary
agency” to convey it from the source of infection to the
susceptible host. Like for direct modes, there can be five
types of indirect modes of transmission

(i) Vehicle borne : The various types of “vehicles”
which can convey the infectious agent, from the
source of infection to the susceptible host include
anything which is eaten (eg, food, sweets, milk
products, confectioneries and so on, or anything
which is drunk (eg, milk, ice, water, beverages
etc). Infections of the gastrointestinal tract are
classically transmitted by this mode and include
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(i)

(iii)

(iv)

(v)

such common examples as cholera, typhoid,
hepatitis-A, ascarisis, amoedeasis and so on. A
vehicle also would include anything which can be
“injected” (eg, blood and blood products, drugs,
vaccines, diluents; examples are HIV, Hepatitis B,
Malaria etc).

“Fomites” which are defined as inanimate objects
of general use by the infected person (eg,
untensils, linen, fountain pens, tooth brushes )
The infectious agent may remain on the surface of
such fomites and may be transmitted to the
susceptible host usually when such objects are
put into the mouth or come in contact with
conjunctiva.

Fingers : Fingers form a very important mode of
indirect transmission. If Contaminated, they can
transport a number of gastrointestinal infection
(especially, shigella, salmonella typhi, vibrio and
Entamoeba).

Air : Often droplets containing the infectious
agent may dry up, or may settle down on the dust.
Now, if the agent can survive environmental
adversaries like drying or heat, it can be carried for
long distances by air currents, alongwith the dust
or droplet nuclei; and if deposited on the portal of
entry of a susceptible host, can initiate infection.
Important examples are legionnaires disease, 'Q’
fever, tuberculosis, nosocomial infections. Air
borne infected nuclei and dust should be
differentiated from “droplet infection”. As
explained, the latter is a 'direct” method of
transmission in which the agent is directly
deposited from the immediate source of infection
onto the portal of entry of a susceptible host, the
intervening distance being very short (maximum 1
meter). On the other hand, in an air borne
transmission the agent is not directly deposited
from the source of infection on to the portal of
entry of susceptible host but transported
indirectly by air over long distances.

Vector borne indirect transmission : A vector is a
living invertebrate which transfers the infectious
agent from the source of infection to another
susceptible host. Usually the term encompasses
arthropods, and to a smaller extent, molluscs like
snails. Such transmission by a vector could be
either “mechanical”’, in which the vector simply
acts as a “fomite”, transferring the infectious
agent from the host on to another vehicle like
food, by carrying the agent on its body surface or
in the gut (finally excreting them in the faeces).
The common example is of the housefly, which
mechanically transmits a number of oro-faecal

disease agents from the faeces to the food.
Secondly, it could be a “biological” transmission,
wherein the infectious agent is transmitted, not
simply in a mechanical form, but undergoes,
within the body of the vector, one or more of the
biological changes pertaining to the stages in its
life cycle. Such biological changes may occur in
one of the following three ways :-

Z Take the example of plague bacillus. After
being taken up by the rat flea following a blood
meal on the rodent, the bacilli so taken up with
the blood, multiply enormously, increasing in
number, in the mouth parts of the rat flea.
However, there is no developmental change as
regards stages of life cycle of the bacillus. Such
a method of biological transmission in which
the agent “multiplies” but does not “develop” in
the body of the vector before being finally
transmitted to the susceptible host, is known
as “propagative” mode.

Z As another example, once a female culex
mosquito takes in a microfilaria along with the
blood meal, the microfilaria so taken up will
undergo developmental changes of life cycle in
the body of the mosquito (the three larval
stages, finally becoming the infective stage
larva). However, there is no multiplication and
for each one microfilaria taken up with blood
meal, there will be, finally, only one infective
form larva. Thus, if the agent undergoes
developmental changes in the body of the
vector but no multiplication, the same is known
as “developmental” or “cyclo developmental”
method.

7 Finally, let us consider the sequence of events
that occur following ingestion of malarial male
and female gametocytes along with blood meal
by a mosquito. The gametocytes transform into
gametes, form a zygote, followed by oocyst
and sporozoites. Thus, there are
developmental changes pertaining to the life
cycle of the agent. In addition, for one each of
male and female gametocyte taken in by the
mosquito, there will be formed, not one but
thousands of sporozoites; thus, if in addition to
developmental changes, there s
multiplication, it is know as “cyclo-
propogative”.



Chapter 11 Principles and Practice of Epidemiology

Col RajVir Bhalwar

Investigation of an Epidemic

Investigations of epidemics is one of the most important
duties of not only the epidemiologists but for all medical
officers concerned with health care of the community.
Investigating an epidemic involves a series of steps, as
narrated in the succeeding paragraphs. These steps are
not necessary to be undertaken in the same sequence. In
fact, often, at any given point of time during the course of
an investigation, it is quite possible that a number of steps
may be addressed simultaneously(58 - 60). In this chapter,
we will explain the various steps in detail, alongwith an
example of an epidemic which occurred in a large military

Example : Real Life Situation

Maj. 'X', a classified specialist in Preventive Medicine was
posted as Officer Commanding of Station Health
Organization (SHO) in a large cantonment. In the
evening of 10th May, the Regimental medical officer
(RMO) of a large Army camp rang up to inform that 2
cases of diarrhea and vomiting with mild dehydration
had occurred and he was referring them for admission
to the dependent large military hospital. The Army camp
was meant to provide accommodation and messing to
almost one thousand army personnel, mainly clerks and
office runners, working in various large Army offices
located at various places in the city. There were four
“messes” with dining halls (named 'A', 'B', 'C', and 'D'
mess) to provide for meals, besides a canteen run by a
contractor to provide snacks. These army personnel
used to leave early morning in buses for their respective
offices, after breakfast and used to carry packed lunch.
They used to come back in late evening from their
respective offices and have their dinner in the camp,
before going to bed. Another about 300 personnel were
staying with families in family quarters located in close
vicinity of the camp and shared the same general piped
water supply and sewerage system (from military
engineering sources). These family members also used
to go to the same offices with the single staying
personnel. There was a small cantonment market
nearby with all daily requirements available. (Dates,
locations and number of personnel have been slightly

cantonment.

Step 1 : Verification of the diagnosis

The earliest report regarding an outbreak is often
obtained from a non medical or paramedical person.
Often the initial report is not in the form of particular
diagnosis but rather in the from of a “syndromic”
constellation of symptoms and signs (eg, outbreak of
diarrhoea and vomiting , or fever and skin rash). It is
therefore essential to verify the diagnosis of the condition
that one is dealing with in epidemic form. This also helps
in developing the epidemiological case sheet and
planning the laboratory, environmental and
entomological procedures for investigations. At this
point, talk in detail with the patients (cases), about their

signs / symptoms, about their movements, about the
possible exposures and what they think could have
caused their present illness, and whether they know of
similar cases in their neighbourhood, workplace or among
friends. Recording as much details at this point of time
may be of great value later when hypotheses are being
developed. Verification of the diagnosis is usually made
on clinical, laboratory and epidemiological parameters.
Most important are the clinical parameters. In real life
situations, it may not be necessary to confirm 100% cases
by lab parameters; a 20% to 30% random sample, if
confirmed by lab tests to be having similar disease should
be adequate. At this point it is also very wise to describe
the distribution of various signs / symptoms according to

Continuing with the example of the real life situation, To
start with, a “syndromic” diagnosis of “gastroenteritis,
without fever & with moderate dehydration” was made.
The possibilities which were kept within this tentative
diagnosis were food poisoning (due to either of S
aureus, non-typhoid salmonella, C perfringens, B
cereus); cholera; ET EC gastroenteritis; and algid
malaria. The patients were contacted by the SHO at the
hospital in the night itself and a quick clinical history
and examination was done, and cases were discussed
with the Medical splt and Pathologist. Both the patients
were young soldiers working in the same office and
dining in the same ('B') mess. They had 1-2 bouts of
vomiting in the afternoon, followed by 4-6 watery loose
motions and felt “weak”. There was no fever or tenesmus
or blood / mucous in the stools. Except for moderate
dehydration, physical examination was non-
contributory. GBP, PBS for MP, and stool examination for
microscopy, hanging drop and culture for
enteropathogenic organisms was requested.

frequency distributions, which greatly helps in suggesting
the diagnosis and also in developing the case definitions.

Step 2 : Confirm the existence of an epidemic

An epidemic is defined as “occurrence of a disease in a
frequency which is clearly in excess of the normal
expectations”. Thus, having verified the diagnosis, one
must work out the incidence rate, by dividing the total
cases by the population at risk. This rate is compared with
the rate occurring in the same population, during the
corresponding period of the past three years. Often, the
decision as to whether the present rate is clearly in excess
of the normal expectations (based on past three years'
rates) is taken on the basis of informed and experienced
judgement, through various statistical procedures for
calculation of “control limits” are available to further assist
in such decision (see Chapter on “surveillance” in this
section for details). Quite often, in such situations, rates
may not be able to be calculated in such an emergency and
so, humbers may be compared. Usually, comparison is
done of the present rates (or number of cases) with those
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General guidelines for “syndromic approach” to “common epidemic prone” diseases

Quite often, reporting of epidemic is often in the form of a “syndrome”. Moreover, laboratory diagnostic results may
take time to be available and till then the epidemiologist has to proceed with some tentative diagnosis, to give some
direction to his investigations. The following list is intended to provide a general reference for the epidemiologist in

the field, till definitive results are available.

Syndrome of fever without rash

Syndrome of fever with rash

Usual manifestations : Sudden or insidious onset with
fever of continuous, biphasic or recurrent type;
frequently headache, myalgias, arthralgias; sometimes
GIT manifestations, polyadenopathy or hepato-
splenomegaly;

NO specific localizing sign.

Common Diseases Vivax Malaria; Enteric fever;
Leptospirosis; Uncomplicated Dengue fever (without
haemorrhages or shock; Chikungunya (without

Usual manifestations : Onset with fever and systemic
symptoms; macular, papular, vescicular or pustular
eruptions, either generalized or localized to certain
parts of skin or mucous membranes; eruptions are
NOT haemorrhagic.

Common Diseases : Chickenpox; Measles; Rubella;
Typhus group of fevers (scrub, louse borne, murine
and tick borne typhus); Meningococcal bacteraemia.

Syndrome of haemorrhagic fever

Syndrome of fever & neurological manifestations

Usual Manifestations : Onset with fever and systemic
symptoms; often a second phase of fever after 3 to 5
days with cutaneous haemorrhages (petechiae,
ecchymosis or puncture o0ozing); sometimes internal
bleeding (haemetemesis, malena, haematuria, vaginal
bleeding); sometimes jaundice with or without
terminal shock syndrome.

Common Diseases : Dengue Haemorrhagic Fever or
DSS; Kyasanur Forest Disease; Lassa Fever;
Chikungunya (very few patients would have

Usual manifestations : Onset with fever and systemic
manifestations; signs of meningitis or encephalitis or
paralysis of central or peripheral type.

Common Diseases :
Mainly paralysis : Paralytic poliomyelitis.
Mainly meningitis : Meningococcal meningitis
Mainly encephalitis : Japanese encephalitis

Fever & respiratory manifestations

Fever with GIT Manifestations

Usual manifestations : Onset with fever and often
fatiguability; sometimes systemic manifestations;
cough; dyspnoea; chest pain; persistent or blood
stained sputum.

Common Diseases :
URTI :Pertusis; Influenza; Acute bacterial or viral
pharyngitis.
LRTI :Streptococcal pneumonia; Pneumonic plague;
Influnza, SARS, Avian influenza; Pulmonary
anthrax (keep possibility of bio-terrorism).

Usual manifestations Fever; nausea / vomiting;
diarrhea with or without blood or mucous; abdominal
cramps; systemic manifestations usually mild or
absent; sometimes neurological manifestations or
rash may follow.

Common Diseases : Non-typhoid salmonella food
poisoning; Shigella dysentry; Enteroinvasive /
Enteropathogenic E coli diarrhea; rotaviral enteritis
especially in children; Giardiasis; Amoebiasis; Yersinia
or Campylobacter food poisoning.

Syndrome of fever & lymphadenopathy

Syndrome of “Afebrile” iliness

Usual Manifestations : Onset with fever and systemic
symptoms; Lymphadenopathy (generalized or
localized; supputrative or non-suppurative)

Common Diseases Bubonic plague; kala azar;
hyperendemic filariasis.

Syndrome of fever with jaundice

Usual manifestations : Initial phase with only fever and
systemic symptoms; sometimes there may be no such
initial phase; jaundice; sometimes haemorrhages.

Common diseases : Viral Hepatitis 'A", and 'E'; Viral
hepatitis 'B' (due to common parenteral experience);
sometimes Leptospirosis

Afebrile neurological disease : Convulsions, shock or
GB syndrome (search for common vaccination history);
botulinum food poisoning; Organophosphate
Insecticide poisoning (food borne or after spray);
mushroom poisoning.

Afebrile GIT illness : Cholera (epidemic 'O' Gp); Food
poisoning due to S aureus, C perfringens, B cereus,
giardiasis, V parahaemolyticus; (common-vehicle-
food-borne)

Afebrile Conjunctivitis : Bacterial or adenoviral.
Afebrile rash : Swimming pool associated dermatitis.

Afebrile genito-urinary syndrome Gonorrhoea,
Chanroid, HSV
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Table - 1
SrNo | Name | Age Sex | Residential Work-place Date / time of | Main symptoms/| Name / address
address address onset of signs of medical
symptoms facility
T 2 3

of corresponding time period of preceding three years.
For finding out as to what is the “normal”’ expectation
during the period being compared with, we use the
existing data based on records of hosp admission and
discharge data and if these are not available, find out from
various physicians in the community whether they have
been observing more number of cases with the given set
of symptoms recently; or, lastly, undertake a survey of the
community to get an idea of the baseline (historical) data.
Ultimately pragmatic considerations are also important as
to whether to investigate or not. There could also be
situations when a single case of a disease may be enough

In Our Example : With 2 cases out of 1000 personnel
staying in the camp, the rough incidence was worked
out as 2 per 1000. Daily epidemiological surveillance
system available with the SHO indicated that maximum
of one case of gastro-enteritis with dehydration could be
expected in a day in that military station, during that
part of the year. Moreover, since “cholera” was also one
of the possibilities, it was decided to tentatively
consider the situation as one of “epidemic”. The Sr Exec
Med Offr (SEMO) of the cantonment (Commandant of the
military hospital) and Dy Dir Med Services (DDMS) of the
Area HQ were intimated for their permission to
investigate and their administrative & technical help was
sought.

to call for investigations, eg, a suspected case of plague,
or in many of the military situations, even a single case of
cholera.

Step 3 : Develop an Initial (Rough) “Line-listing” of cases
A line list is like a nominal roll of the cases which have
already been reported to the various health care
establishments (like MI Room, OPD, or admitted to the
hospitals) till now. Line listing of the cases is a major help
in initial definition of the disease / syndrome that has
occurred in epidemic form, in delineating the population
at risk & in preliminary definition of the transmission
dynamics of the epidemic according to place and time. A
line list is a serial, chronological listing of all the known
cases till now, as per the following headings in Table 1

Step 4 : Define the population at risk

By knowing the general population from where the cases
have been coming, as evident from the initial line listing
and subsequently from the details of cases as recorded on
the epidemiological case sheet (see below), one can
define, in a demarcating manner, the source population.
For example, the population at risk may be defined as “19
Satpura Battalion”, or “ Units and family lines under GE
(South)” or “Male cadets of AFMC”, etc. The more clearly

In Our Example : Urgent telephonic calls were made to
the various RMOs in the city whether similar cases of
gastroenteritis were seen by them on that day. The duty
Medical Officer of the hospital was asked whether any
other case (other than the two in question) with similar
symptoms were also admitted to the hospital that day
from some other military units. Since there were no
other case, these two were taken as the initial cases and
their details were noted on a line list as per format
already discussed above. Since both these cases were
from a single unit, “people living in that particular
military camp” were defined as the “population at risk”.

such source population is defined, better the results of
investigation would be.

Step 5 : Develop valid case definition

Often the search for additional cases would involve a
number of medical officers / paramedical personnel. It is
therefore important that the investigator develops case
definitions which are adequately sensitive (i.e. include all
those who are having the target disease, though this may
entail including many who do not really have the disease)
as well as adequately specific (exclude all those who do
not have the target disease, though many mild or
equivocal cases of the disease may also be missed out).
Apparently, the case definitions should be developed in a
way that there is adequate trade-off between both
sensitivity and specificity. Development of proper,
standardised case definitions is important to ensure
uniformity during the investigations. For practical
purposes, it is better to have cases in three categories,
viz., definite, probable and suspect. Initially during the

In Our Example : The case definitions were developed as
.- Suspect case (for use by the paramedical nursing /
health assistants) : any person with at least one vomiting
and 2 episodes of watery loose motions in a day;
Probable case (for use by RMOs and Duty Med Offrs) :
suspect case criteria plus no fever, no tenesmus, and no
blood in stools; Confirmed case (for use by SHO for
investigating the epidemic) : probable case criteria plus
laboratory demonstration of ETEC / V cholerae /
salmonella sp / Shigella sp / Giardia / Entamoeba from

investigations, while formulating the hypotheses, it may
be desirable to have more sensitive definitions, and later,
as the hypotheses are being refined / tested, the
definitions may be made more specific by removing the
“suspect” category.

Step-6 : Develop the epidemiological case sheet
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The epidemiological case sheet is an extension of the
clinical case sheet on which, for each and every subject,
the personal and clinical details are filled up. In addition ,
the details of all factors which are relevant to the mode of
transmission for a period which is equal to the range of
incubation period of the disease, going back from the date
/ time of onset of symptoms, are also recorded. For
example, in an outbreak of cholera, the epidemiological
case sheet would include the personal particulars, clinical
features, laboratory investigation results, and details of all
meals, casual meals, shacks, sources of water supply,
drinks, soft-drink etc, consumed by the person between 1
day to 5 days prior to the onset of symptoms. Thus, if the
patient had onset of first symptoms of cholera on 10 Aug,
we will record all these relevant factors for the period of 06
to 09 Aug. In addition, it will also include details of his

In Our Example : Maj 'X', as the SHO, had been
undertaking regular visits to the various units in health
cover, to assess various aspects of hygiene & sanitation,
during the past one year, since she had joined. She could
identify that the disease being investigated would have
come from either of drinking water being provided
through water coolers placed in each of the mess and
each barrack; or from food which was prepared in the
various messes; or from some snacks / Lassi consumed
at the unit run canteen; or from water consumed from
coolers at workplace; or from one of the two sugar-cane-
juice stalls or a sweet-meat shop in the cantonment
market; or a “bara-khana” (unit level community
feasting) which was held in the unit on 8th May. These
various possible factors which could have led to the
transmission were specifically kept in the
epidemiological case sheet. By now, the hospital
laboratory had intimated that organisms with darting
motility were seen on hanging drop exam from the two
patients; hence the diagnosis was finalized as “cholera”
and itwas decided to record the history of these various
transmission factors for a period of 1 to 5 days,
retrospectively from the date of onset of symptoms.

movements in time and place during | day to five days
prior to the onset of symptoms (i.e., the range of
incubation period of cholera).

Step-7 : Organise the laboratory (including Entomological
and public health lab) work

A very important step in epidemic investigations is
laboratory work. This would include collection, storage
and dispatch of body samples (blood, CSF, stool, throat
swabs, rectal swabs etc), environmental samples (water,
food items), entomological samples, and animal samples.
It would be extremely desirable to consider what all items
would be required for such laboratory procedures keeping
in view the possible disease which is being investigated.

In Our Example : Maj 'X' had kept her SHO laboratory in a
state of constant readiness to deal with any such public
health emergency. However, she once again had
detailed discussions with the hospital pathologist as
regards various samples to be taken and their method of
dispatch to the lab. She quickly organised a portable
container having gloves, rectal swabs, rectal catheters,
sterile Winchester bottles, specimen vials having Cary-
Blair transport medium, sterile vials, centrifuge, and
personal protective equipment. She decided to collect
and dispatch stool samples / rectal swabs, food
samples, water samples and serum forimmunology.

Close liaison with the local hospital laboratory and with
the pathologist / microbiologist needs no emphasis.

Step 8 Contact administrative and engineering
authorities and establish rapport

In a service set up, it is extremely important to explain the
objectives and requirements to the unit/stn cdr and est
close rapport with them. This way a lot of information can
be obtained without any resistance. Similarly, it is also
desirable to establish close rapport with the engineering
auth since a substantial part of investigations is likely to
be directed towards public health engineering systems
like water supply, excreta disposal etc. The layout maps of

In Our Example : Maj X' had kept “spot maps” showing
hygiene and sanitation of various military units under
her health cover, and constantly updated them after her
regular visits to units. She had also liaised with MES
authorities and kept updated maps of water supply and
sewage disposal systems. However, she once again
contacted the MES authorities and asked for their
assistance in conducting the investigations. She also
sought the sanction of DDMS and SEMO to undertake
the investigations. Thereafter she contacted the
Commanding Officer of the affected military unit, took
him into confidence and discussed the details as to how
the investigations would be undertaken. Finally, she had
discussions with lower level MES functionaries, with the
junior functionaries of the affected unit JCOs / OR) and

with the paramedical members of her investigative

water supply and sewerage system should be obtained
from the eng/adm authorities.

Step 9 : Collection of Information

Having undertaken the preliminary steps, the investigator
proceeds to collect the information, recording the details
on the epidemiological case sheet for each subject.
Information is collected in respect of all possible modes of
transmission which are relevant to the disease being
investigated, and going back for a period which is equal to
the “range” (difference between maximum and minimum)
incubation period of the disease, going back from the time
of onset of first symptom. For example, in an epidemic of
hepatitis A, we would ask for details of sources of regular
meals, casual meals, water, milk, sweets, snacks, and so
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on, from the date of onset of symptoms and going back
for a period of two to 6 weeks. The information is collected
from the following sources :-

(a) From the cases

The persons who have already reported to the health care
facility (Ml Room/OPD or admitted to the hospital) now (as
indicated in the line list) or who report subsequent to the
initiation of investigations are the straightway available
source of information.

(b) Search for additional cases and make the final “line-list”

The cases who have reported to the health care facility
may not represent the entirety of epidemic. Many cases
may be lying hidden in the community, being mild cases,
or those who may have reported to some other agency for
treatment. It is therefore mandatory to search for
additional cases so that the complete picture of the
epidemic may be obtained. Using the standardised case
definition, an extensive search is made using door to door
survey in the entire population defined to be at risk. In
case of very large populations, arandom sample (usually a
systematic sample) can be taken. The population must be
informed well in advance about the search, through mass-
media, announcement systems, fixing hand-bills
describing the symptoms and requesting the people to
report the disease, Part -l Orders, evening roll calls, etc.
Apparently, assistance of adm authorities would go a long
way in this process. In addition, other health sources like
other hospitals and general practitioners in the area may
also be contacted to find out additional cases. In addition

In Our Example : By now a total of 7 cases had been
admitted with same presentation. All were from the
same unit and all showed growth of V cholerae Biotype
O-1, serotype Ogawa from stool samples. The line list
was accordingly revised. All cases were interviewed
personally by Maj 'X' and detailed information about
various transmission factors was recorded on the
epidemiological case sheet for the retrospective period
of 1 to 5 days from date of onset. Cases were also asked
in detail about any other factor which could have led to
the transmission and which might not have been
included in the epidemiological case sheet. In this
regards, 5 of the cases said that they had also been often
going to a kiosk selling “fruit chaat” (mainly water
melons) which had come up in the cantonment market
recently; accordingly, this was also included in the
epidemiological case sheet.

All the units in the cantonment were asked to announce
the “suspect case definition” during evening roll calls
and Part-1 orders and direct any person or family
member having such symptoms to their respective
RMO. The RMOs were asked to refer any person or family
fitting into “probable case definition” to the hospital for
admission and also inform the SHO. The Health
Assistants & Lab of SHO went “door to door” in the
affected unit including their family quarters and asked if
any person had suffered with symptoms fitting into
“probable” case definition; if yes, their stool samples

to clinical and epidemiological information, laboratory
specimen, as applicable, should also be obtained in the
field, from suspected cases. Fill up the epidemiological
case sheet for cases detected during the search.

Now, a final line list is made. It would include a list of all
cases, including those detected on search for additional
cases, in a chronological order as they occurred, showing
their personal particulars, date of onset, place of stay,
place of work and all exposure histories that are relevant
to the disease (eg, sources of meals and water in case of an
epidemic of oro- faecal disease). A review of the line listing
of cases will give important clues as regards the various
possible sources of exposure - these would be those
exposures which are commonly shared by the cases, as
seenintheline listing.

(c) Environmental information. Besides clinico-
epidemiological information from cases, a detailed
environmental assessmentis made of the area, depending
on the disease one is investigating. Thus, while
investigating an epidemic of cholera , one would make a
detailed assessment of water supply system, nightsoil
disposal system, cook houses and other eating/drinking
establishments in the area where the defined population
is staying. Similarly, in a suspected epidemic of dengue,
one would make a detailed environmental assessment of
vector breeding areas. In addition, various environmental
samples (eg, water, food, etc) and entomological samples
(eg, larval and adult mosquitoes) would also be collected
as relevant.

(d) Information for those who did not suffer from the
disease. This is a very important step which is often
overlooked. While search for additional cases is going on,
one must record the information regarding possible
exposures (eg, movements, sources of meals, casual
meals, snacks, water, drinks etc.) not only from those who
suffered from the disease symptoms, but also from those
who were a part of the population at risk but did not suffer
(i.e., the controls). This information from controls is of
vital importance in the later part of investigations, when
hypothesis regarding various suspected exposures are to
be analysed by comparing cases and controls.

In our Example : A team of the SHO and MES staff
conducted a detailed physical, on ground check of water
distribution and chlorination system and sewage pipe
lines. Water and food samples were taken from all
messes, water coolers, eating joints in the market and
water taps in work-places. These samples were
dispatched to hospital lab. Water supply pumps in the
affected unit were run for continuos 3 hours by MES,
while the ground was being observed. At one place,
there was apparent moistness on the ground overlying a
major water pipeline. The affected ground was dug open
and it was noticed that there was a break in the water
pipe line at that spot; this water pipe line was running
approx. 5 feet above a sewage pipe which was also
slightly damaged. These were immediately repaired.
However, this particular water pipe was a main trunk,
which was supplying water to the entire affected unit as
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well as the adjoining family quarters and not to any
single mess.

No other case could be confirmed despite extensive
search for cases. Hence information was recorded on
the epidemiological case sheet from the seven cases. In
addition, 50 healthy people (who did not even fit in the
definition of even suspect or probable case), from the
same affected military unit were selected from the list of
personnel supplied by the unit authorities, by
systematic random sampling and all information about
various transmission factors as recorded from cases was
alsorecorded from these “cantrals”

Step 10 : Describe the epidemic

Once the information has been obtained, an
epidemiological description of the epidemic is prepared.
This description is vital for developing hypotheses
regarding various possible sources of exposures that
could have caused this outbreak. The description of
epidemicwould include:-

(a) Developing the overall attack rates,

Developing the overall attack rates using the cases
(reported to health care facility plus found during
additional search) as the numerator and the population
defined to be at the risk at the denominator.

(b) Describing the clinico epidemiological profile.

This would include a percentage wise distribution of
clinical presentation among the cases a description of the
mild/moderato/severe forms, and fatalities.

(c) Describe the cases according to distribution of person
related variables.

This step involves development of proportional
distribution of cases according to relevant, person related
variables like age, sex occupation, source of water supply,
etc . The detailed line list described in the preceding
paragraph is used to describe the cases according to all
possible exposures. For example, in an epidemic of

cholera, description of cases according to person related
variables will include their distribution according to age
groups, sex, occupation, place of regular meals, sources
of drinking water, sources of casual meals / snacks, etc.

(d) Describe the epidemic according to time.

An epidemic is described according to time by plotting an
epidemic curve. This curve is developed by plotting the
attack rate along the vertical (Y) axis and unit of time along
the horizontal (X) axis. The unit of time would depend on
the disease; in food poisoning epidemic it would be in
hours, in days for cholera and in weeks for Hepatitis A or E
outbreaks. Often, it may not be possible to compute the
attack rates according to time; in such instances, the
epidemic curve may be prepared by plotting the actual
number of cases along the vertical axis, instead of attack
rates. The shape of the epidemic curve give us important
leads as regards the cause. For details of the shapes of
various epidemic curves and their interpretation, refer to
the chapter on descriptive epidemiology.

(e) Describe the epidemic according to place.

Description of the epidemic according to place is given by
making the spot map of the area on which the frequency of
the disease is plotted as coloured dots. Often, instead of
plotting the frequency, only the actual number of cases
are plotted and this may be simple and effective method
too. Sometimes, different spot maps may have to be
developed, eg, separate spot maps for place of residence,
place of work etc, depending on the possible places where
exposure to disease could have occurred. For example, in
a suspected epidemic of scrub typhus, we may have to
prepare separate spot maps for cases, according to places
of residence, place of work, places visited on patrolling all
for a period equal to the range of incubation period of the
disease, going back from the day of onset of signs /
symptoms. Spot map also gives important insightin to the
possible causes of the diseases. One would be inclined to
develop possible hypothesis regarding the cause of the
outbreak, considering those places where the local
concentration of cases is high.

(f) Describe the environmental conditions just before and

Table - 2 : In our example, the following was the description of the 7 cases, according to history of major transmission factors as were

recorded in epidemiological case sheet as shown

Living in barracks| 7 (100%) | Age < 35 yrs 6 (85%) Took sugar cane juice from | 5 (72%)
kiosk No. 1

Living with family| 0 (0%) Age > 35 years 1 (15%) Took fruit chaat from markelt 6 (85%)

Eating in 'A" mess| 0 (0%) Took water from workplace No. 1| 4 (58%) Ate during barakhana on 6 (85%)
8" May

Eating in 'B" mess| 6 (85%) Took water from work place No. 2 2 (28%) Had snacks / Lassi from unit 5 (72%)
canteen

Eating in 'C mess| O Took water from workplace No. T (T4%) Ate sweet-meat from Z (28%)
cantonment shop

Eatingim D mess—t<(+5%) Matesex 7(t00%) T Ate smacks atworkptace 2(28%)
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In our example :- 2 cases had onset on 10th may, 3 on
11thand 1 each on 12 and 13th may. There was no case
thereafter. The 7 cases were plotted according to the
date of onset of their symptoms. The resultant curve
showed a sharp rise, a sharp peak and an abrupt fall,
indicating a “common vehicle, single exposure (point
source)” transmission. It indicated that all these cases
had probably got infected at a common source which
existed only for a brief period of time, as can occur when
a particular meal or drink gets contaminated, or a water
storage cistern gets contaminated for a small time till
the water is used, or when a infected food handler who is
“incubatory carrier” contaminates a food or drink for a
brief period of time, before himself coming down with
symptoms.

3 different spot maps were made according to
workplace, place of staying and place of routine eating
and drinking, and cases were plotted as coloured dots
on these maps. A clear-cut “clustering” was seen in all
the three maps in mess No. 'B', at workplace No 1. and
in Living barrack No. 4 and 5. Further assessment
indicated that large majority of these cases were staying
in barrack No. 4 and 5, as well as eating in Mess 'B' and

during the outbreak.

A clear description of the findings of environmental and
entomological assessment is given. For example, details
of damaged water supply lines, cross-connections with
sewer lines , unhygienic conditions in cook house, vector
breeding and densities are described and efforts made to
correlate these finding with description of epidemic
according to line listing and distribution according to
person, place and time, thus developing various
hypotheses regarding possible causes of the outbreak. It
is often worth while to superimpose these environmental
findings on the spot map for a quick visual evaluation.

Step 11 : Developing various alternative hypotheses
regarding the cause of outbreak.

Once the epidemic has been described according to its
clinico-epidemiological profile, line-list, and distribution
according to person, place and time, various hypotheses
are developed regarding possible cause(s) of the
outbreak. The basis of developing these hypothesis is to
start with the descriptions of cases according to various
person, place and time related variables and see as to
what are the possible exposures which are very common
among cases. If the investigations have been done rightly
till now, alarge number of hypotheses will be developed.

Step 12 ; Testing the hypotheses : Comparisons using
analytical epidemiology .

In our example : The factors which were very commonly
found in a large proportion of cases were male sex,
staying without family, age < 35 years, eating meals in
mess 'B' or drinking water from its water cooler, drinking
water from water cooler of work-place No.1, staying in
barrack No. 4 or 5, having lassi or snacks from unit

canteen, eating barakhana on 8th may, consumption
of sugarcane juice from kiosk No. 1, and eating fruit-
chaat from the market. These were kept as
possibilities which could have transmitted the
organism (hypotheses). On the other hand, eating
snacks at work-place, eating sweetmeats from
cantonment shop, eating / drinking in messes Nos. 'A’,
'C', or 'D' or drinking water from workplaces No. 2 and
3, were very uncommon among cases and hence not
kept as “hypotheses” requiring further exploration.

This step is the backbone of epidemic investigations. A
comparison is made between the cases, and those who did
not suffer, though being a part of same source population
(controls), in respect of each and every possible
hypotheses developed in the previous step. The Odds
Ratios for each of these exposures are calculated and their
statistical significance is seen by 95% confidence interval
of odds ratios, or more simply, by a chi square test. Thus,
out of the various hypothesized exposures, one would
find out one particular exposure in which the cases and
controls differ significantly and this is, then, the likely
source of the outbreak (See Table - 3)

Further exhaustive search is now made, based on the
indications given by the preceding step, to explore in
detail as to what could have been the reason for
transmission of the organism.

Final Laboratory proof of cause and effect relationship .
This is adifficult proposition, but if done, can give the final

In our example : Once the results of hypothesis testing
step focused the suspicion on 'B' mess, the conditions in
'B' mess that existed at the time of the outbreak were
further evaluated. Extensive study of hygiene and
sanitation of cook house and dining halls, drinking
water storage and handling, health state of food
handlers and cooking / food serving practices were
evaluated. It was noticed that the tap of the water cooler
was not functioning and hence drinking water was
drawn manually by civilian mess waiters, by immersing a
“jug” into the cooler. Water samples were dispatched fro
bacteriological exam. There were total of 9 civilian food
handlers, including 2 cooks, 2 cleaners and 5 waiters in
the 'B' mess. 1 of the waiters (named herewith as waiter
No. 'Q") had not reported for duty because of “upset
stomach” from 10th may to 13th May. Clinical exam of
all these food handlers was undertaken and rectal swabs

of all 9 were dispatched to the laboratory

proof of the cause and effect relationship. For example, if
the same organism that is isolated from the food handler,
who has also been incriminated by analytical
epidemiology (case control step above), is also isolated
from the cases, then the link is finally proved. However, it
is not necessary that this step must always be completed,
though best efforts should be made. In most of the real life
situations, description of epidemic and test of hypotheses
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Table - 3
In our example, comparison of the 7 cases and 50 controls as regards the 6 different hypothesized factors indicated
Hypothesized factor Cases Controls | Statistical | Hypothesized Cases Controls | Statistical
results factor Results
Eating in 'B' mess 6 (85%) 11 (22%) | p <0.001 | Fruit Chaat 6 (85%) | 39 (78%) | p > 0.05
Water from workplace no. T 4 (58%) | 32 (64%) | p > 0.05 Barakhana 6 (85%) | 44 (88%) | p> 0.05
Sugar cane juice 5 (72%) 38 (76%) | p> 0.05 Lassi / snacks 5 (72%) 35 (70%) | p> 0.05
from canteen

based on analytical epidemiological are enough proof of
the cause.

Control and Prevention

In our example : Water samples from water cooler showed
very high coliform count of 180 per 100 ml but no E coli.
Rectal swab of the food handler 'Q' grew V cholerae O-1
Ogawa, i.e., the same biotype and serotype as was
isolated from the 7 cases.

Steps for immediate control measures and long term
prevention should not wait for the final proof of the cause
of epidemic but should start immediately and continue
concurrently as the investigations proceed. The following
broad categories of steps are to be undertaken:-

(@) Measures directed towards the source of infection

These would include detection and treatment of cases and
carriers, isolation if required, notification, and control of
zoonotic reservoir if applicable.

(b) Actions directed towards channels of transmission

These would include measures like protection of water
supply and food hygiene, vector control, proper disposal
of night soil and solid waste, various disinfection
procedures, etc, depending on the disease.

(c) Protection of susceptible population
This includes steps like
immunoprophylaxis, chemoprophylaxis,
protective measures etc.

(d) Developing a long term early warning system

A proper epidemiological and public health surveillance
system should be developed and launched, so as to give
ongoing data regarding the frequency of disease and
changes in various environmental risk factors, with a view
to give early warning of impending outbreaks. Details of
surveillance are discussed later.

The Armed Forces Central Epidemiological Surveillance

immunization,
personal

In our example : Super-chlorination of water supplies to
bring the level of free residual chlorine at consumer end
point at 1 ppm was ensured from the very first day the
epidemic was reported and was periodically checked by
SHO staff. As investigations proceeded, the damaged
water pipe lines and sewage lines were promptly
repaired. The cantonment market and civilian canteen

were ordered to be placed “out of bounds” for all ranks
and families on 12 may, till further orders. The food
handler 'Q" was removed from duty for 5 days and
treated with oral tetracyclines at the cantonment
general hospital; all other food handlers, though not
found infective were given a presumptive dose of oral
doxycycline, on orders issued by DDMS. The damaged
tap of the water cooler in 'B' mess was repaired and the
top lid was closed and locked. Unit RMO was provide
guidance to launch a daily surveillance system for
diarrhoeal diseases and their reporting to SHO. Cook
house in-charge NCOs were trained to undertake
regular, daily medical surveillance of all food handlers.

Centre (AFCESC)

AFCESC has been established at Dept of Community
Medicine (PSM), AFMC. This est is headed by Prof & HOD of
the dept of PSM, and consists of a team of classified splts
in Epidemiology, Medicine, Microbiology and Entomology,
who are all faculty members. The functions of this est
include :-

(@) Keeping “Mobile Epidemic Investigations Team”
consisting of the epidemiologist, physician,
microbiologist, and entomologist ready for
moving to any location, if so directed, to assist in
investigations and control of epidemics. Move of
the specialized team is on the directives of the
DGAFMS / Commandant, AFMC, Pune.

(b) Developing a surveillance and early warning
system for all the important, epidemic prone
diseases, in the armed forces.

(c) Establishing a Central registry for
important diseases in the armed forces.

(d) Assisting Medical officers and Specialists in the
periphery to undertake investigations, as and
when requested and to develop protocols for
investigations of common epidemic prone
diseases.

Further information on the above mentioned organisation
and its objectives may be obtained from :- Officer i/c,
AFCESC & CDR, Dept of Community Medicine (PSM),
AFMC, Pune 411040; e-mail : psmafmc@rediffmail.com;
Tele:020(2630)6029,6031,6032,6339

Investigating an outbreak of food poisoning

various
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Some Tips for Specialists in Preventive Medicine and Medical
Officers of Armed Forces for Readiness For Investigating
Epidemics
Officers Commanding Station / Field Health
organizations (SHO / FHO) and Medical Officers in charge
of health of troops and families should develop readiness
for investigating and controlling epidemics and public
health emergencies. Some tips to ensure such readiness
are:-

Z Know your area and the clientele very well. Move out
regularly of your offices and scan the area on foot.
Where all are the personnel and families staying?
Where all do they eat and drink, not only regular meals
and water supply but also casual meals, snacks and
drinks? What are the defects in water supply and
sewage disposal systems? Where are the potential
vector breeding areas? Where all do the troops and
recruits from training centres go for their patrolling?
For their camp training? It is a thorough awareness of
all these factors in respect of your clientele that will
come greatly handy while developing hypotheses
regarding various exposures. There is no short-cut to
these painstaking steps. It has been rightly said that a
public health specialist need not be necessarily a good
epidemiologist but a good epidemiologist has to be a
good public health specialist.

Z Identify the common epidemic prone diseases in your
area. You would be able to do that on the basis of
previous records of disease occurrence and your own
assessments of the health conditions as said above.

2 Maintain a good liaison with engineering authorities.
Get the maps of layout of water supply and sewage

disposal systems and check them on ground. Keep
“spot maps” showing various aspects of geographical
layout and areas with adverse hygienic conditions,
ready and continuously updated.

2 0n the basis of the common epidemic prone diseases
in your area of health cover as well as the various
observations regarding the health related habits of
your clientele, as explained above, keep draft
“epidemiological case sheets” ready. For example, in
case there is an outbreak of viral hepatitis A, | may ask
about the history of source of routine water supply,
about snacking at a particular wet canteen, about
drinking sugar-cane juice from a particular vendor,
about consumption of sweets from a particular shop
in the training camp area and so on.

Z Again, on the basis of the commonly expected
epidemic prone diseases in your area, keep your
laboratory and entomological procedures ready the
equipment and expendables required to collect, store
and dispatch the samples. Ascertain well in advance
from the pathologist as to what all tests she can
undertake at the local hospital? If some test is
necessary but is not available at the local hospital,
where would the samples be sent and how they will be
dispatched?

Z” Keep your ongoing surveillance for common diseases
in place and well established (details are given in next
chapter). This will greatly help you in detecting any
potential outbreak at a very early stage.

2 And, finally, in the event of an outbreak, BE THERE at
the site. Your presence may make the difference for

Investigations of an outbreak of food poisoning, takes the
same general approach as any other epidemic, as has
been outlined earlier. However, there are certain
differences in approach, vis a vis the details often
described in other textbooks. In a civilian setting, where
generally all people live and eat separately, the “common”
meal (as a banquet, religious get-together, picnic etc.) can
be easily identified and the details of food histories of that
meal can be obtained. On the other hand, in armed forces
settings, the fact that personnel live and eat all meals
together, every meal is a common meal, and hence
identification of the common meal which caused the
episode of food poisoning may not be as simple a
common-sense conclusion. For instance, if 25 soldiers
from an infantry company, eating from a common cook
house are admitted with symptoms of gastro-enteritis
between 9 a.m. and 3 p.m. on 10 May, which meal do we
investigate whether breakfast of 10 may, or dinner of 9"
may or lunch of 9" May? Secondly, the idea of
investigations is not simply to incriminate a given food
stuff. The goal is to trace back the entire history of that
food item to find out why contamination occurred so that
the episode does not repeat. We shall deliberate on the
steps to be undertaken for investigating an outbreak of
food poisoning, illustrating it with a real-life example.

(The location and general settings have been slightly
modified in the example, for reasons of confidentiality).

Step 1: Confirm whether it is an outbreak?

An outbreak of food poisoning has three characteristics
firstly, the symptomatology should be usually referable to
GIT (and sometimes systemic in case of mushroom or
organophosphate etiology or neurological in botulinum
etiology). Secondly, a large number of cases should occur
in a small period of time. Thirdly, the cases should have
some history of sharing at least one common meal. If
these three criteria are fulfilled, we would say that it is an
outbreak of food poisoning.

Step 2 : Verifying The Diagnosis & Deciding Which Meal To
Investigate?

In a food poisoning episode one has to decide as to which
meal is to be investigated and this is done by making a
“tentative” verification of diagnosis mainly on clinical
grounds. While microbiological diagnosis is always
desirable, for all practical purposes itis extremely difficult
to establish lab diagnosis quickly because the procedures
are highly specialized, available only at specialized
centres and take time; more important, the food samples
are themselves usually not be available due to ignorance
or deliberation on the part of food handlers. For example,
lab confirmation of C perfringens food poisoning requires
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Table - 1
Etiologic agent Median Nausea / Loose motions | Abdominal | Fever | Blood/ Neuro-
incubation | Vomitting Cramps Mucous in | muscular
(range) stools symptoms
Staph aureus & B cereus - || 2hr(1-6) | +++ + + -
C perfringens & B cereus 13 (T10-18)] + +++ +++ -
Salmonella spp 18 (16-24) [ ++ +++ ++ +++ -
Shigelfa spp Z4(T2-96) | +++ F+F F+F T+ T+
trsecticides / mushroonT [ Few-Mts: ehets a7 = = = F+F
Ehotutintm 24(} 8 36) =+ Srarar
: = in-90-to-100% patients;++=40-t0- 60%;+=20t6- 30%;—=0to 5% patients shew-this———
manifestation)
, Box - 1
demonstration of 10" spores per gram of faeces from . _ X
patients or food handlers and S aureus or mushroom Example : On 8th March, Maj X', the Dy Asstt Director of
poisoning requires toxin assays available only at few | Health (DADH) got the information that yesterday, i.e.,
centres in our country. 7th March, an episode of gastroenteritis had occurred in

an Infantry company located independently at a
company post. Out of 87 personnel, 36 developed
symptoms and have been admitted at the nearby
Advanced Dressing Station (ADS). Since the incident was
concerning, the ADMS of the Division directed the DADH

The mainstay is therefore to see the “clinico-
epidemiological” profile of the outbreak by quickly
analyzing the frequency of symptoms in the present
outbreak and comparing this profile with what is expected
during outbreaks caused by common etiological causes of to move to the affected site and investigate. Maj X' left

food poiéoning-, as -shown inthe Table 1 . . immediately and reached the location at 2 p.m. on 8th
So, the first thing is to work out the % of various signs / Mar. Preliminary investigations revealed that out of the

symptoms in the present outbreak (besides taking all 36 patients, 31 were admitted to the ADS while another
available samples as food samples, water samples, stool 5 were detained for treatment by the RMO. All the cases
samples of cases and food handlers). Now, see with which (100%) had 6 to 8 watery loose motions, 100% had
etiologic symptomatology (as shown in above table) does abdominal cramps, 3% had nausea / vomiting, none had
the present outbreak match and make a tentative fever or blood / mucous in stools. No case had
diagnosis of the cause of the present outbreak. dehydration or any complications. The first 3 cases had
Now, draw an epidemic curve, plotting the number of | onset of symptoms at 7 a.m. on 7th March, 7 between 7
cases along the vertical axis and the time according to | and 8 am, and similarly, 9, 5, 4,3,2,2 and 1 had onset
hourly period (i.e., 9 a.m, 10 a.m. etc.). See where the peak | between 8 and 9 am and similar hourly periods; the last
of epidemic curve comes, as also the first case and the last | case had onset at 3 pm. The peak of the epidemic was
case. Go back in time by the known median incubation reached at 9 a.m. by which time, 19 cases had onset. No
period of the suspected etiologic agent (as shown in table | food sample of any meal had been kept since the
above) as also the the minimum and maximum incubation | infantry company was in a field area with no electricity or
periods from the first and last case respectively. The meal refrigeration facilities.

which was consumed where all these three time periods | The epidemic curve plotted with the above data showed
converge gives the meal which was most probably a classical “common vehicle point exposure” curve
contaminated and needs to be further investigated. (See | typical of food poisoning. As evident from clinical
examplein Box- 1) profile, the entire epidemic was clearly due to either C

perfringens or B cereus type 2. Going by the median and

Step 3 : Getting the Food Histories About the S ted Meal . . . -
°p etting the Food Histories About the Suspected Mea| range of incubation periods of these organisms, the

Once the meal which was most probably associated with
the epidemic has been identified, a list of each and every
dish (including even chapattis, rice and Box - 2

water / drinks) which was served during o - - -
that meal is made. Now, each and every |In Our Example :- Maj X' made a list of each and every item which was

person who attended that meal is served during the dinner on 6th march. These items were Mutton Curry,
interviewed and asked about the history of Matar-Paneer, Moong Daal, Chapati and Rice. She then interviewed each
consumption of each and every food item and every of the 81 persons of the Infantry company who had attended
that was served during that meal. The that dinner in their company dining hall and asked them whether they
information is recorded as per the developed any symptom. If they had developed symptoms, details of each
following work-sheet, which, in fact, is |Symptoms were enquired. Details were also taken each and every of these
nothing but the line-list as shown in Table 2 5 food items whether eaten or not eaten, irrespective of whether the
and example in Box - 2. person developed sickness or not.
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Table - 2
Serial | Name & | Whether : History of eating various food items
No. Personal |developed Ifill, Presence of symptoms (Yes / No) served during the suspected meal
particulars| illness
(Yes or
No) Nausea /| Watery |Abdominal Fever Matar Mutton Kheer ltem ltem
Vomitting | Diarrhoea| Cramps Paneer Curry No. 4 No. 5
1 ABCD No - - Yes No Yes Yes Yes
81 XYZ Yes No Yes Yes No No Yes No Yes No
Step 4 : Consolidating the food histories and sickness histories
The details recorded on the above line list are now consolidated into asummary table as follows
Food Those who ate the item Those who did not eat the item Relative | Attributa
Item Became | Did not | Total |Incidence| Became | Did not | Total | Incidence Risk ble Risk
i i among
Sick Become atrr?g:eg Sick Become those who
sick h sick did not eat
who ate the item
the item (INE)
(a) (b) (@ (d) (e) () (9 (h) (i) 0 (k)
(b =d) (f+9) (e = i) (e -i)
Item 1 31 9 40 78% 5 42 47 22% 3.6 66%
Item 2
Item 3
In our example : Maj ‘X’ now consolidated the line list that she had made into a summary table as follows
Food Those who ate the item Those who did not eat the item Relative | Attributa
Item Became | Did not | Total |Incidence| Became | Did not | Total | Incidence Risk ble Risk
i i among
Sick Become ir;:?eg Sick Become those who
sick h sick did not eat
who ate the item
the item (INE)
(a) (b) (0 (d) (e) ) (9) (h) (i) G (k)
(b =d) f+09) (e i) (e-1i)
Mutton 31 9 40 78% 5 42 47 22% 3.6 66%
Curry
Matar 30 31 61 49% 6 20 26 23% 1.9 7%
Paneer
Dal 27 24 51 53% 9 27 36 25% 2.1 28%
Moong
Chapati 32 43 75 42.7% 4 8 12 33.3% 1.27 14.4%
Rice 34 46 80 42.5% 2 5 7 28.6% 1.5 13.1%
Water 36 50 86 42% 0 1 1 0% Infinite 42%
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Now, the food item which shows the maximum
Attributable Risk is the food item which most probably
was involved in the transmission of the epidemic.

Sometimes all persons who ate the suspected meal may
not be available for interrogation. In such instances, the
“cases” and a “random sample” of those who ate the meal
but did not become ill (controls) are interrogated about
the food histories. This is the case-control approach,
wherein we would calculate the Odds ratio (OR) and not
the Attributable risk. The food item showing highest OR
would be taken as the suspectitem.

Step 5 : Undertake an extensive assessment of the sanitary
history and food hygiene of each constituent of the suspected
food item:

The objective of investigations is, naturally, to find out
why a particular food item got contaminated so that
recurrences are prevented in future. Therefore, once a
particular dish has been identified as per details given in
previous step, it's each and every constituent (including
condiments and water) should be noted and detailed
history of every constituent should be taken

(@) Fromwhere they were procured,;

(b) What were the hygienic conditions at the point of
procurement;

(c) Howtheywere stored inthe cook house;
(d) Sanitary conditions at the time of cooking;
(e) Whattemperature did the initial cooking achieve;

(f) Whether the cooked food was eaten hot and
freshly cooked or else stored;

(g) If stored, at what temperature and under what
hygienic conditions was it stored; and, if stored,
was it adequately re-heated before consumption. (
Box-3)

grossly unhygienic. The floor was cracked and there was
no arrangement for washing the floor, nor there were
arrangements of hygienic disposal of excreta of
slaughtered animals. There was no system of starving
the animals prior to slaughtering. Animal excreta (which
is a rich source of C perfringens spores) was seen lying
all over the floor of the butchery and the raw meat was
apparently getting mixed up with the excreta.

On 6th March, the contractor could finally reach the
company location, with mutton and other fresh items by
aroung 1 p.m. since there was a breakdown in his
vehicle. By that time, lunch had been cooked and was
being eaten. It was therefore decided to cook the
mutton for dinner. Cooking of mutton curry started at
about 3 p.m. and was completed by about 4 p.m.
Thereafter, this cooked mutton curry was stored in the
large utensil, which was kept on a table, since there was
no arrangements of a fridge. This dish was therefore
kept at an environmental temperature of about 30°C for
almost 4 hours, till 8 pm, giving optimum time and
temperature for the heat-shocked C perfringens spores
in the mutton to germinate and produce large amount of
toxin. At 8 pm, the mutton dish was “warmed” (to about
40°C) (and not reheated thoroughly which could have
inactivated the preformed perfringens toxin) and served
fordinner starting at about 8.15 pm till 10 pm.

Step 6 : Make focused recommendations based on the findings
of investigations

Make specific and “do-able” recommendations, based on
the actual findings and develop a system of keeping a
check that these recommendations are being adhered to.

Box - 4
In our Example : Based on her findings, Maj 'X' made the

Box -3

In our Example : Once mutton curry was identified as the
possibly contaminated dish, the suspicion became
strong regarding C perfringens etiology, since B cereus
is more likely to be conveyed through rice dish while C
perfringens is more likely through a meat dish. Maj 'X'
quickly made out a detailed list of all items used in
making the mutton curry, including condiments,
vegetables and water. She thereafter took a detailed
sanitary history of each and every item, starting from
the point of procurement till the final cooking and
subsequent storage / serving of the cooked dish. She
also verified the details by personally observing the
hygienic conditions on ground.

Maj 'X' noticed some peculiar and interesting findings.
The affected infantry company was located in a cut-off
field area, hence supply of meat and other fresh items
was through a local contractor. The cook house and
dining hall were in tentage accommodation, under
improvised field conditions. The contarctor used to get
mutton from a local civilian butchery. On visiting the
civilian butchery it was found that the conditions were

following do-able recommendations :

e Meat should not be taken from the particular
civilian butchery, since it was difficult to have
adequate sanitary control on it.

e Meat on Hooves be provided to the affected unit
and slaughtering be undertaken at unit level.

e Slaughtering be undertaken early morning.
e Meatshould be lunch dish and not dinner dish.

e Meat dish should be the last one to be cooked for
lunch.

e Allmeals should be served freshly cooked and hot.

e No cooked food item should be stored, unless
operationally essential.

e If cooked item is to be stored, the storage should
be onice, inice box and not more than 4 hours

e Cooked food item, if stored (even on ice) should be
thoroughly reheated to > 60°c before serving

¢ Company Nursing Assistant
implementation.

to check
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Col RajVir Bhalwar

Epidemiological Basis of Public Health Surveillance for Disease

Epidemiological Surveillance is a major function of Public
Health. The genesis of modern surveillance can be traced
back to 1662, when John Gaunt was the first to
quantitatively study the patterns of human disease and its
possible causes. However, it was only after almost 200
years, when William Farr, in 1838, while working in the
office of Registrar General, UK, created a modern
surveillance system; he is aptly called the founder of
“Epidemiological Surveillance” (61). Twentieth century
saw a rapid growth in the scientific concepts and data
collection / analytic procedures. By now, public health
surveillance activities have widely proliferated,
encompassing a large gamut of communicable as well as
non-communicable diseases. In fact, surveillance played a
major role in the conquest over small pox.

Definition

(By Langmuir and adopted by WHO in 1968)
“Surveillance, when applied to a disease, means the
continued watchfulness over the distribution, and trends
of the incidence, through the systematic collection,
consolidation and evaluation of morbidity, mortality and
other health relevant data, as well as regular
dissemination of interpretations to all who have
contributed and to all those who are in a position to take
action”. In a nutshell, surveillance means “information for
action”. In addition, surveillance is distinguished by
methods having practicability, uniformity and rapidity,
rather that by complete accuracy” (62 66).Summary of
definition and uses of surveillance is given in Table -1

Table - 1 : Surveillance : Definitions & uses

Definition :- continued watchfulness over the
distribution and trends of the incidence, by systematic
collection, consolidation and evaluation of health data,
as well as regular dissemination of interpretations to all
concerned. In a nutshell, “information for action”. It is
distinguished by methods having practicability,
uniformity and rapidity, rather than complete accuracy”.

Uses :-
2 To study the trends of disease
Z Early warning of epidemics

2 To provide quantitative estimates of magnitude of
health problem

2 To study the natural history of disease

Z Demonstrating the spread of a disease in time and
place

Z To develop epidemiologic research questions
2 To test epidemiologic hypothesis

/7 Evaluation of control and preventive measures

2 Monitoring of changes in infectious agent

Surveillance Vs Monitoring

The term 'surveillance' and 'Monitoring' are often used
interchangeably but they are, in fact, distinct. Monitoring
refers to ongoing measurements of health services or a
health programme with a view to ‘evaluate' the particular
programme / service or intervention, with constant
adjustment of performance in relation to the results. In
addition, surveillance concerns general populations while
monitoring applies to specific target groups (eg,
vaccinated infants).

The objectives of Public Health Surveillance

The specific objectives of surveillance systems are one or
more of the following (67)

To study the trends of disease

Changes in the frequency over short term or long term
periods help in identifying as to whether significant rising
of falling trends are present and to predict the future
course of the disease.

To provide quantitative estimates of magnitude of health
problem

By providing data on incidence and prevalence and further
descriptions of incidence/ prevalence according to
various socio-demographic characteristics, surveillance
helps in identifying the priority (i.e, high risk) groups.,

To study the natural history of disease

Surveillance of AIDS during the last decade has added
significantly to our knowledge regarding the natural
history of HIV infection and AIDS.

Early warning of epidemics
Constant analysis of surveillance data of a disease would
identify any upward trend, at a very early stage.

Demonstrating the spread of a disease in time & place
Description of surveillance data using time and space
combinations can demonstrate the spread of a disease
and identify the possible vehicles and routes of spread.

To develop epidemiologic research questions

Sensible interpretations of surveillance data can open up
interesting research questions; eg, increase in the request
for pentamidine noted by CDC Atlanta, in 1981, led to
generation of research questions and finally “AIDS” was
recognised.

To test epidemiologic hypothesis

Sometimes surveillance data can be used to test
hypothesis; eg, in 1973, a particular insecticide was
suspected of being related to birth defects. However
surveillance data for 1970 73 showed decrease in total
birth defects even though there was five fold increase in
insecticide sales during the same period, thus acquitting
the particularinsecticide.

Evaluation of control and preventive measures

Surveillance data on poliomyelitis during 1950's in USA
showed a dramatic decline in disease incidence, thereby
confirming the efficacy of polio vaccination campaign.

Monitoring of change in infectious agent :- Development
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of antibiotic resistant gonococci have been identified with
the help of surveillance data.

Detecting changes in health practices
Surveillance of delivery practices has shown that caesarian
deliveriesincreased from 5%to 25%in USA.

Criteria for identifying high priority areas for establishing
surveillance activities

Surveillance activities are costly and hence should not be
launched inadvertently. Careful consideration should be
made beforehand as to whether the particular disease is a
high priority area from public health point of view. This
includes review of the data on Frequency of the disease (in
terms of incidence of mortality, and incidence/prevalence
of morbidity, due to the disease); Severity (in terms of case
fatality ratio, proportionate mortality ratio,
hospitalization rates due to the disease and disability
rates); Economic impact (in terms of direct costs that
accrue due to medical treatment for the disease and
indirect costs due to reduction in productivity);
Preventability; and, Public interest (community attitudes
towards the disease and political will).

Organization and structure of a surveillance system :
The essentials of a surveillance system are

(a) An overall organization : Consisting of personnel,
finances, logistic and administrative back up.

(b) Theoriginators of data: This would include the
sources of data, data collectors and data
collecting mechanisms.

(c) The transmission of data to the surveillance
center, with specification of the mode of
transmission and frequency of such transmission.

(d) Datamanagementandanalysis: This includes
manual /computerized data files, and statistical
analysis procedures.

(e) The sensible interpretation or results : Including
their consolidation and preparation of reports.

(f) A system of feed back of results : To the
originators of data and to those who are in a
position to enforce preventive steps.

(g) A system to periodically evaluate the surveillance
system itself.

Steps In Establishing A Surveillance System

Step-1

Is It Justifiable To Establish A Surveillance System ? As
said above, at the outset we must analyse whether it is
really required to initiate a surveillance system by asking
whether the disease is of public health importance (see
criteria above) and whether prevention / control measures
are available.

Step-2

Spell out the objectives of surveillance system
following issues should be addressed :-

(a) Clearly specify the disease (s) proposed to be
brought under surveillance.

(b) Specify : Who needs what information, for what
purpose? (eg, whether a rapid case count for

- The

epidemic warning is required by the DDMS Corps
or detailed information to identify temporal
trends is required by the DGAFMS?)

(c) The target population : eg, whether it is “mothers
and children” or “blood donors” or “all troops
inducted into high altitude”.

(d) The health problem : eg, whether only Ml or entire
spectrum of IHD is to be put to surveillance?

(e) Nature of control programmes : eg, if it is a rare
disease/disease moving towards eradication, a
fine surveillance will be needed; on the other hand
if it is a common disease, a crude surveillance
would suffice.

Step-3

Specify the organization and structure of the surveillance

At the very planning stage, clear specifications should be
made as to “who will do what, how, and will be responsible
towhom”.

Step-4

Clearly define the disease(s) being considered for surveillance
Case definitions should be meticulously worked out after
detailed consultation with experts. They should be
adequately inclusive. (ie., sensitive) as well as adequately
exclusive (i.e, specific). All those involved in the collection
of data should be well trained in the use of these case
definitions/ diagnostic methods. Case definitions/
diagnostic procedures should be simple enough so as to
be understood and used by all those on which the system
depends for reporting. It would be desirable to report the
cases under three different diagnostic categories, viz.,
confirmed / probable / suspect, with clear definitions for
each category stipulated.

Step-5

Specify the Details of Collection of Information

Collection of data is the most costly and difficult
component of a surveillance system. The quality of a
surveillance system is as good as the quality of the data
collected. The Epidemiologist will therefore have to make
the following specifications :-

(a) Selectthe proper sources of data

Various sources of data are available (65) as described in
an earlier chapter. It would require an intelligent thought
by the surveillance officer as to what all sources would be
optimum.

(b) Specify the method of data collection
Alternative methods can be:

Passive surveillance

In passive surveillance, the data recipient has to wait for
the data providers to report, (eg, various headquarters
wait for AFMSF-73 to be raised by hospitals). Passive
surveillance is the most common method of data
collection. All the passive surveillance agencies that are
required to report should be sensitized and trained. The
frequency of reporting should be clearly laid down and a
system of issuing prompt reminders established.

Active Surveillance
In certain circumstances, data must be obtained by
searching for cases (e.g., health workers go into the
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community, search for cases of fever and take their blood
slide for malarial parasite), and also by periodically
contacting those who may know of cases, as RMOs, GPs,
etc. For rare disease, or disease on way to eradication, or
during outbreaks, active surveillance is necessary, so that
cases which could have been otherwise missed, are
promptly identified. Since it is expensive, active
surveillance is usually limited to specific diseases, and for
a specific situation.

Sentinel Surveillance
Data is obtained from selected hospitals who agree to
report all cases of the disease.

Special Surveillance teams

Sometimes, special surveillance teams may be formed for
carrying out surveys or epidemic investigations and to
undertake clinical examinations Laboratory,
Entomological and Environmental assessments.

(c) The forms that will be used

The forms should be simple and as brief as possible. The
question should be clear cut, preferably with closed -
ended answer categories and pre-coded for computer
data entry. An example is the “Disease Notification Form”
(AFMSF-73) for infectious diseases or ACO-1 form for
notification of HIV infection which is used in the armed
forces.

(d) What time/place of diagnosis will be entered

One has to specify as to whether one would go by the time
and place a case is actually diagnosed or else the
time/place the case would have got the infection, or the
time / place when first symptoms appeared. What is
important is that one should ensure strict criteria and not
fluctuate from case to case. If everything is at disposal, it
would be better to ask for the time and place the case
actually got the infection and the time / place when first
symptoms appeared.

(e) What will be the frequency of reporting?

For a disease like cholera and food poisoning it would be
daily (or at the most weekly) report; for HIV infection a
monthly report would be reasonable while for cancer, a
quarterly or even half yearly report would be required.

(f) Decide the method of transmission of reports

The simplestis a letter. For diseases that may cause public
alarm (plague, JE etc), reports by telegram/ telephone may
be stipulated. The data originators should give due
consideration to possible postal delays that may occur,
especially in developing countries or in operational areas
and originate the report in time. In addition, the central
surveillance node should keep a centralized cross-check
mechanism and issue a reminder if timely report is not
received from a particular reporting unit.

Step-6

The Organization and procedures of data Analysis

The ideal is to have a computerized system, with back-up
hard copies on central register. Computerized data
should be maintained on a “Database” programme (as
ACCESS or Foxpro) or else on a worksheet as EXCEL. For

Statistical analysis, the software “EPI-2002” developed by
WHO and CDC Atlanta is quite good. Details are given in a
subsequent section. It is better to maintain 2 sets of data
bases - one provisional and another final. The statistical
analysis will include :-

Simple display of data

By means of visual representations through histograms/
bar diagrams/ line diagrams describing the data
according to various characteristics of person, place and
time. For depiction of “time trends”, line diagrams and
histograms are the best. (refer to section on Biostatistics).

Descriptive statistics

Give the “summary statistics” (Incidence rates / prevalence
/ proportions /Mean / Median) along with the measures of
dispersion (SD) and the 95% confidence intervals. This
should be done in respect of the important and relevant
variables related to person (age, sex, occupation etc),
place (differences in geographical distributions,
distributions according to place of contracting the
infection, etc) and distribution according to time. The
tables should be small (ideally a 2 x 2 or maximum 2 x 4
table) and should be accompanied by descriptive notes.

Inferential statistics

Analytic procedures usually are based on comparing the
current incidence against the “Upper and Lower Control
Limits” (UCL& LCL).

{A quick method of calculating the UCL and LCL is : UCL or
LCL=R*1.023 XA ; (Where R = Average of Incidence rate
per 1000 population for the corresponding period for the
past 3 years and A is the average of “ranges” for the past 3
years. The resulting UCL and LCL will encompass 99%
confidence interval)}.

Analysing Time (temporal) trends

The comparisons are made between the rates during
present period with the rates during the corresponding
periods of the last 3 to 5 years; or between the rates or No.
of cases reported during current week (or month) with the
immediately preceding 4 weeks (or 4 months). For long
term secular trends and cyclical trends, the most simple
and suitable method is to present a line graph or
histogram, indicating the occurrence of disease according
to calendar years. More rigorous procedures as “test for
linear trends for categorical data” and “time-series
analysis” are available. They can referred from advanced
texts (see list at end of this chapter).

Place (Spatial) data

This analysis is important to identify the 'places' where
significant number of cases are occurring; it may also
reveal localized outbreaks. It is always desirable to plot
the 'spot maps' according to 'place of contracting the
infection' as well as according to the place of reporting.
Step-7

Making Scientific interpretations out of the results

It is not really in the analysis of the data but rather in
making sensible interpretations that the skill of
epidemiologist lies. Firstly, the epidemiologist should
consider whether the apparent, statistically significant,
increases or decreases in the disease incidence at a given
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place and time represent true changes. Fallacious increase
or decrease may be due to changes affecting the
numerator as improvement in diagnostic procedures,
duplicate reporting, or enhanced reporting; or else may be
due to changes affecting the denominator as increase in
population size. Secondly, one must carefully consider the
biases that could have occurred in detecting and reporting
at various levels. The epidemiologist should always be
cautious of the fact that the cases which have been
reported to him MAY NOT be truly representative of the
total target population which he has put under
surveillance and he should verify this by studying the
characteristics of the total population under surveillance
and compare it with the characteristics of cases which
have been reported.

Step-8

Ensure proper feedback to all concerned

It is extremely important to provide regular (usually
monthly) feedback reports to all those who are in a
position to take action on your surveillance data (as,
SEMO, Station Commander, DDMS of higher formation,
MES authorities) and not to forget, all those who have
provided you with the data (RMOs, COs of hospital / Field
Ambulances, Pathologists and other relevant specialist in
the hospital, etc.). This will go a long way in keeping their
interest alive.

Step-9

Periodically evaluate / review the surveillance system

See whether the case definitions need a change? Are there
some problems in the timely and accurate reporting and
how can it be improved? Peridic evaluation is important to
identify defects and reorient the methodology. Summary
of steps involved in developing a surveillance system is
givenintable-2

Some Tips for Specialists in Preventive Medicine and Medical

Officers of Armed Forces for developing simple and effective

surveillance systems

As a Officer Commanding Station or Field Health
organization (SHO / FHO), undertake the following
steps:

(@) Yourself or your trained health assistant / Lab
assistant should go to the military hospital (s) of the
station, daily, early morning and collect the data, for
past 24 hours as regards the personal particulars,
unit, date of admission, date of discharge, and
provisional / final diagnosis, in respect of

(i) Alladmissions
(ii) Alldischarges
(iii) All deaths

(iv) All laboratory investigations from Microbiology /
immunology Dept and relevant investigations
from Biochemistry (as LFT) and Haematology (as
PBS)

(b) All above details should be recorded in 4 separate
registers, column-wise, and put up to you as soon as
you come to office. You should eyeball the data and
underline with red ink, all cases (either admitted or
discharged or deaths or found positive on lab
investigations) of diseases which are either notifiable

Table - 2 : Summary : Steps in Developing a Surveillance
(SVL) System

Z Specify the exact spectrum of the disease(s) or health
conditions proposed for Svi

Z Decide :- Is it really required to establish a svl.
System?

Z Clearly define the target population.

Z Decide the Objectives : Who needs What information
for What purpose?

Z Specify in detail the organization.

Z Specify clear-cut case definitions

Z Clearly specify what all information is to be collected
Z Define the sources of information.

Z Specify who will collect what information and send to
whom?

Z Specify the modalities of Svl :
sentinel

Z Specify the method and frequency with which
information will be sent

Develop proper forms for reporting
Centrally train all data collectors & reporters.
Do a pilot run

Receive and analyse data

Ensure feed back reports to all who can take action
and to originators of data.

active, passive or

NN NN N

(Gp A, B or C) or are of public health / military
importance and need to be investigated.

(c) Inaddition, on reaching your office, ring up the RMOs
/ MOs incharge of section hospitals in your health
cover, and find out the number of cases of major
diagnostic categories ( as gastroenteritis, fever, rash,
injuries, etc) seen by them during last 24 hours. Have
a word on tele with the cantonment hospital, local
civil health authority and OC SHO / FHO of sister
stations, as regards the occurrences in their
jurisdiction.

(d) Now, for all cases which need notification /
epidemiologic investigations, undertake the
investigations by contacting the patient and later
visiting his home or unit, either personally or by your
trained health / lab assistant.

(e) Inform your SEMO and Station Commander of the
trends during last 24 hrs and any unusual
occurrence, by tele or personally.

(f) Concurrently, take action on the “Entomological
surveillance” and “water quality surveillance” as per
details given in the respective chapters. Holistically
analyse the epidemiological surveillance and vector /
water surveillance.

(g) Develop a computerized database on either ACCESS
or FOXPRO or else on an EXCEL file, as per following
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(h)

general field-names as shown in Table 3.

For UCL, enter the formula / programme in the
concerned column and the same will be calculated
automatically

Now, clearly inform the different reporting levels
about these case definitions. Next, for each disease
selected for surveillance, specify the periodicity and
modality of reporting for each of the reporting level
(Nursing assistant at the isolated post; RMO; OC ADS,

0 P_referably, link up your database with a power-po!nt OC Section Hospital; CO, Mid-Zonal hospital; DADsH
file so that weekly number of cases / rates along with of subordinate formations HQs; Comdt, Zonal /
the UCL will be automatically displayed as weI_I as General hosp; and so on). Depending on the disease
;uto-update_d. Have a look at the trends of various you may, for example, specify that any death, any
!mportantdlsea}ses,whetherthere has beer_lasudden food poisoning, cholera and any meningitis case
Increase over just a few days or there.|§ a more should be reported by telephone every day in the
sustained increase over past few weeks; if so, get morning by all reporting functionaries; malaria,
alerted. hepatitis, scrub typhus and typhoid, by signal on

(k) Ensure regular feed back to your SEMO and Stn Cdr every Saturday; and other selected diseases at the
personally or on tele, preferably daily about the end of the month by a letter. Now, develop your
health situation and disease trends. Send simple, well computerized database on Foxpro / Access / Excel as
illustrated weekly and monthly reports to them; if explained earlier, with an additional field for the
there seems to be an impending epidemic, inform name of the formation / unit. Analyse the data
them as also others who need to know (MES / Field regularly for any early warning of increasing
Engineers, Cantonment Officials, Concerned units, incidence. Ensure feed back, in the form of an
Sister SHOs, medical controller of formation HQ). interesting and simple report, duly illustrated, to

() As DADH / ADH at a formation HQ, select out the your formation commander, DDMS of the higher
common epidemic prone diseases which you would formatlon, DDsMS / ADsMS of lower formations and
like to keep under surveillance. Now develop case not to forget, all functionaries who have sent the data
definitions for these diseases, with adequate trade- to you right upto RMO level.
off between sensitivity and specificity. You may
develop definitions to classify the diseases into three
categories (suspected / probable and confirmed).

Table - 3

Week Week Malaria Viral Hepatitis Dengue Disease - 4

starting date| ending date

No of cases UCL No of cases UCL No of casef UCL No of cases UCL
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Epidemiologic Basis of Screening for Diseases

One of the priority duties, not only of a public health
physician but for all medical personnel is to ensure an
early diagnosis and treatment (i.e, the secondary level of
prevention), through “screening for diseases”.

Definition

Screening has been defined by the commission on chronic
illnesses (68, 69) as “the presumptive identification of
unrecognized defect or disease by the application of tests,
examinations or procedures which can be applied rapidly,
to sort out apparently well persons who probably have a
disease, from those who probably do not. A screening test
is not intended to be diagnostic. Persons with positive or
suspicious findings must be referred to the physicians for
diagnosis and necessary treatment”. Objectives of
screening are givenin Table -1

Table - 1 : Objectives of Screening

Screening in community health care is undertaken with
the following broad objectives :-

2 To ensure early detection of a disease among
individuals, so that prompt treatment may be
instituted; eg, screening for cervical cancer, breast
cancer, hypertension etc. This is also called
prescriptive screening.

2 To protect the community from disease that the
person being screened has, also called “prospective
screening”; eg, screening the blood units for HIV,

2 For entry into certain forms of occupations (armed
services, industries, etc) with a view to “weed out”
those who are unfit, or whose existing health status

Requirements of tests used for screening :

Screening test should be :-

Valid

Test should be “accurate”, i.e, should measure correctly
what it intends to. It should have high sensitivity,
specificity, and positive & negative predictive values.

Reliable
(Precision, consistency, repeatability) i.e, should give
consistent results when repeated applications are made.

Yield

Table - 2

It should give enough number of cases to commensurate
with the expenditure and inputs involved.

Practical

The test should be easily administered by even persons
with ordinary training, should be innocuous, acceptable
and should give fairly quick results.

Efficient

The amount of inputs (in terms of expenses and time)
should result in reasonable amount of outputs in terms of
improved health & satisfaction.

The following are the important aspects of validity and

reliability (See general notationsin Table 2)

Sensitivity

It is the ability of a test to detect those (i.e., correctly call

positive) who really have the disease.
Sensitivity=TP/(TP+FN)=a/(a+¢)

Specificity

It is thF ability of a test to identify those (|.F correctly call

Table-3: A highly sensitive test

Z Will have a large number of true positives and
very few false negatives.

Z Will also give a lot of false positives.
Z Helps in “ruling out”the diagnosis

Z 1s of value when it is negative.

Z |s the ideal screening test.

negative) who do not have the disease.
Specifity=TN/(FP+TN)=d /(b +d)

Ideally i ific as well as
highly|sensitive. However, in practice this is not possible

Table-4:A highly specific test

O Will have a large number of true negatives and
very few false positives.

O will also give a lot of false negatives.
m Helps in “ruling-in” the diagnosis

O |s ofvalue when it is positive.

O |s the ideal “final diagnostic test.

Screening Test

Gold Standard (Final Diagnostic Test)

Positive Negative Total
Positive TP (@) (b) FP TP+FP=Total test+ve (a+b)
Negative FN (c) (d) TN FN+TN=Total test-ve (c + d)

Total TP+FN (a+c) (b+d) FP+TN

= total actually Diseased | = total actually healthy

N = Total subjected to screening

(TP = True Positives, FP = False Positives, FN = False Negatives, TN = True Negatives)
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and some trade off, depending on the disease under
consideration is required. If a disease has serious
implications if not treated early and has adequate
treatment available, then our aim would be to not leave
out any “false negative”, even at the expense of getting
many false positives; in such instance we would go up for
highly sensitive test.

For a screening test in which the result is measured on a
continuous scale, the decision regarding cut off point
would need consideration by experienced clinicians &
public health administrators. For example, if tonometry is
being used as a screening test for glaucoma, the results
(18, 18.5, 22, 26.8 mm etc) would be measured on a
continuous scale. Now, possibly most of the eyes with
intra ocular pressure upto 22 may be, in fact, non
glaucomatous while most of the eyes with intra ocular
pressure more then 26 mm will be, in fact, really
glaucomatous. The main problem will be the eyes having
ocular pressure between 22 and 26mm Hg, ie., the area of
overlap between glaucomatous and non glaucomatous
eyes. If we keep the cut off point low, say at 22 mm Hg, we
will correctly identify nearly all the glaucomatous eyes
(high TP) but will also identify a number of normal eyes as
glaucomatous (large FP). On the other hand if we keep the
cut off at 26 mm Hg, we would correctly identify nearly all
the normal eyes (high TN) but would miss out a large
number of glaucomatous eyes (large FN). In the former
instance, when we have a low cut off point (i.e, less
stringent criteria) we have, thus, higher sensitivity but
lower specificity.

On the other hand, in the latter instance, when we have a
higher cut-off point (i.e, more strict criteria) we get a
higher specificity at the cost of a lower sensitivity. In
practice the public health decision regarding the level of
cut off is done based on the potential for treatment
following early detection, the availability of treatment and
the “labeling effect of having a disease”, if any. In such
cases, advanced statistical techniques in the form of
“Receiver Operator Characteristics (ROC) curve analysis”
are available to scientifically work out the optimum cut off
point, which gives the best trade off between specificity
and false-Positives (i.e. 1 - Specificity).

Sensitivity and specificity of any diagnostic test are fixed,
i.e, they will not change. However, our interest in
screening is not only the sensitivity or specificity but
rather the predictive values; i.e, if an individual has tested
positive on a screening test, what are the chances that he
really does have the disease. This is called the positive
predictive value (PPV or PV+)

L PPV or PV+=TP /(TP+FP)=a/(a+b)
Similarly, the probability that an individual with a negative
test result will really not have the disease is called the
Negative predictive value (NPV; PV-)
|NPVOrPV-=TN/(FN+TN)=d/(c+c1)
Unfortunately, predictive value are highly dependent on
the prevalence of that disease in the population being

screened. The same test with the same levels of sensitivity
and specificity will give a very high PPV if the prevalence of

disease is high but a very low PPV if prevalence is low. The
problem can be overcome by calculation of positive and
negative likelihood ratios (LRs) as :

LR Positive =(Sensitivity) / (T - Specificity)
LR Negative = (1-Sensitivity) / Specificity

The optimum prevalence to get a very high PPV as well as
NPV is between 30-60%. Thus, the health administrator
should aim at getting the population to be screened in
such a way that prevalence of the condition for which
screening is being undertaken, is between 30% to 60%
(70).

Reliability

Reliability is ability of a test to give consistent results when
repeated applications are made. It is adversely affected by
variability; such variations may occur due to Observer
(Intra and Inter observer) variations; variations among or
within subjects; and variations due to equipment, tools
and techniques. The key word for ensuring reliability is
'standardization'. Centralized training and certification of
all observers, use of standard instruments and reagents,
use of standard techniques, writing down the entire
methodology in an operation manual, laboratory and
clinical quality control procedures, and frequent cross
check on the observations made by data collectors will go
alongway in ensuring reliability.

Yield

This indicates the amount of previously unrecognized
disease that is diagnosed and brought to treatment as a
result of screening. Yield will depend on Sensitivity of the
test, Prevalence of the disease (If screening is applied to a
high risk group, the yield will be better) and availability of
medical care (if medical care has not been available to the
community being screened, a large number of people with
the disease will be diagnosed). Characteristic of
diagnostic testis givenin Table-5

Table - 5: Summary measures of characteristics of a diagnostic
test

(Please refer to 2X2 table and understand that notations;
a=TP,b=FP;c=FN;d=TN)

Z Sensitivity = (a) / (a+¢)

2 Specificity = (d) / (b+d)

/7 Positive Predivtive Value (PPV) = (a)/(a+b)
2 Negative Predictive value (NPV) = (d)/(b+d)
2 LR positive = (Sensitivity) / (1 - specificity)
2 LR Negative = (1-Sensitivity) / Specificity
2 Accuracy = (a+d)/(a+b+c+d)

Z ROC analyses for optimum trade-off between
(sensitivity/ (1-specificity); where (1-specificity) can
also be calculated as False positive Fraction (FPF)

Z Reliability (Repeatability, Consistencey, Precision) :
the ability of a test to give consistent results when




Chapter 13 Principles and Practice of Epidemi

Serial and parallel screening tests

2 screening tests can be applied in serial one after the
other. In fact the same test (eg, ELISA for HIV) can be done
two times in serial. This procedure will greatly increase the
positive predictive value. Similarly two tests can
applied in parallel and the person can be considered as
+ve if any one of the test is +ve (increase in sensitivity) or
he may be considered +ve if both the test are +ve.
(increase in specificity).

Considerations before launching a screening programme
Screening in public health care should only be launched
after carefully considering various aspects, as
summarized in Table 6. Detection of cancer of uterine
cervix using “pap test” is a procedure which meets all the
above 10 criteria. The test is based on the assumptions
that, firstly, a high proportion of cancer cervix detected in
situ would progress to invasive cancer over time;
secondly, most cancers remain in situ long enough for
screening at reasonable intervals to detect a high
proportion of cancer cases; and, thirdly, Carcmoniain situ
is highly curable. Other diseases which are amenable to
screening include breast cancer, Hypertension, Anemia
during pregnancy, Diabetes Mellitus, growth screening in
children, CHD screening in high risk groups,
phenylketonuriaamong new born etc.

Table - 6 : Considerations for a screening programme

O The condition should be an
problem.

O There should be an acceptable and effective
treatment.

O Facilities for confirming the diagnosis and for
treatment should be available.

O There should be recognizable
symptomatic stage.

O There should be a suitable screening test or
examination available.

O The test should be acceptable.

O The natural history of the condition, including
development from latent to apparent disease, should
be adequately understood.

O There should be an agreed policy regarding whom to
treat as patients.

O The cost of case finding (including final diagnosis
and treatment) should be economically balanced vis-
a-vis the expenditure on medical care as awhole.

important health

latent / early

(After Wilson & Jugner) (71).
Evaluation of screening programmes
Contemporary medical evidence strongly recommends
that the effectiveness and impact of screening
programmes must be evaluated by Randomised
controlled trials (RCTs) by comparing the outcome
measures between the screened and unscreened groups.

Biases in screening programmes (72, 75)

Lead time bias

Lead time is defined as the interval between the point a
condition is detected through screening and the time it
would normally have been detected due to appearance
and reporting of signs and symptoms. If early detection
has no effect on the course of disease then it will be like
giving the patient a few more years of sickness and
apprehension rather than health! (eg, HIV detection). In
such cases, it is possible that screening, through earlier
detection, will advance the time of diagnosis without
delaying time of death, thereby increasing the “diagnosis
to death - time” and tend to show “increased survival”
among the screened group as compared to the group not
given screening test, though in reality there would be no
increase in survival.

Length bias

It has been observed that cases detected through
periodic, early detection programs, tend to have longer
preclinical stages then those missed out by screening but
self detected between examinations. This preclinical
stage is defined as the interval between the time a
screening test is capable of detecting disease and the time
the patient seeks care as a result of experiencing
symptom detected patients. Thus, the length bias tends to
spuriously show a better survival among screen detected
cases.

Self selection bias

If the screening program evaluation is not based on a RCT
but rather on self selection (volunteers) it is possible that
such volunteers may be more health conscious, educated
and more likely to give up associated risk factors; hence
survival in such a screened group is likely to be better, not
due to screening but because of associated factors.

Medical Officer's Check List while planning a Screening
Programme
In the past many screening programmes have been
launched simply due to over enthusiasm, without any
consideration to the epidemiological facets of proper
health planning. The result has been often quite adverse,
creating unnecessary public aversion towards screening
programmes (due to lack of proper diagnostic test or
treatment), and wastage of resources. It is therefore
necessary that the Medical Officer in charge of Community
health care should check the following list sequentially,
while launching a screening programme.
Undertake a quick collection of information, by going
through existing records of health institutions and other
governmental / non-governmental agencies, or else,
collect information by a quick survey, in respect of the
community to be screened about the

(@ Demographic profile;

(b) Attitudes towards utilization of existing health

services;

(c) Knowledge & practices about disease(s) proposed
to be screened;

(d) Prevalence of important diseases with special
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(e)

®

(9)

(h)
()
(k)

()
(m)

(n)

(o)

(p)

(a)

(9]
(s)

reference to the diseases proposed to be
screened;

Expected load of population likely to come up for
screening, in respect of the community to be
screened.

Resource analysis

(i) Available medical and paramedical personnel,
buildings, vehicles, equipment (for screening
and final diagnosis), etc. What additional
resources in terms of men, money and
material will be required to smoothly
undertake the screening test (and the final
diagnostic test for those who are positive on
screening)? Are adequate treatment facilities
available?

(ii) Reports on previous screening programmes
which were undertaken in the same
community earlier and the “grey areas”
noticed.

Decide whether it is worthwhile and feasible to
screen for the disease (s) in question :

(i) These considerations are very important
before launching a screening programme.
The important questions that you must ask
yourself at this stage are :-

(ii) Is the disease proposed to be screened an
important health problem?

What are the high risk groups for the disease?
Whatis the prevalence in these groups?

Is a screening test available and can be
administered to the subjects at a place near their
home (say within 5 kilometers)?

Will the screening test be acceptable to the
clientele?

Have the “diagnostic characteristics” (sensitivity,
specificity etc) of the screening test been worked
out authentically?

Is a confirmatory test available? Will you be able to
administer it to all those who are positive on
screening test?

If the confirmatory test is to be given in a
specialised center, will that center entertain your
referred subjects? Will the subjects be able to
afford the travel and stay at the place of final
diagnostic test?

Are you sure that there is a proper, proved
modality of treatment for the disease you are
goingto screen?

Will those finally diagnosed be able to “afford” this
treatment? Or, will you be able to provide
treatment out of governmental funds?

Are you sure that the disease you are screening for
does not carry an over-riding “labeling” effect?

Identify the high risk groups :

®)

(u)

(v)

(w)

(x)

(y)

As we know, the prevalence will be high in high risk
groups and hence the PPV and yield will be high;
eg, for screening for cervical cancer, “women > 35
years from lower socioeconomic status” may be
identified as the high risk groups.

Collectyour logistics together:

Remember, not to start a screening programme, in
anticipation of the resources you may cut a sorry
figure and cause adverse publicity. First get all
your required personnel, equipment, reagents,
and other logistics ready.

“Standardize” your personnel, instruments and
techniques:

The only method of ensuring a high repeatability
of screening test is to centrally train your
observers/ technicians, pretest and certify them,
standardize your equipment and reagents, and
establish quality control procedures.

Ensure community participation :

Remember, a good epidemiologist never takes her
community for granted. Your finest screening
camp may not draw even a few subjects, simply
because community participation had not been
ensured. Contact the community leaders,
Commanders, senior ladies, peer groups and
other members of the community who may matter,
right in the planning stage itself. Explain to them
the importance of the disease to be screened, and
the usefulness of screening and early treatment.
Emphasise on them that you need their active
participation. Take their opinion as regards how
theywould like to get the camp organized.

Give proper publicity :

Make sure that at least 2 to 3 rounds of wide
publicity have been undertaken, with an additional
round of publicity for the high risk groups. The last
round should ideally be undertaken 2 to 3 days
before the start of screening camp. Ensure that
those living in the remote, cutoff areas are covered
well with your publicity they are usually the ones
who will benefit most by your screening
programmes but are generally missed out by
publicity campaigns.

Conduct the screening programme :

Do not leave things to chance. Be there yourself at
the site, or at least ensure that one of your senior
subordinates is there to address the “unforeseen”
problems.

Evaluate the screening programme:

Set up your “criteria of evaluation well in advance.
Write down your evaluation report at an early date
while things are still fresh in the mind this will
serve as a good reference document for
subsequent screening programmes.
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Epidemiological Basis of Planning and Evaluation of
Health Services / Programmes

In contemporary times, the importance of planning and
evaluation needs no further emphasis. What is relevant to
note, at this point is that epidemiology is central to the
successful execution of these key managerial functions.
The reason is simple - the indispensable requirement for
any planning or evaluation process is “valid and reliable
data” and epidemiology is the science which deals with
valid and reliable data collection, collation, analysis and
interpretation (76).

The planning process

Planning is a very scientific and systematic process which
essentially visualizes as to where we are at present
(present situation or baseline), where do we want to go
(the future or “outcome”), why do we want to go there and
how do we get there (process). It consists of a series of
steps and we need accurate data at each of these steps
(77).

Step 1 : Laying down the premises (scope)

This defines the general perimeters or “boundaries”, in
terms of place, time, population and disease condition(s),
within which the health program being planned, will be
restricted to (78).

Step 2 : Situational analysis

Relevant Demographic (age, sex, population distribution
etc.), socio-economic (literacy, occupation, economic
status etc.) and disease data (mortality and morbidity) is
obtained and analysed.

Step 3 : Resource analysis

Data on available resources (health manpower, money
and material) is obtained and analysed.

Step 4 : SWOT analysis

The strengths (S), weakness (W), opportunities (O) and
threats (T) are identified in context of the proposed
programme. S and W are permanent phenomena that exist
within the organization or community; O and T are
temporary, often flitting, phenomena that exist in the
external environment. For example, in a proposed
programme for prevention and control of HIV in our armed
forces, the organizational philosophy of the armed forces
to ensure the top level of health and fitness for all
personnel is a “strength” which should be utilized to the
maximum. At the same time, the often seen tendency to
condone sexual promiscuity as an indication of manliness
or a basic need is a weakness pitched against us, and we
need to either neutralise it or circumvent it. The fact that
recently funds have been made available for developing
health educational material and that the new incoming
President of AWWA is strongly in favour of educating
personnel and families for HIV / AIDS, is an opportunity
and we should grab this opportunity. However, if there has
been some recent resistance and objection from parents
against sex education of children, it is a threat and we
need to either negotiate it or else bypass it.

Step 5 : Ensure Community participation

Identify the community leaders, peers and voluntary
groups and involve them fully in the planning process.

Step 6 : Enunciation of the “Community Needs”

We now carefully evaluate our findings of situational,
resource and SWOT analyses and decide as to what are the
major issues (within the boundaries defined by our scope)
which need to be addressed and which can be feasibly
addressed by us. We should also work out an optimum
trade-off between 'normative” or 'professionally assessed
needs” (what we, as Doctors, feel that the community
requires) and the “felt needs” of the community (what the
community members feel is their need). By way of
community participation, educate and convince the
community if, in your perception, their felt needs are
unscientific or cannot be addressed within the resources
(79 82).

Step 7 : Setting the Priorities

Now, on the basis of our judged community needs and the
resources, work out the “priority” areas within the
proposed programme, which are the most important
requirements and we, given our available (and expected)
resources, can feasibly address them. An epidemiological
method for according priorities is to consider the
following three headings and give marks (1, 2 or 3) to each
heading as per following description. Disease which gets
the highest score (max possible will be a score of 9) would
get the highest priority while the lowest scoring disease
(minimum possible score will be 3) gets lowest priority.

(@) Importance of disease, (based on mortality,
morbidity, suffering, cost of treatment and loss of
productivity) :- 3 marks if high importance, 2 if
moderate, 1 if low importance.

(b) Effectiveness of Interventions :- 3 marks if
interventions known to be very effective, 2 if
moderately effective, 1 if low or non effective.

(c) Cost of interventions : 3 marks if cost is low, 2 if
moderate cost and 1 if cost is high. (Intervention
could be atreatment or preventive modality).

Step 8 : Identify the “High Risk” Groups

High Risk groups are those persons, who due to some
characteristics, have a much higher chance of being
affected by the disease or it's adverse consequences. It is
important, at this stage, to identify who are the high risk
persons, based on our situational analysis and
identification of community needs, so that extra efforts
may be directed towards them, Young children, women of
child bearing age, the elderly, people living in slums or
inaccessible area are some of the usual examples of hisk
risk groups. However, it depends on the disease or
condition being addressed. For example, in a educational
programme to obtain favourable change in lifestyle, the
JCOs, the NCOs and the recruits may be identified as high
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risk group. The importance of identifying these groups
lies in the fact that while we shall direct our activities to all
members of the community, special, more focused and
more elaborate (targeted) actions will be directed towards
these groups. Consequently, large amount of benefit will
occur from the programme if these groups are addressed.

Step 9 : Enunciate the Goal (Aim), Objectives, Indicators and
Targets of the Programme

Once the community needs have been identified within
the context of the proposed programme, we enunciate the
Aim or the Goal. This is a broad statement of the overall
end-point which the programme intends to achieve.
Objectives, on the other hand, are specific statements,
through which the overall goal would be achieved.
Objectives are thus specific, quantifiable and usually
relate to a time-plan. Indicators are parameters and
targets are numerical quantities written in conjunction
with the indicators, which actually quantify the end points
which the objectives are to achieve. For example in a
program directed towards healthy lifestyle, the statement
“to bring about healthy improvement in various aspects of
lifestyle and a reduction of lifestyle diseases so that they
are no more a significant health peoblem” is the broad
goal or aim. The statement “To ensure that by 31 Dec
2008, at least 80% of the personnel undertake 45 minutes
of brisk walk daily on at least 5 days a week” is an
objective, in which “community members who are
undertaking regular aerobic exercise as per defined
criteria of 45 mts a day on at least 5 days a week” is an
indicator and “80% achievement by 31 Dec 2008 is the
qualifying target.

One of the most crucial steps in planning process is to
intelligently enunciate the goal, objectives, indicators and
targets. A lot of thought process and expert evaluation
should go in at this stage. They should be realistically set,
should be do-able, neither too ambitious nor too under-
achieving.

Step 10 : Choose a Strategy and Draw an Action Plan :

With the background of the enunciated goal, objectives,
targets and indicators, and duly considering the resources
(step - 3), Select out as to what overall strategy you will use
in the proposed programme. For instance, in a proposed
programme for prevention of HIV, the strategy could be to
only have health educational efforts, or else it could be a
comprehensive strategy of combination of health
education, blood safety, diagnosis and treatment,
surveillance and PPTCT. Obviously the choice of strategy
will be strongly guided by the programme objectives and
your available / expected resources. If you do not have lot
of resources, naturally you would select a strategy of
limited activities which are likely to give you the best
results. Now, having decided the strategy, write down a
detailed action plan as to how the programme will be
executed. Do ensure that a “time-line” has been given for
each objective, target and indicator, giving the date of
each end point.

Step 11 : Address the Issues of Accessibility and Coverage :

Get detailed spot maps of your areas and work out the
aspects of population distribution, roads,
communications and transportation. Do remember that
very often, those who would benefit most from your
programme, are also the ones who are living far off, do not
have access to your services, are often thought to be not
really in need of the proposed preventive or curative
services. Hence at this point, work out where are your high
risk persons located and how will you ensure that they are
covered adequately.

Step 12 : Organise the manpower, material & finances

Place the required manpower, equipment, material,
logistics at the required places. If some more resources
are expected, make a plan as to where they will be
relocated and how. Make out detailed, written “operations
manual” including the operative procedures for each
activity, i.e., “who will do what to whom and in what
manner”. Ensure that your personnel have been centrally
trained and tested for undertaking the procedures.

Step 13 : Undertake a “Pilot Run”

This is another very important step. Do a small scale trial
run of your procedures and rectify any defects that are
observed.

Step 14 : Conduct the Programme

Launch the programme in a full fledged manner. Ensure
that you or your dependable deputies are there always at
the sites where the services are being delivered. Make it a
point to regularly obtain and analyze data on various
aspects as the programmme progresses, making changes
if required.

Step 15 : Evaluate the programme

Evaluation is the process of assessing the extent to which
our results are commensurate with our pre-decided
objectives. Evaluation should be a continuous process as
the programme progresses (concurrent evaluation) and
not simply an exercise to be undertaken at the end of the
programme (terminal evaluation). For evaluation, we
again need valid and reliable data in the same way that we
obtained in the planning stage. Broadly, evaluation is
undertaken for six different facets, as follows :-

Evaluation of Relevance

This evaluates whether there is need to continue it as
such or in some modified manner (concurrent evaluation)
or, at the end when we do terminal evaluation, to find out
whether the programme was required at all. This requires
obtaining and reviewing the data / intelligence about
situational analysis, resources and community needs.

Evaluation of Adequacy

Whether the required amount of manpower, equipment,
expendables, logistics, other type of material and
finances have been provided? Have they been suitably
placed?

Evaluation of Process

How are / were the services / activities undertaken? What
has been the quality of services? Were the services
accessible to or provided to all the beneficiaries or only
few segments? For example, are the targeted number of
children being vaccinated, have some areas been left out,
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the scheduled number of patients being seen and the
planned number of health education sessions being
taken, and soon?

Evaluation of Efficacy, Effectiveness and Efficiency

Efficacy answers the question “can the programme or
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Effectiveness addresses the question “Does it work” (i.e.,
in the real life situations); Efficiency answers the issue “Is it
the most economical way (in terms of time or money)”. For
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rate may finally indicate that short term MDT may be more
“efficient”. Summary of steps for planning and evaluation
of health programmeis givenin Table -1
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Chapter 15 Research Methodology & Clinical Epidemiology

Col RajVir Bhalwar

The Essential “Building Blocks” of Research Methodology

The question that we may, quite intuitively, ask is that we
are all very well qualified and experienced; we can conduct
research pretty well, with the capability to execute
research improving with increasing clinical experience.
Why should we have text books or training curriculum in
“Medical Research Methodology”. In fact, medical research
methodology (often referred to as “Clinical epidemiology”
to make it more attractive to the clinicians) is nothing but
an extension of the wise clinician's intuitively explorative
faculties. However, such an extension of this faculty (of
educated thinking, observing, analyzing and reasoning)
as well as the understanding of essential principles and
methods of research does not occur simultaneously and
concurrent to the learning and practice of medicine. For
instance, history of medicine is replete with examples,
wherein results based on unscientifically conducted
research (gastric freezing, blood letting, “tape-seton' and
so on) have been applied, only to cause harm to the
patients, just because they were based on unscientific
research methods. It therefore needs, in addition to our
qualifications and experience in medicine, a working
knowledge of the essential principles of research
methodology and biostatistics, that need to be clearly
understood by all medical persons who are interested in
research. This chapter would be explaining these
essential principles.

The first building block : The research question

Funny though it may sound but as per the collective
opinion of a number of expert referees of some of the
most esteemed international medical journals, in almost
half of the research articles that they get for reviewing, the
authors did not seem to be clear as to what they wanted to
do! Therefore, the first stepping stone in any effective
medical researchis to develop a proper research question.
An appropriate research question, developed after fair
amount of academic reading and discussions, is not only
an essential requirement for a good research work but
also ensures that a major part of research work is
effectively sorted out (1).

Steps In Developing The Research Question
Step 1: Find a general area of interest

“General area” means a broad field; eg. 'AIDS' or 'Urinary
Tract Calculi'. This would depend on our basic, intrinsic
interest, our own clinical observations, discussions with
colleagues, and deliberations at medical conferences.

Step 2 : Read 'around’ the topic

A superficial, very wide (extensive) (but NOT an in-depth
intensive study) in the selected area of general interest
should now be undertaken, including papers published in
related journals for previous 3-5 years, text books and
reference books.

Step 3: Identify a specific area of interest

The broad reading undertaken in step-2 helps us identify
those areas where gaps in knowledge exist (work has not
been done) and which we, given our strengths and

limitations, can try to fill up, e.g., after a wide reading in
the general area “Urinary Tract Stones” we may get
specifically interested in “Risk factors for Urinary Tract
stone formation among Army soldiers”.

Step : 4 Read “into” the topic

Once the specific area of interest has been identified, we
must now do an 'in-depth' (intensive) study into this
specific area (in contrast to the wide, extensive study of
step 3). In addition to text books, reference books and
relevant journals, detailed discussions with experts in that
particular field should be undertaken and published
journal articles dealing specifically with our topic of
specific interest should be now studied, using the library
and internet.

Step 5: Formulate a “tentative” research question

We would, by now, after going through step 4, have
identified a very specific item where some amount of work
has gone by, but still gaps in existing body of knowledge
exist which need to be investigated. We would also have
acquired substantial knowledge as to what other workers
and authorities in this field have already studied, how they
have undertaken the studies, what results they have
already got and what lacunae remain. We can thus write a
statement, indicating our “tentative guess”, quite specific
in nature, which we wish to prove or disprove, in our
proposed research work.

Step 6 :
suitability
This evaluation is based on following four parameters :-
Feasibility

Is our proposed work “DO-ABLE” in terms of technical /
professional capabilities, manpower, money, equipment,
time, availability of subjects and logistic support.
Feasibility is, in fact, an extremely important
consideration. In case it is not feasible, then either we
should try and increase our “capabilities” as by organizing
funding, equipment and personnel, or else postpone the
proposed work.

Ethics

Is there any likelihood of breach on confidentiality of
human beings, or, exposure of subjects to potentially
hazardous agent, or else deprivation of subjects from a
potentially useful agent? Will it be cleared by the
Institutional Ethical Committee? In general, the major
ethical considerations revolve around the issues of
protection of confidentiality of subjects; Physician's
obligation to his subjects vs. societal good; and,
additionally, in a clinical trial, the issues of informed
consent, randomization and the use of placebo (2 8).

Relevance

Is the topic relevant to our colleagues in our own speciality
and the settings in which we generally practice.

Novelty
Is there something new? Or, is it that the research

Evaluate the tentative research question for its
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question been already answered clearly on a large number
of occasions previously?

Step 7 : Make the research question as “Specific” as possible

The more specific a research question, the more fruitful
will be the research, e.g. “ Can drinking 5 litres water per
day reduce the risk of renal stone formation by 25% in
young, physically active male soldiers serving in desert
areas, after duly considering the confounding effects of
primary renal disease, dietary factors, racial background,
hypercalciuria, hyperoxaluria and hyperuricosuria?” A
specific research question would give an idea of the
suspected cause or “exposure” (lack of drinking water),
the postulated effect or “outcome” (urinary calculi), the
expected magnitude of effect (25%), the dose-response (5
litres water per day leading to a 25% improvement), the
potential confounding factors (dietary factors, renal
disease etc.), and the subjects / settings (young male
soldiers in desert areas).

Step 8 : Write down the research question and its significance

It would be a very fruitful exercise to reduce the research
question, once finalised, to writing, in a paragraph or two.
This would provide a permanent reference during the
entire conduct of study; we may further refine it also. In
addition to writing down the actual research question, at
this point of time, we should also write down its
significance in brief. The same would come very handy
when writing the introduction of our dissertation /
research paper and is, in any case, an obligatory
requirement when we put up our research proposals for
allocation of monetary grants. The significance of the
research question should briefly bring out the following
aspects:

(@) The Research question itself, in adequate detail as
explained above and it's importance in
contemporary clinical / public health practice.
What is already known about the question, based
on review of recent literature, and communication
with experts.

(c) What are the “gaps” in the existing body of
knowledge in this field which need to be filled up,
and which this research question proposes to fill
up.

(d) What are the possible problems in executing the

(b)

research on this question in terms of feasibility,
methodological issues and ethics.

(e) How the findings of the present study are likely to
resolve the present uncertainties in this area, and
influence / improve clinical and public health
policy.

The second building block : one subject or many?

Let us look at an example drawn from a reportin a reputed
journal published in 1969 “..... a 58 year old woman with
moderately severe Parkinson's disease recounted to her
family physician that 3 months ago, while taking
amantadine hydrochloride 100 mg twice daily to prevent
flu (then used as an anti-viral drug), she experienced a
remarkable remission in her symptoms of rigidity ,
tremors and akinesia These symptoms promptly
returned on stopping the drug after six weeks ..... "(9). The
effect in the patient was striking. At that time, medical
world was in desperate need of an effective drug for
Parkinsonism . However, this report based on a single case
could not lead to immediate change in clinical practice.
Clinicians tried out Amantadine in a limited number of
patients of Parkinsonism and observed beneficial effects
in many of them. They,
thereafter, tried out the drug
in a standard clinical trial,
randomly dividing a group
of patients of Parkinsonism
into two, giving Amantadine

The major difference
between clinical practice
& clinical research is that
in clinical practice we are
concerned with only one

to one group and the |subject i.e.,, the patient
existing standard therapy to |while in research our
the other and noticing the |focus is on a “large”
much larger beneficial |numberof subjects.
effects in the Amantadine

group. From the initial

descriptionin 1969, it took the medical fraternity a couple
of years before introducing Amantadine into clinical
practice as an anti-Parkinsonism drug .

There is reason for such delays, for no inferences
regarding a risk factor, or prospective marker, diagnostic
agent, therapeutic procedure or preventive agent can be
drawn from observations on only one or even a few
patients or subjects. Why is this so? Because, there is a well
known natural phenomenon of variability - no two human
beings are likely to be the same. Hence what happens in a

Summary : Developing the research question

A well formulated research question ensures that half the
job of research work is well completed. Developing a
research question is a very scientific and deliberate
process involving comprehensive academic inputs.
Developing a good research question involves the
following steps

2 Find a'general' area of interest

2 Read 'around' the topic : A wide and extensive study in
that area

2 Find a'specific' area of interest

Z” Read 'into’ the topic : An indepth, intensive reading in
the specific area

Z Formulate a tentative research question

2 Make the research question as 'specific” as possible
specify the exposure, outcome and confounding
variables, the settings, the dose response
relationship & the expected magnitude of effect

Z Test the tentative question for feasibility, relevance,
Ethical angle, and novelty.

2 Write down the final research question and its
background significance in a page or two.
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single patient may be simply due to chance just because of
this natural law of variability. It may be just because of
chance that the first patient of lung cancer whom you see
may not have even touched a cigarette over his lifetime
but that does not mean that smoking is notarisk factor for
lung cancer. Inferences about the role of smoking in
causation of lung cancer were based on history taken from
hundreds of patients of lung cancer & comparing them
with the history taken from another hundreds of healthy
persons without lung cancer (10, 11).

Thus, an important building block in research
methodology is the concept that while clinical practice
and research utilize exactly similar procedures, in clinical
practice, our focus is on a single individual - the patient,
but in clinical research, the interest is not on a single but
large number of patients or subjects. And it is from here
that many of the (apparent) difficulties of research
methodology originate, because, in research, you have to
study a “large” number of patients (“subjects”) vis-a-vis
only one patient that we are used to study, in clinical
practice.

Third building block Ultimately,
relationship between “Variables”

In the process of medical research, we decide the various
headings on which we will make measurements on our
subjects. Forexample in a trial of the efficacy of a new lipid
lowering drug, we would note down the age, sex, blood
pressure, blood glucose, total / LDL / HDL cholesterol,
whether the particular subject was given the standard
lipid lowering drug or else the new drug, final level of
lipids after, say, 6 months and so on. In research
methodology, these various “headings” are called
“Variables” (12). Thus, Age, Sex, name of the drug
administered, LDL level etc., are all “variables”. A variable
is thus any quantity or quality of a subject which can be
measured and which 'varies', i.e., likely to have a different
value from one subject to another. Thus, sex is a “variable”
since it is a “quality” which is likely to take some different
value (either male or female) between two subjects. In fact,

research is the

The process of deciding the study “variables”

2 Read your research question in detail

/ Decide whatare the :
- Exposurevariable
- Outcome variable
- Confounding (control) variable
/ Decide how would you measure these variables to
best answer your question
- Quantitative Continuous
- Quantitative Discrete
- Quantitative Ordinal
- Qualitative Dichotomous
- Qualitative Polychotomous Nominal
- Qualitative polychotomous Ordinal

when reduced to the lowest terms, all medical research is
simply the study of relationship between variables. We will
enter these findings initially on individual forms for each
patient and later transfer the information to a chart
(manual or computerized) wherein the “value” of each of
these “variables” will be entered for each patient. This
chart, duly completed with all details for the required
sample of patients / subjects is what is known as 'DATA'".
Data can thus be defined as an organised collection of
information, containing the ‘'values' of the various
variables, obtained from a sample of subjects, and which
would be subsequently used to derive conclusions
through the process of scientific analysis and reasoning.
Depending on how the values of various variables are
recorded, the data that we collect can, broadly, be either
of two types, viz., “Qualitative” and “Quantitative”. Each of
them can be of further 3 subtypes, i.e., Continuous,
discrete and ordinal numerical for quantitative types and
dichotomous, polychotomous nominal and
polychotomous ordinal for qualitative data (refer to
chapter 2 of the section on “principles of epidemiology”
for details). As we shall see subsequently, the various
variables in a research work would fall under either of the
three broad categories of 'Exposure’, 'Outcome' and
'Confounding or Control' variables.

It becomes very important for the investigator to specify
as to what 'variables' will be studied and what would be the
'measurement scale' for each of them, because the
subsequent analysis of data will depend upon the type of
measurement scales used for different variables, and
because the measurement scales are a by-product of
study objectives. For example, the same variable, e.g.,
Diastolic blood pressure can be measured on a continuous
scale (DBP recording); or on a dichotomous scale
(Hypertensive / normotensive), or polychotomous ordinal
scale (Normal, Mild, Moderate and Severe hypertensive) or
a numeric ordinal scale (hypertension grade 0,1,2,3 etc.).
The decision as to which scale to use will depend on the
research question and study objectives; for physiological
effect of nicotine or pharmacodynamic study of a drug, we
may record it on a continuous scale; for an initial
preventive research (whether alcohol use is related to
hypertension) we may record it as a dichotomous variable;
for a drug trial on hypertension we may record it as an
ordinal variable (normo, borderline, mild, moderate,
severe). However, whenever in doubt, remember that a
continuous (or discrete) variable contains the maximum
amount of information followed by a ordinal scale while
the dichotomous scale records least information (DBP of
96 or 130 will be both recorded as 'hypertensive'). If the
data has been recorded on a continuous or discrete scale,
it can be later collapsed into polychotomous or
dichotomous categories

Fourth building block : The
summarised

In the process of medical research, we would collect the
information on a large number of variables as are relevant

to our research work. However, as we have already
explained in the section on “Principles of Epidemiology”,

“Data” needs to be
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this large collection of data does not convey any meaning.
Hence, we need to summarize our data into “summary
figures” which will convey, in one sight, what our data
tends to convey. Depending on the scales on which we
have measured various variables, these summary figures
would be either “mean”, or “median” or, more commonly, a
proportion or a rate. In turn, a proportion is generally
worked out as “prevalence” while a rate is worked out as
“Incidence”. We have already clarified these concepts in
the earlier section on Principles of Epidemiology. You may
go through the same, before proceeding further.

Fifth building block: Whether to study one group or two
groups

“.....Some strokes are caused by cerebral infarction in the
area of brain distal to an obstructed segment of the
internal carotid artery. It should be possible to prevent
stroke in people with these lesions by bypassing the
diseased segment so that blood can flow to the threatened
area normally. Also, it is technically feasible to connect the
superficial temporal artery to the internal carotid artery,
distal to an obstruction. Because its value seemed self
evident on anatomic and physiological grounds, the
procedure was applied on a series of patients who were
offered surgery, out of which quite a few showed
improvement. With this background, as also the
documented success of another analogous procedure, the
CABG, this new surgical procedure of extracranial-
intracranial arterial bypass became widely used in 1970s
& 1980s. (However it may be noted that no control group
was studied at that time).....”. In1985, the EC/IC bypass
study group conducted a randomized controlled trial in
which patients with cerebral ischemia and an obstructed
internal carotid artery were randomly allocated to surgical
or medical treatment. In the surgical group, the operation
was a technical success - 96% of the anastamosis were
patent a year after surgery. However, surgery did not help
the patients. Mortality and stroke rates after 6 years were,
in fact, slightly higher in the surgically treated patients as
compared to medically treated patients; Moreover, deaths
had occurred earlier in the surgically treated patients ..... "
(13).

An important building block of research methodology is
to realize the fact that final conclusion about the risk
factors, therapy, prevention or prognosis can be drawn
only after comparative research. While results derived
from observations made on only one group of subjects
may give valuable suggestions for further exploration,
however, putting into action, conclusions based on only
one group may be fallacious. Studies which describe
certain phenomenon or clinical outcomes on only one
group are called descriptive studies; they generate strong
suggestions or hypothesis but certainly do not give us the
final verdict. For getting the final verdict we have to do a
comparative study in which a group having the factor of
interest is compared with another group which does not
have the factor. If the result is better in the group with the
factor, then only we can conclude that the particular factor
really makes a difference.

Sixth building block: quantifying the exposure (cause)

outcome (effect) relationship

In the 1970s, an issue in the treatment of pulmonary TB
was that the patients who were issued their medicines for
the complete month (Domiciliary, self administered ATT)
were not showing the desired cure rate despite the
documented efficacy of multidrug regimen. It was felt that
some form of directly observed intake of drugs, which
ensures compliance, may be more effective. To test this
question, 300 patients of Pul. TB were divided into 2
groups of 150 each. One group was managed with directly
observed regimen while the other with the conventional,

Table - 1
Exposure Achieved Did not Total
(intervention outcome achieve
modality ) (cured) outcome
(not cured)

Given Trial 121 29 150
modality (DOTS) (80 %) (20%) (100%)
Notgiven triat
modality but given 59 91 150
control modality (40 %) (60%) (100%)
Total 180 120 300

(60%) (40%) (100%)

self administered regimen. Qutcome criteria of cure were
based on microbiological, clinical & radiological
parameters after six months of treatment. The results
were as follows(Table- 1)

It is clear that out of the 150 patients given the exposure,
121, i.e., 80% achieved the outcome (were cured) while 40
% of the non exposed group achieved the outcome. These
values of 80% and 40% are in technical language called the
incidence of outcome in the exposed and the non exposed
groups respectively. If we were to ask you whether DOTS
was effective, you would immediately say yes. How many
times is DOTS more effective than self administered
treatment? : 2 times. How did you work out this figure? : by
dividing 80% by 40%. In research practice this value of “2
times more” is called the RR (Relative risk or Risk ratio) and
we work it out by simply dividing the incidence of outcome
in the exposed group with the incidence of outcome in the
non exposed group.

These simple issues are actually
one of the most important
building blocks in research
methodology, describing the
exposure outcome relation
and calculating the overall effect
through the conventional 2x2
table. We can convert the
findings of the DOTS trial that
we have just presented into a
2x2 table for the sake of
understanding the notation.
The 2X2 table is so named

One of the key issues
in understanding
medical research
methodology is to
understand and be
comfortable with the 2
X 2 table. It is a cross
combination of
exposue at 2 levels
(given or not given)
and the outcome also
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because it has 2 columns and 2 rows. The two rows divide
the subjects according to whether they have the exposure
or not while two columns divide the subjects according to
whether they developed the outcome or not. Accordingly,
we get 4 cells named as “a, b, ¢, d”. Cell “a” denotes all
those who have the exposure and also had outcome. Cell
“b” denotes all those who were exposed but did not have
the outcome. Cell "¢’ denotes all who were not exposed
but developed outcome. Cell “d” denotes all those who
were neither exposed nor had the outcome. One thing we
would like to emphasise at this point is that you should, at
the very planning stage of your research, clearly decide as
to how you would define the exposure and non exposure
as well as outcome achieved or not achieved. Secondly,
never change the format of notation: cells a,b,c,d should
represent what we have just explained. For instance cell
Table - 2

Exposure Outcome Total

(intervention)

Achieved [Not

(O+) achieved (O-)
Exposed (E+) [121 29 150

a(E'0") [b(E'O) a+b (all EY)
Not exposed (E 59 91150

c (EO d (EO) c+d (@all E)
Totat 80 720 300

a+c(all 0% |b+d (all O) |a+b+c+d

(all subjects)

“@” should always represent subjects who have both
exposure and outcome; and so on. Your statistical
analysis will completely depend on how accurately you
haminthe 2X2 table (Table - 2).

Ha notation as a 2 x 2 table, we would then
proceed to calculate the "incidences of outcome” in the
exposed (IE) and hon exposed (INE) is as follows

IE=(a/a+b)
IE=121/(121+29)=121/150=80%
INE=(c/c+d)

INE=59/(59+91)=59/150=40%

And finally we calculate the “effect” by calculating Risk
Ratio or Relative Risk (RR) as

Cautionary note

Remember that the 4 cells (a, b, c and d) are very specific
and their configuration should not be changed. First of
all you have to decide as to how do you define “exposure
given or not given” and “outcome achieved or not
achieved”. Notate these as E+, E-, O+ and O-. Now, cell 'a’
will always stand for “given exposure and achieved
outcome (E+0+), cell 'b' for E+O-, 'c' for E-O+ and 'd' for E-
O-. With this configuration we will calculate incidence of
outcome in exposed (IE) and non exposed groups (INE)
as (a / a+b) and (c / c+d) respectively and the “effect”,

RR=1IE/ INE
RR = 80%/40% = 2

In case of a retrospective research, however, the correct
measure of comparison is not the RR but Odds ratio (OR),
which is calculated as (aXd) / (b X ). You are requested to
turn back to the chapter on “making comparisons” in the
previous section on “Principles of Epidemiology” for a
detailed description.

Building block no. 7: Concept of population and samples
and external validity

In the second building block we had agreed that in medical
research, to make any valid conclusion, we have to study
not one, but many patients or subjects. But then, what do
we mean by “many”. How many? Ten ? Thousand ? A
million ? Or all the patients with that disease in this
universe. Let us say, we want to address a very simple
issue- What is the seroprevalence of HIV infection among
the Indian Armed Forces? For conducting this research, we
have to first visualize as to what is that large collection of
people whom we have is mind, to whom we would be
applying our results? Our answer would be that large
collection can be defined as “all personnel of Indian Armed
Forces”. Well, in research language this is precisely what
we refer to as “Reference population” or “Total population”
or “universe”.

So, whom do we study? Do we do HIV testing on all the 15
lakh personnel of Indian Armed Force to derive our
results? Not at all: Not possible! Not required also. We
would, probably, study about a 1000 personnel, do their
HIV testing and get our results. Let us say, we found 10 out
of the 1000 were positive, thereby giving us a
seropositivity of 1%. After the study is over, we will start
saying “the seropositivity of HIV among Indian Armed
Forces is 1%”. This is one of the key issues in any medical
research. We always keep a large population in mind but
actually study only a sample, and we do not restrict our
final result to our sample but apply it to the large
population. And with this, a very major issue in medical
research comes up - that of “population” and “sample”.
The concept becomes important because two types of
serious errors can creep into our research just because we
study samples but apply their results on to the large
populations.

Let us continue with the above example of HIV
seropositivity in Armed Forces. Let us say we decided to
study a sample of 1000 service personnel. For the sake of
convenience of our study we got in touch with all STD
treatment centers and got the data about seropositivity.
The result showed that 50 out of the 1000 were HIV
positive and so we concluded that HIV seropositivity in
Indian Armed Forces is 5%. Doesn't sound quite
convincing, as it seems to be pretty high. Yes, there is
something gone wrong. We had actually defined our
reference population as all persons of Indian armed
forces, most of them being healthy people. What we
actually studied was STD patients of armed forces and,
naturally, had to get such a high seropositivity rate. With
this background, the first requirement of a sample is that
it should be perfectly representative of the large reference
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population. If a sample in not representative, the results
will be erroneous since they will be different from the
reality in the large population and which we want to
estimate. This problem, in research language is known as
loss of external validity or loss of generalisability because
the results cannot be generalized to the large reference
population (14).

How do we overcome this problem? We must firstly, clearly
define as to what is our reference population and our
actual study population, as explained in the following
paragraphs. Secondly, having so defined, we must select
our study subjects / patients from the actual study
population, using proper methods (probability or random
techniques) of selection of sample.

“Total Population” : (Syn : 'Reference' Population; Target
Population', 'Universe')

This is the large and total collection of all subjects or
patients that the investigator keeps in mind while
planning his study and while defining the “actual (study)”
population and on which he proposes to generalise his
results, e.g,. in the above example the total population is
“All  personnel of Indian Army”. Often, the 'Total
Population' is very large, difficult to define, and more of
“conceptual” in nature; e.g., “All patients with acute MI”. In
a nut shell, it is the investigator's study question /
objectives and the clinical and demographic
characteristics that define the Actual Population.

Actual (syn : “Accessible” or “Study”) Population

Since the total population (universe) is often difficult to
delimit, the investigator specifies a “reasonable subset” of
the universe from which he actually proposes to select his
sample, since it may not be at all practical or feasible for
her to select the sample directly from the “Total
Population”. For example, in the above study we may
specify “All Army Personnel in Pune and Kirkee” as the
actual (study) population out of the reference population
of “All Indian Army Personnel”. In a nut-shell, it is the
similarity to the Actual Population and the geographic and
temporal (time related) characteristics that define the
actual or accessible population.

Sample

The sample is that subset of the actual (study) population
which is selected from it, which is of an 'adequate size' (as
calculated by statistical methods) and selected in such a
way, using laid down procedures, that it is
“representative” of the study population.
“Representativeness” is ensured by using certain scientific
methods which see to it that every person in the study
population has an “equal chance” of being selected in the
sample and nothing is done by which we systematically
depart from this “equal chance” principle, e.g., from the
actual (study) population, defined as “all army personnel
in Pune and Kirkee”, for ensuring the principle of “equal
chance” we may get alist of all such persons and select out
the required sample size of 1000 by random numbers.
However, if we systematically depart from this rule, e.g.,
by selecting all personnel of AFMC, CH (SC), ALC, and
MH(CTC), the sample will not be representative, being
biased towards the (more aware) medical personnel and

hence would show an underestimate of the seropositivity.
Eighth building block : concept of random error or chance

In the previous building block, we said that there are two
major issues which come up when we study samples. First
one is the issue of “representativeness” which affects the
external validity. Which is the second issue? Now, in
research, the moment we start studying a sample, besides
the issue of external validity and generalisability due to a
non representative sample, there is another major issue
that needs to be addressed that of Sampling error, also
called Random error, Sample to Sample error, or more
simply, Chance.

Let us take an example of a very simple but stupid study.
What is the amount of heads that we will get on tossing a
coin. Obviously the reality or truth is well known : it is 50%.
However, let us start doing this experiment just for the
sake of understanding this concept. You toss the coin only
once. You get a tail and so you conclude very erroneously
that there is no head in a coin, if you were to make your
decision on only one toss. Okay, toss it ten times. You may
Table - 3

No. of times No. of Actual reality| Deviation

coin was heads (%) or truth of the

tossed about heads results
from the

truth

1 NiT(0%) 50% 50%

70 9(90%) 50% 40%

T00 3T (31%) 50% 9%

1000 605 (60-5%) 50% T05%

100060 47800(47-8% 50% 22%

1 £ e

mrrmnte 1mo.

of times 50% 50% No

deviation

get 9 heads and 1 tail concluding that 90% of the coin is
heads, a conclusion still far drawn from the truth. Toss it
100 times, 1000 times and 1 lakh times. The result that
youwould getis summarized in Table - 3

The take home message is as long as you are studying a
sample, even in the most honest way, the results from
your sample are always likely to be different from the truth
or reality that exists in the reference population and which
you are trying to estimate from your sample. However, as
you increase the size of your sample (as happened in the
example when we increased the number of tosses) this
error will reduce and your sample result will get closer and
closer to the truth. However if you want your result from
the sample without any error, no different from the real
value in the reference population, well, then you have to
study the total population itself, like tossing the coin for
your entire lifetime to finally get the truth of 50%.

See one more situation. Let us say we decided to estimate
the truth about the coin with the sample of one lakh tosses
and we decided to do five such experiments. The results
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Table - 4 Table - 5
Expt.No. No. of Heads Truth Exposure Outcome Total
1. 47800 (47.8%) 50% (defecation Habit)
O+ O- (Healthy

2. 55301 (55.3%) 50% (IHD cases)| controls)
_ SIEEDE L) S0 E+(Privy latrines) | 70 (70%) | 30 (30% | 100
E 46002 (45.0%) >0% E-(Open fields) 30 (30%) /70 (70%) 100
5. 53067 (53.9%) 50% = T AA T AA -

otdal UU UU ZUU

are as shownin Table-4.

The next take home message from the above study is even
if we study repeated samples of the same size, drawn in
the most representative manner, no two samples are likely
to give us the same result, nor the result for any sample
likely to be the same as the truth which exist in the large
population from which the samples were drawn. Why does
this occur ? This occurs because of a very interesting
natural phenomenon called “ Random Error” or “Sample to
Sample error” or more simply “chance”. As long as we are
studying a sample, which we would be doing any way,
some error should always be accepted. But we can actually
do two things about this error.

(@) Firstly we can minimize this error by using an

adequately large sample. Calculation of
adequately large sample, using statistical
procedures, is dealt later in the section on

Biostatistics.

(b) Secondly after the research is over, while
analyzing the results we apply statistical
procedures to calculate the probability by which
our result may differ from the real value in the
“total population”, because of random error. In
fact when we finally say that the “p” value is less
then 0.05 we are only saying that from our study
we have found that the new drug is better then the
existing treatment and the probability that these
results would be different from the reality that
exists in the large populationis less than 5ina 100
chances.

The ninth building block : confounding : compare apples
with apples, not with oranges

Well, while minimizing the random error by studying an
adequately large and representative sample and
calculation of the p- value which gives the probability of
the random error is all very important, it is just one of the
three major errors that we have to guard against, in
medical research. In fact, it is more important to
effectively neutralize the other two errors rather than only
worrying about the p-value and statistics. These two
errors are, firstly, confounding error and secondly,
systematic error also called bias or loss of internal validity
or error of measurement.

Let us take a hypothetical study which evaluated the risk
factors of IHD by taking 100 cases of IHD and 100
comparable but perfectly healthy people and obtaining
the history of various putative risk factors. One of the

factors which the investigators considered was the history
of habitual defecation in privies versus open fields. The
findings are displayed in the Table - 5.

70 % of the IHD patients gave h/o defecation in proper
latrines, while much less (30 %) of the healthy people gave
this history, preferring the traditional “open air” practice.
Going to the open fields apparently, seemed to be a great
protective factor against IHD while sitting on the pot
inside a privy increased the risk by more than two fold! The
authors were about to recommend that the entire nation
should start lining up in the fields early morning to
prevent the oncoming epidemic of IHD when the Prof of
Cardiology told them that something seemed to have
gone wrong! What had actually gone wrong was the
occurrence of a very common phenomenon which occurs
in research: that of confounding.

In this case there was another variable which created all
the confusion - it was socioeconomic affluence, for the
rich who used their privies and had more IHD not because
of their hygienic habit but because of the affluent
unhealthy lifestyle. This phenomenon occurred because
the study in example did not follow the basic doctrine of
research which says that the two groups being compared
should be similar to each other in all other respects except
for the factor being studied. Never compare apples with
oranges. In all correctness the authors should have
selected the groups whose subjects should have been
similar in all other respects like age, sex, race, family
history and socioeconomic status except for that one
group had IHD, and other did not.

In confounding, an observed association between an
exposure (eg, defaecation practice) and an outcome (eg,
IHD) is “explained away” by a “third” variable (eg, "socio-
economic status, in our example). This creates a
“confusion' or a nuisance. The above example also tells
few more things. The third variable ie, the socio-
economic status' has created this confusion, i.e.,
confounded the observed relationship because of the
following characteristics (15-17):-

(@) It is associated with the exposure (e.g., with the
method of defaecation, because socioeconomic
status does determine such practice).

(b) Itis associated with the outcome, independent of
its association with the exposure (e.g. richness
and affluent lifestyle can independently cause IHD,
whether a rich person defaecates in a toilet or in
the open).
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In medical research we should understand where all

“errors” can occur, in following manner :

Z Since we study a 'sample” from a “population”, error
of loss of external validity may occur if
representative sample is not taken

Z Random error (sample to sample error or chance) will
occur because we study samples from a population.

2 Error will occur if our basic measurement process is
wrong.

ZIf we systematically differentiate while comparing
the two groups (Bias or systematic error or loss of
internal validity)

ZIf the groups being compared are dissimilar in

(c) Itis “differently’ or “unequally' distributed in the 2
groups - (more of the rich will be found in the
group having IHD and using privies as compared
to the other group which is not having IHD).

(d) It does not lie in the chain of the relationship
between the exposure and outcome variable, (eg.,
it is not that closed-door defaecation leads to
richness & then to IHD).

The importance of confounding in research

Medical literature is replete with examples when a
particular factor has been proved to be a risk factor for a
disease simply because the effect of third variable (the
confounder) was not thought of, thereby making the

more often the ones who use tobacco. Apparently with the
above objection, the only way left for us is to make two
“strata” or groups - the group which uses tobacco and
another which doesn't use tobacco. Now, by simple
reasoning, if the risk of cancer due to alcohol remains high
in both the strata, i.e., the risk of cancer due to alcohol is
high whether a person uses tobacco or not, we would
Stratum - | : Tobacco users

History of Alcohol Oral Cancer
Present Absent Total
Present 60 15 75
Absent 20 5 25
Total 80 20 100
Stratum OR=(60 X5 /15X 20) =1
Stratum - Il : Non-users of tobacco
History of Alcohol Oral Cancer
Present Absent Total
Present 5 20 25
Absent 15 60 75
Total 20 80 100

Stratum OR=(5X60/20X15)=1

Table - 6

History of Alcohol Oral Cancer
Present Absent Total
Present 80 20 100
Absent 20 80 100
I otal 100 100 200

entire research work invalid. See the following example. A
study was done to see whether consumption of alcohol is a

risik factor for oral CA. TOO] cases of oral CA and 100
heﬁl-t—hy—s-erb}eeﬁ—we%e—as—kel:l regarding the history of
alcohol consumption during past 15 years. The results are
presentedin Table- 6

Since the above is a case-control type of study, we can
calculate the odds ratios as

Odds Ratios=(aXd/bXc)
i.e.,(80X80)/(20X20)=16

Thus we would conclude that the risk of getting oral
cancer is 16 times higher if a person drinks alcohol.
Someone would object to our findings, saying that this
observed association is false, due to the confounding
effect of tobacco use - tobacco use is related to the
outcome (oral cancer); it is also related to the exposure
(alcohol) since it is a known fact that people who drink, are

conclude that the risk is not due to tobacco but due to
alcohol itself. On the other hand, if the risk is not evident
in the 2™ strata, then we would conclude that there was a
“confounding” due to tobacco; alcohol, by itself does not
carry any risk. Let us see what happens when we dissect
our hypothetical data into two strata:

Surprisingly, we notice that after making adjustment for
the use of tobacco as above, the odds ratios in both the
stratum falls down to 1 each, i.e., there is no risk of cancer
due to alcohol, after adjusting for the effect of tobacco.
The earlier observed association between alcohol and oral
cancer (OR=16) was only because of a confounding effect
of tobacco. When we made adjustment for this
confounding effect of tobacco, we found that alcohol, by
itself, has no risk. Had we not done this adjustment for
confounding we would have drawn a wrong conclusion
that alcohol causes oral cancer. The phenomena of
“differential distribution” also becomes more apparent
from the above 2 - strata tables. We would appreciate that
a very large number of cancer patients who consume
alcohol are tobacco users (60 out 80 i.e., 75%) while very
few patients who consume alcohol are non-users of
tobacco (5 out of 20, i.e., 25%).

How do we overcome the problem of Confounding

There are various methods by which we can overcome this
issue, either while we are planning our research or else
during the stage of analysis. However, what remains
extremely important is that all the Potential Confounding
Factors (PCFs) must be identified and, if the adjustments
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are going to be in the stage of analysis, the data on them
must be recorded. Now, since all the PCF must be
identified before the actual study, one must work
meticulously on this issue from the very time he / she is
working on the issue of developing the research question
itself. In fact, while reading and discussing regarding the
research question, one must very specifically start
identifying what are the exposure and outcome variables
of interest and what all PCF can confound this relationship
between exposure and outcome because of their
independent and indirect relationship with both the
exposure as well as the outcome variable. The following
steps should be taken :

Controlling for confounding

Once the confounding variable(s) have been identified,
action must be taken to prevent or adjust for them. Such
actions can be taken either during the stage of planning
and, secondly, during the stage of analysis.

Control during planning (designing) stage

This can be achieved by any one or more of the following
methods :

Randominsation

If a group of subjects is divided into two, using “random
allocation” (syn. Randomization) (described in the section
on Biostatistics), the 2 groups will be similar to each other
in all respects. The beauty, therefore, is that the 2 groups
will be “similar” to each other not only in respect of all
“known PCF” (age, sex, blood groups and so on) but also in
respect of those factors which may be “confounders” but
we are not aware of them (eg, HLA type and, may be, the
average number of hair on the head!). Thus the 2 groups
will be absolutely similar to each other with the only
difference that one group gets the trial modality while the
other will get the control modality. Any difference in the
outcome between the two groups can be safely assumed
to be due to the intervention being studied. The singular
drawback of randomisation is that it can be done only in
an experimental design (eg, drug trial, vaccine trial etc);
however, it is not applicable to most of the “cause - effect”
research that we do in clinical practice (you can not
“randomise” people into 2 groups, telling one group to
“smoke” and the other “not to smoke”). However, when we
talk of clinical trials, please remember that the most
important, rather essential, tool for control of
confounding and equating the 2 groups at baseline is
randomization, also known as random allocation.

Restriction

We can so plan our study that the subjects having the
particular confounding variable(s) are not taken up at all;
eg, in a study of the possible association between physical
inactivity and IHD, young age (< 35 years) and female sex
may be the PCF. In this case we may restrict our study to
“only males more than 35 years age”. The difficulty with
restriction is that one tends to exclude out a lot of
potential subjects, thus increasing the cost and effort of
study; Secondly, the effect of the variables on which
restriction has been done can not be studied - eg, in this
example, the role of female sex and younger age can not

be studied.
Matching

We said earlier, that a confounding variable exerts its
nuiscance effect due to “unequal distribution” in the two
groups. It stands to simple reasoning, therefore, that if
the groups could be made “equal” in respect of the
confounder, the nuisance effect can be nullified. This is
the basic principle behind the very commonly used
procedure in medical research - “Matching”. Let us say we
are doing the above mentioned study on alcohol and oral
CA. Once we identify tobacco use as a confounder, what
we can do is that for every case of oral CA, we would take a
healthy person as control who has the same tobacco use
as that of the case, ie., if the case is atobacco user, we take
the control also who is tobacco user and vice versa. The
final result will be that we will have equal number of
tobacco user cases and controls as well as equal number
of non-user cases and controls in our study and any
relation between alcohol and oral CA will now be due to
alcohol, without any confounding due to tobacco. This
method in which we match “one for one” (i.e., for every
subject or case we take a control who is similar to that case
in respect of the confounding variable), is called as “Pair
Matching”. The second method of matching is to do a
“group matching” or “frequency matching”. Suppose we
want to match on 3 variables (tobacco use, age and sex ).
Let us say, out of 100 cases we have 25 of them as “40-50
years old female tobacco users”. We will then select out an
equal number, ie., 25, healthy females who are 40-50
years old and tobacco users. In general, it is advisable for
the researcher engaged in usual clinical/health research
not to lay too much stress on matching. “Frequency
matching” can be done for the 'universal confounders', ie.,
age and sex and additionally for any particular confounder
which can be easily matched. As regards other PCF, which
have not been matched, data regarding them must be
collected and later adjustment for their confounding
effect should be made during analysis (18 20).

Adjustment during analysis

If matching has not been done for a PCF (but the data has
been collected), adjustment for its confounding effect can
be done during analysis by following methods :

Stratified analysis

The logic of stratified analysis has been presented earlier
when we described that we would make 2 strata, one with
the confounder and one without the confounder. If the
risk in individual strata is the same as overall risk then
there is no confounding. On the other hand, if the odds
ratios in the strata are very different from the overall OR
(eg, in our very first example of alcohol-oral CA study
where the overall OR was 16 but the stratum OR after
adjusting for tobacco was 1 each), we would conclude that
there is confounding. Finally, if the risk estimates in the
two strata are quite different among themselves, then we
should think of a more important issue of “Effect
modification” (Interaction) rather than confounding.

Adjusted estimates (Mantel Haenszel) in stratified analysis
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Very often, the interest of the researcher is not simply to
see whether there was confounding or not but to actually
work out the actual risk, in terms of RR or OR, after
“adjusting” for the confounding effect. Eg, in a study to
see whether use of Oral Contraceptives is associated with
the risk of Thromboembolism, the overall OR was found to
be 4.4. However, since age (> 35 versus < 35 years) could
have confounded the results, the data was further
analysed in two strata (women aged > 35 and women aged
< 35 years). The results indicated that there was slight
confounding due to age, the risk being 4.16 times in
younger women and 4.83 times in older women. However,
we would like to have a “summary” figure which gives us
the overall risk of TE due to OC use, after adjusting for the
confounding effect of age in this relationship. This is what
we call the “Adjusted RR” or “Adjusted OR” or “Mantel
Haenszel adjusted RR/OR”, which is worked by a special
statistical procedure (21). Let us say in this example, the
overall (crude) OR was 4.43; the OR in the 2 strata was
4.16 and 4.83 respectively and the Mantel Haenszel
adjusted OR works out to 4.35. We would conclude that
the risk of TE among women who use OC, after duly
adjusting for the confounding effect of age, is 4.35 times.
We suggest you may take the assistance of a trained
epidemiologist or statistician for calculating the same, or
else use the statistical software EPI- Info 2002, the use of
which is described in another section in this textbook.

Multiple regression analysis in the control of confounding

While stratified analysis is very effective in control of
confounding during analysis, however, if there are a large
number of confounding factors, then a large number of

Confounding

Definition : A confounding variable is one which throws
into confusion, an observed association between an
exposure and an outcome variable, since :-

Z Itis related with the exposure variable.

2 Independent of it's association with the exposure
variable, is also associated with the outcome
variable.

Z It does not lie in the chain of sequence between the
exposure and outcome variable.

Z Itis “differentially” distributed in the two groups.
How do we control for confounding

The most important step is to be aware of the
phenomena of confounding and to identify all potential
confounding Factors (PCF) right at the time when the
research question is being developed. Once all PCF have
been identified, action may be taken to control them
either in planning stage or during analysis, by following
methods :-
2 During planning :- By

- Randomization (random allocation)

- Restriction

- Matching

strata will have to be made and the figures in the
individual strata will become very small, often zero. This is
the limitation of stratified analysis. In such cases one has
to resort to regression analysis (22). In very common
terms, the results of the estimates (reflected as Beta
Coefficients) obtained from regression analysis (Syn :
mathematical models, multivariate analysis) are
“adjusted” for the confounding effects and hence
represent the 'net' effect of that particular variable.
Further explanation about the 3 common types of
regression analysis is presented in the section on
Biostatistics.

The tenth building block: precautions against “BIAS” (Syn
: Systematic Error, Measurement Error, Misclassification,
Lack of Internal Validity)

Some trials undertaken earlier showed that patients with
inguinal hernia who get laparoscopic repair seem to have
less post operative pain and more rapid return to work
than open conventional surgery. Is this result really
correct or might be that laparoscopic repair may appear
better because of certain biases as follows :- Perhaps
laparoscopic repair is offered to patients who are in a
better health or seen to have better tissue strength
because of age or general health; or else, may be that
surgeons and patients are more inclined to think that his
procedure should cause less pain, because it is new. As
the scar is smaller, the patients report less pain and the
surgeons are less likely to ask for pain or record it in the
case sheet; or else, perhaps patients who get laparoscopic
surgery return to work earlier, than those who get open
surgery, because the surgeons have so guided them. If
any of these were so, the favorable result of laparoscopic
repair may be related to systematic differences in how the
patients are selected for laparoscopic procedure, how
they report their symptoms or are asked about them, or
how they were told what they can do rather than a true
difference in the success rates. A clinical trial conducted
after carefully taking care of these possible biases, found
that patients given laparoscopic surgery in fact do
experience less pain and a more rapid return to work,
every thing else being equal (23).

Let us take another example of a simple clinical trial in
which we gave a new drug, ~A'to a group of patients with
headache while the standard existing drug "B' was given
to another group. After analysing the data we finally
concluded that drug “A' was better in relieving headache
than drug "B'. Such conclusion might have been correct,
but may also have occurred because we might have
selected subjects who were mentally robust in gp "A', or
weaklings in gp " B'; or else, the severity of headache in gp
"A' as such was lesser than gp "B'; or, perhaps the
subjects, knowing that we (their treating physicians) were
studying the good effects of drug “A' were too willing to
please us, without our knowledge; or, maybe, the nursing
officer i/c, knowing our hypothesis, ensured a high level
of drug intake (compliance) in gp “A'; it may also be
possible that gp "A' was assessed in detail by a highly
experienced professor, while the task of assessing gp 'B'
was left to inexperienced interns; or perhaps our
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questions regarding relief from headache were
ambiguous - we were actually asking them “how are you
feeling?” Finally, it may have occurred that a much larger
number of subjects in gp 'B' who actually finally got relief,
also got them discharged before our assessment and so
were not available for the final evaluation (selective loss to
follow up).

One of the essential requirement in any scientific process
is to measure correctly what we actually want to measure.
In our above example, we had actually intended to
measure “the difference in relief from headache” as
brought about by drugs “A' or “B'. However, at a number
of points we systematically departed from the correct
state, making measures which were different than what
we really intended to. It is a surprising as well as
concerning fact that while a majority of researchers give
due consideration to sample size and statistical analysis (
and, of course, to "p' value), many of us, while planning
our study tend to overlook this central and key issue in
research - that in our study, we should be measuring what
we really intend to measure, and that the information
recorded by us should actually reflect the correct state of
affairs - in other words, “Any error of measurement must
be prevented”. Any measurement that we make must have
the following two characteristics :-

It should have ' reliability' (Syn :
replicability) -

Repeated measurements should give consistent results.
Reliability would be compromised in the following
situations:

(a) Duetoobserver

This can occur due to “between observer variations” (2
different data collectors can produce different results
from a medical interview or even BP measurement) or may
be due to “within observer variations” (same interviewer
can get different values of BP on 2 different occasions
using the same sphygmomanometer and same patient).

(b) Due to subjects

Again this may be due to “within the subject variations”
(circadian-rhythm, mood fluctuations) or “between the
subjects variations” (biological variations - no two human
beings are alike).

(c) Due to instruments and techniques

Different BP instruments or different techniques
(recumbent or sitting position) will produce different BP
values.

It should be “valid' (i.e., accurate)

It must measure what is really intended to measure. Loss
of validity (accuracy) will occur if there is any process,
which while making the measurements, will tend to
produce results that depart systematically from the true
value. This state is also called "Bias'. Whenever we are
testing hypothesis regarding associations or differences,
we would apparently be comparing two “groups’.
Remember that validity will be compromised and bias will
occur if at any point, while either selecting the subjects or

precision, repeatability,

else while making measurements on them, we tend to
systematically depart (consciously or, as happens most of
the times, unconsciously), thereby treating the two groups
being compared in a different manner (24). Thus, bias can
occur at two points.

(@ Firstly, it may occur if the two (or more groups of
patients or subjects) that we intend to compare,
are selected in a differential manner. This is called
“Sampling” or “Selection” bias.

(b) Secondly, it can occur if while recording the
information / making measurements, we tend to
treat these two groups differentially. This is known
as the “Information” or “Measurement” bias.

Loss of Internal Validity leads to “systematic error” or
“Bias”. This will occur when we are actually measuring
something other than what we actually wanted to
measure, as follows

/” Basic measurement technique is wrong
2 Variations between observers or subjects

/7 Systematically differentiating between the two
groups being compared at the point of
- Selection (selection Bias)
- Making measurements

(measurement /

The extremely important thing regarding bias is that while
the effects of “chance” (Random error or sampling
variation) and “confounding” (as discussed earlier) can be
assessed quantitatively (by “p' value and adjusted
estimates), assessing bias quantitatively becomes next to
impossible in the usual settings of clinical research. Bias,
therefore, has to be visualised during the planning stages
and steps taken to prevent it.

Selection bias

Selection bias is a systematic error resulting from the way
the subjects are either selected in a study or else due to
selective losses to follow up, of subjects. In a case control
study, the major source of selection bias is the manner
cases or controls or both are selected and the extent to
which the presence (or absence) of exposure may
influence such selection. On the other hand in cohort and
experimental studies, the major source of selection bias is
non-response / withdrawal from the study / losses to
follow-up. In a cross-sectional study (as also in a case
control study), the primary source of selection bias is
“selective survival”, because only those who are alive can
be included in such studies. The following are the ways in
which selection bias can occur:

Self selection bias / Volunteers induced bias

In general, as far as possible, avoid volunteers in any
research study since they may be systematically very
different from the usual population (25, 26).

Berksons'bias (hospital selective admission )

This can be a problem in case-control studies. It occurs
because patients with two concurrent diseases or health
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problems are more likely to be admitted to a hospital than
those with a single condition. For example people who
have both peptic ulcers and also smoke are more likely to
be admitted to the hospital than people who have either of
them. A case control study trying to evaluate the
relationship between smoking and peptic ulcers may
therefore find a much stronger association between the
two than would really exist in the general community.

Another form of hospital admission related bias is the fact
that patients who are in the severe part of the spectrum of
disease are more likely to be admitted than the mild forms
and these severe forms of the disease may be selectively
more related to the possible exposure. Thus, an initial
case control study found a strong association between
high fever and febrile seizures, just because children with
seizures actually fall into the severe spectrum of the
disease and these children are more likely to have had
high fever. (27-29)

Incidence-prevalence bias (Syn : Survivorship bias, Neyman's
bias)

This is @ major issue in case-control and cross-sectional
studies (30, 31). For example, a case control study to
evaluate the protective effect of physical exercise on Ml
was undertaken by taking cases of Ml and healthy controls
and asking them about the history of regular physical
exercise. Surprisingly, a large no. of both the cases and
controls gave a history of regular physical exercise; the
study concluded that regular physical exercise does not
protect against MIl. The conclusion was, in reality, a biased
one. We know that 25% to 33% of the cases of acute Ml die
within the first 3 hours. Only those who live get admitted
to the hospital and are available as cases. Now, regular
physical exercise may be an important factor in helping
the person to overcome the acute myocardial episode.
Thus, out of the cases of Ml those who did not undertake
regular exercise died while the ones who did exercise
were the ones who lived to give such a history.

Healthy worker effect

A comparison between health status of army and civilian
population may show a better health status of the
soldiers; one of the important reasons may be because of
the initial medical examination during which the " unfit'
persons are excluded and only "healthy workers' are
included in the army. The basic dictum of selection and
comparisons in research should be to “compare likes with
likes” (32).

Exposure related bias

This is a special type of Berkson's bias. If the hospital
admission probability is different among those who have
and those who do not have the suspected cause, such a
selection bias can occur. This is specially liable to occur in
case control studies. As another example, such an
exposure related selection bias was viewed with concern
in a case-control study that found an association between
use of dietary supplementation with L-tryptophan and
“Eosinophilia-Myalgia Syndrome” (EMS). The main
criticism was that the initial press publicity about a
suspected association may have resulted in a preferential

diagnosis among known users of L-tryptophan as
compared to non-users. Thus the estimate of risk (OR)
obtained from such studies may have overestimated the
true effect of risk.

Bias due to loss to follow-up

This is a special problem in cohort and experimental
studies. If subjects drop out / are withdrawn / die before
assessment of outcome / Do not respond later on / cross
over to the other treatment modality in between the follow
up phase, then it is also possible that those who were lost
to follow up could have been systematically different from
those who continued.

Bias due to selection of inappropriate control group

This is another major issue in case control studies. The
basic dictum that should be followed in a case-control
study is that the controls should be derived from the same
source population from which cases have come and that
the controls should also be equally at risk (i.e., have equal
opportunity of being “exposed” to the suspected risk
factor) as the cases. Take the example of a case-control
study which desired to assess the risk associated with
non-use of condoms (exposure) with the development of
STD (outcome). In a hurry, the investigator selected cases
from a STD clinic and also controls from the same STD
clinicwho were found to be free of STD after evaluation, at
this clinic. However, many of these controls may not have
developed STD probably because they had sex partner
who did not himself / herself had STD, and hence these
subjects had no chance of exposure (to STD) whether they
used condom or not. Hence the right choice of control
group in this research would have been to take people who
were known sex partners of persons known to be having
STD but were themselves found clear of STD, while cases
should have been those who had known STD persons as
sex partners and were detected to be having STD.

Information (Measurement) bias

Information bias is a systematic error that arises because
of incorrect information while making measurements on
one or more variables in the study. As said earlier, it may
occur, firstly, when the basic measurement process is
incorrect (Wrong instrument, wrong technique, wrong
definitions, and so on). Secondly, it would occur even
when the basic process of making the measurement is
correct but the measurements are made in a
systematically “differential fashion” between the two (or
more) groups being compared. This will result in
“misclassification” of either the disesase ( outcome) or
“exposure” status, or even both of them. Information bias
is likely to occurin the following ways :

Recall bias

This is a major problem in case-control as also in cross-
sectional studies. The fact that a person has become
diseased, he or she is more likely to recall the possible
exposure; eg., in a study of X-ray exposure during
pregnancy and subsequent leukaemia in children,
mothers of leukaemic children are likely to recall more and
thus give more history of X-ray exposures (31, 33).

Detection bias
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This is more of a problem in prospective studies. Those
who are exposed to the factor of interest may also be more
liable to be subjected to diagnosis and hence detection of
the disease of interest (24, 31); e.g., in a follow up study
on the question whether smoking is the cause of
emphysema, we would take a group of smokers and
another group of non-smokers (both groups free of
emphysema at the start of follow-up) and would follow
them for a defined period of time to see for development

Types of bias
Selection Bias Measurement Bias
Self selection (volunteers) Bias Recall Bias
Berksons Bias Detection Bias
Survivorship (Neyman's) Biag Observer's Bias
Healthy worker effect
Loss to follow-up Bias
Inappropriate control Gp

of emphysema. Now, because of various other problems
(cough, IHD, dyspnoea etc.), smokers are more likely to
report sick and hence more likely to be diagnosed as
emphysema, once they report to a medical facility.

Observer's (Interviewers) bias

If the interviewer is aware as to which group is having the
particular exposure (in a follow up study) or the disease (in
a case control study) then he/she would be more inclined
(subconsciously) to interrogate/examine that particular
group more exhaustively, to prove the research question
(24,31).

Prevention of Bias : Checklist.

The following check list will help in preventing bias in
most of the “usual” settings of clinical and health research.

(@) General points for preventing basic errors of
measurements

(i) Clearly write down the research question in
adequate detail.

(ii) ldentify the “variables” in the study, in respect of
which the measurements are going to be made.
This should be written down as “Exposure”,
“Outcome” and “Confounding” variables.

(iii) Now, write down clear details of what
measurements should ideally be made for each of
these variables. This is done by going through the
published evidence and consultation with experts.
For example, if one of the outcome variables is
IHD, the ideal (gold standard) measurement would
be either coronary angiography, or a combination
of echocardiography and exercise ECG.

(iv) Now, write down how you are actually proposing to
measure this variable in your study and whether it
is scientifically acceptable. How near does it come
to the gold standard. Most of the times the
measurement process actually being used may not
be ( rather cannot be) the gold standard itself. For

instance, in a field / community based research on
IHD, it may not be at all possible to do coronary
angiography on such healthy, free living subjects.
In such case, one may decide to use a combination
of symptoms with resting ECG findings as
evidence of coronary insufficiency.

(v) Next, discuss with the experts whether the
methods of measurements you are planning for
each of the variables is scientifically sound /
accepted by eminent organisations / has already
been used by some eminent workers earlier ? For
example, a combination of symptoms and resting
ECG, using the laid down Minnesota code criteria,
is often used for healthy, population based
subjects for evidence of IHD in epidemiological
research work which is accepted by WHO and used
in earlier large scale community based
epidemiological studies.

(vi) Now, write down a detailed “protocol” on how
exactly the measurement is going to be made,
e.g., how the ECG will be recorded, who will record
it, and how it will be read.

(vii) Next, write down how “quality control” will be
ensured. For example, one may specify that a
random sample of the positively and negatively
read ECGs will be reviewed by a cardiologist for
independent evaluation and quality control.

(viii)Now, see the equipment, reagents etc., which will
be used for measuring this variable. Are they
accurate? Standardise them, initially and
periodically in between the study, against some
standard machine. Remember that questionnaires
are also instruments. Develop them properly. As
far as possible, use such questionnaires and other
scales which have already been used and
standardised (e.g., Jones criteria; quality of life
questionnaire; MPQ etc.).

(ix) Standardise the method (technique) of making any
measurement. Preferably use a standardised
technique as recommended by a standard
professional body (e.g., WHO, Amer Heart Assn
etc. ) or a standard text book. Write down the
detailed technique in an “operations manual’.

(x) Train all the interviewers/ data collectors centrally
about the technique, test them and certify them. If
you are yourself the sole data collector, get trained
and certified by an expert.

(xi) If possible, take repeated measures (e.g., 3
readings of BP).

(xii) Try to make “unobtrusive” measures so that
subjects are unaware; eg., alcohol consumption
may be recorded by going through wine bills
rather than only asking the subjects.

(b) General points for preventing Selection and Information
Bias

(i) Asfaras possible ensure blinding - definitely in an

experimental design; even in a case control study
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or cohort study, the observer can be “blinded”.

(ii) If possible, do not tell your research hypothesis to
the subjects (helps preventing recall bias). In
addition, if possible, try and take information
about exposure from other sources, in addition to
the subjects.

(iii) In a follow up study (cohort study or clinical trial),
take a well defined population to avoid loss to
follow up; develop methods to retrieve those
subjects who are getting lost to follow up .

(iv) Select two or more than 2 “groups” of controls in a
case control study (e.g., one from hospital and
another healthy group); try and take different
categories of diagnoses if selecting hospital
controls.

(v) In cohort or experimental studies (follow up
studies) specify clearly the future dates of
examination and examine all subjects of both
groups at the pre-decided dates using “similar”
methods of history taking, physical examination
and investigations, and make arrangements that
losses to follow up are minimized.

(vi) In a case control study, use the correct time frame
for recording exposure (e.g., for a study between
pneumonia and cold exposure, the time frame
should be 6 days and not 6 months).

(vii) See, in a case control study, specifically for

Z That the controls come from the same “source”
population from where cases have come; and
that cases and controls have the same
“selection factors” for getting admitted to that
particular hospital

Is there any possibility of “survivorship” bias ?

Is the disease such that the initial symptoms
may have led to a change in exposure? (eg,
initial dyspeptic symptoms of gastric CA may
cause the patient to give up tobacco)

7 Did the controls have a reasonable chance of
being exposed to the factor of interest?
(hysterectomised women in any case do not
have a “chance' of exposure to OC, so do not
keep them in controls in an Oral Contraceptives
-Thromboembolism study)

(viii)In any type of study, see the “entire spectrum” of
the outcome or disease - e.g., in IHD, also see in
addition to MI, angina, sudden death and a
symptomatic ECG changes.

(ix) In an experimental design (clinical trial), ensure
Random allocation, Blinding and Placebo control.

The eleventh building block : selecting the appropriate
“research design”

It is of importance that the correct “Research Design” be
selected by the researcher. The various types of designs
“Descriptive, Analytic (Case-Control, Cohort, Cross-
sectional), Experimental, and Diagnostic test studies have
already been described in detail in the previous section

NN

(Principles of Epidemiology) and you are advised to refer
to the same. However, the following guidelines are given
in the succeeding paragraphs to assist you in selecting the
design most appropriate to your research question.

First of all read your research question and ask yourself
the following question : Am | interested in establishing an
association between an exposure and an outcome
variable (as, whether a particular variable is being studied
for it's role as a risk factor for a disease, or a prognostic
marker, or a treatment / preventive modality, or else as a
diagnostic or screening procedure), OR, whether | am only
trying to describe a phenomena. If my interest is only to
describe a phenomena and not to study any “Exposure-
outcome” or “cause-effect” relationship, then | should
select the “Descriptive study design”. Some examples of
situations when we would select out the descriptive
designare

(@) In asymptomatic HIV positive persons, how does
CD4 cell count decline over time, till death (natural
history)

(b) What is the proportion of cases of acute Ml out of
the total hospital admissions in one year in my
hospital; (load of a disease)

(c) How many new cases of measles would occur in
one year among infants in the community under
my health care (incidence of adisease)

(d) How does weight change occur among new borns
over the next one year of life (course of a natural
phenomena)

(e) How many cases of adult hypertension or smokers
are there in my community (prevalence of a
disease)

The above are just a few examples; the basic
consideration is that if the focus in our research question
is simply to make a description without any intention to
make comparisons and prove a point regarding a cause
(exposure) effect (outcome) relationship, then the right
design for us to do is a “descriptive” study. Depending on
the issue at hand, the descriptive study could take the
lines of either a case report (description of a single report
of an wunusual / interesting case), a case-series
(description of signs, symptoms or course of disease in a
number of cases of the same disease), or a “cross-
sectional descriptive (describing the prevalence of a
disease in a community or the percentage of some signs /
symptoms in a given group of patients of a disease)' or
else a “longitudinal descriptive” study (incidence of a
disease or such other outcome in a group of subjects or
patients followed up over a period of time).

On the other hand, if we realize that our research question
intends to make comparisons with a view to analyse some
cause (exposure) - effect (outcome) relationship, i.e., we
have some “preformed hypothesis” in mind saying “this is
the cause of that” or, “this is better than that” then our
choice of research design should be out of one of the
“analytical” studies. Some examples are

(a) Does presence of a transverse ear lobe crease (as
compared to those who do not have it) indicate an
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increased risk for developing IHD? Or, are those
with waist size 90 cms or more at higher risk of IHD
(compared to those with waist < 90) (risk marker or
risk factor).

(b) Does occurrence of multidermatomal herpes
zoster in an asymptomatic HIV positive individual
predict an earlier death (as compared to those
asymptomatic HIV positives who do not develop
herpes zoster or develop only uni-dermatomal)
(prognostic factor)

(c) Will administration of oral Doxycycline to troops
proceeding on flood relief duties, be useful for
preventing leptospirosis (as compared to those
who are not given Doxycycline (prevention)

(d) Is laparoscopic repair of hernia better (as
compared to conventional open surgery)
(treatment)

(e) Does a combination of “cold intolerance and
unexplained weight gain” diagnose
hypothyroidism (as compared to when the gold
standard of thyroid function test is given)
(Diagnosis)

Now, once we have decided that we should be using
analytic design, the next question which immediately
comes up is which analytic design? To further proceed,
ask yourself the question “Do | intend to study the effect of
either a preventive procedure (a chemoprophylactic drug
or avaccine or sera or even a health educational measure)

or else the effect of a treatment (a new drug or operative
procedure or even a ward procedure intended to improve
the clinical management). If the answer is yes, the only
design we can use is the Experimental i.e., Intervention
design. It could take the form of a clinical trial (RCT) or a
preventive trial or else a Community Intervention trial.

On the other hand, if the answer to the above question is
No, then ask the next question “do | intend to study a
prognostic factor, i.e., some variable which will help me
predict the course of illness. If the answer is yes, the only
design available to meis the “Cohort” design.

Now, if | am neither studying the effect of a treatment nor
a preventive procedure nor a prognostic factor, ask
yourself whether you intend to study the performance of a
diagnostic test (pathological or radiological procedure or
even a clinical diagnostic rule) as to how well it would
diagnose a disease vis-a-vis the gold standard. If this what
your research issue is, then select the “Diagnostic test
evaluation design”.

Finally, ask yourself whether you intend to study the role
of arisk factor (or risk marker) in causing a disease. If this
is the issue, then you can select either of the following two
designs as follows :

(@) If the disease you are studying is a rare one,
enough number of cases of the disease will be
available at your hospital, and the hypothesis
being tested is relatively a new hypothesis (eg,
whether using mobile phones is a risk factor for
leukaemia) then select the “Case-Control” design.

(b) If the hypothesis you are persuing has already
been tested by a few case-control studies, or the
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Planning, Design and Conduct of Case Control Studies

We have already deliberated on the situations in which a
medical researcher should select the case control design
to answer her research question. The case control design
is one of the finest and easiest methods of analytical
research available to the doctor who has an easy access to
patients of a particular disease admitted to the hospitals.
At the same time, case control studies may be considered
as the “Acid Test” for the capabilities of an epidemiologist
and seasoned researcher because of the high potential for
'bias' that they have.

In a case control study, the researcher starts by picking up
'cases' who have already developed a particular disease or
'outcome’ of interest, and a comparison group (controls)
of subjects who, except for the fact that they have not
developed the particular disease, are otherwise similar to
the cases. Having assembled the two groups, the
investigator finds out the presence (or, the history) of the
particular 'exposure’ which he thinks is a risk factor and
compares the two groups (cases and controls) as regards
the presence of exposure.

The case control study has a special value in medical
research because of the special advantages that if offers
However, the method carries certain distinct
disadvantages and the researcher choosing this design
must remain careful to take preventive action against

Case control studies
Advantages

2 Inexpensive, requires only a few subjects gives quick
results

2 Well suited for diseases which have a long latent
period (eg, cancers, AIDS, MI, CVA etc)

/ Well suited for an outcome which is 'rare’

2 Well suited for conditions in which medical care is
usually sought

Z Helps in examining multiple etiologic factors - once
we have the cases of the disease, we can take history
of all the factors that we feel may be risk factors

Z7 Reasonably good for diseases that have a “relatively
rapid onset” and are usually hospitalised (eg, most of
the acute infections; injuries etc)

Disadvantages
2 Not agood method for studying rare 'exposures’

Z7 Does not give any idea of 'incidence' or 'prevalence";
it only gives us a measure of Odds Ratio (OR)

/7 Particularly prone to various forms of selection and
information biases, particularly survivorship Bias,
Recall Bias and observor's bias.

2 'Temporal relationship' is usually only a matter of
conjecture but not a proof

them. (see adjoining box).
Designing and conducting a case control study

Step 1: Specify the total population and actual (study)
population.

Specification of actual (study) population at this stage
becomes especially important as it will give us an idea of
the “population” from which cases have come and thus we
would be able to ensure that our controls should also
represent the same population, (an essential requirement
of a case control study).

Step 2 : Specify the major study variables and their 'scales' of
measurement

Firstly, the Outcome variable : In case control study this
will be the particular disease or outcome of interest. Most
of the times this will be measured on a 'dichotomous'scale
(ie., disease present = cases, and disease absent =
controls). Secondly, the Exposure variable(s) :- This is the
suspected 'cause' that the investigator is studying for the
association with the disease under study. Next, Specify
the scales of measurement - usually it is dichtomous
(exposure present or absent). Finally, the Potential
confounding factors (PCF) :- List out all the PCF by
thorough reading of the literature and discussion with
experts. Specify the 'scales' of measurement of each PCF.

Step 3: Calculate the sample size

The details have been discussed in the section on
Biostatistics and “use of Staistical software”.

Step 4 : Specify following selection criteria of cases
Diagnostic criteria

Enunciate clear cut diagnostic criteria for the disease of
interest. As far as possible use criteria given by expert
bodies. If there is doubt, make categories like “definite”,
“probable” and “possible” and analyse them separately.

State the inclusion or exclusion criteria

One of the central issues in a case control study is that
cases should have had a reasonable possibility of the
disease being induced by the suspected exposure; and
that the controls should have had a “reasonable chance” of
being exposed to the exposure. This leads to the fact that
any case or control who does not meet these criteria
should be excluded from the study. Eg., in a study of
recent OC use (exposure) and TE (outcome) we would like
to exclude “TE cases occurring postpartum/ during
pregnancy / post operatively/ post menopausal ladies /
ladies on other contraceptives / hysterectomised ladies”.
One thing the worker must ensure is that the exclusion /
inclusion criteria should be clearly defined and must
equally apply to cases as well as controls.

Source of cases

The usual source of the cases is “hospital’. However, for
diseases for which a large number of subjects may not be
admitted (low backache; anal fissure etc) the researcher
must tap the OPDs, General practitioners or even think of
population based cases by searching them in the
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population.
Incident or prevalent cases

Specify whether you would like to consider only the newly
occurring (incident) cases or all those who are already
present including the old cases (prevalent). It is always
advisable to take the incident cases since the prevalent
cases might have changed their exposure status due to
medical advice etc.

Method of sampling

The most common method of sampling is either to take a
systematic random sample of cases as they keep
reporting; alternatively, if all the cases have already
collected and a detailed list is available, a simple random
sample may be drawn.

Step 5 :- Specify the selection procedure of controls
One of the mostimportantissues in a case control study is

the selection of controls. The following specifications are
to be made:

Source of Controls : Whether Hospital based or else Population
based controls

Patients admitted to the same hospital for diseases other
than the one under study can be used as controls. They are
easy to obtain, cooperative, and more likely to remember

the exposure. The disadvantage is that they do not
represent the healthy population and being ill, may be
different from the healthy persons in number of ways.
While selecting hospital controls, the best is to take a
diagnostic assortment, ie., patients from various
diagnostic categories. On the other hand, healthy controls
from the population would give a very good comparison
provided it is logistically possible to study them and
provided that they represent the same source population
that gave rise to cases. The difficulties are that they are
expensive and may refuse to participate.

Exclusion/inclusion criteria :-
The same criteria as for cases should equally apply.
Number of controls per case

In general, 1 control per case is studied. The number of
controls per case may be increased to upto 4 or 5 per case
with slight increase in statistical precision but the cost of
the study will increase tremendously. In any case the
number of controls should never be less than the cases.

Number of control groups

Usually, one “control group” is studied. However, if
feasible, the worker may study 2 different control groups
(eg, one from population and another group from

Summary : planning, design conduct & analysis of a case-control study

2 Review your research question and confirm that
case-control study is the right design (you should be
studying a risk factor and not any prevention /
treatment / diagnostic / prognostic factor.

2 Specify the outcome, exposure and confounding
variables.

2 Specify the “reference” and “actual” population.

2 Specify the inclusion and exclusion criteria; apply
them equally to cases and controls.

Z Specify the selection modality for cases :-
- Diagnostic criteria for cases / case definitions.
- Source (hospital, OPD, or population based).
- Sample size for cases
- Procedure for sampling the cases
- Incident (new) or prevalent (old & new) cases.
Z Specify the selection procedure for controls :-

- Source of controls (healthy population based or
hospital based)

- No. of controls

- No. of control groups

- Method of sampling the controls
- Matching, if considered.

2 Specify the methods of measurement of various
variables.

27 Set up checks for obviating “biases” :

- Ensure that controls are derived from same source
population from which cases have come.

- Ensure that controls have same chances of getting
the exposure as cases had.

- Seeifthereis any problem of survivorship.
- Avoidrecall bias

- If possible, blind the observers to case / control
status.

- If possible, use multiple sources of information
and make “unobtrusive” measurements
2 Do a pilot study on 5 to 10 cases and controls.
Z Conduct the study.
/7 Statistical analysis
- Calculate Odds Ratio (OR) as (aXd) / (bXc) and not
the relative Risk (RR)
- Calculate 95% Cl of OR
- Do aChi-square test for hypothesis testing, ora't'
test, depending on scale of measurement.
- For control of confounding, undertake stratified
analysis using mantel-haenszel” method.
- For many confounders, undertake multiple
logistic regression analysis.
2 Make interpretations :- specifically see if “temporal

relation” can be shown; is there any possibility of
bias remaining; have all potential confounders been
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hospital); the procedure will improve the validity of the
results.

Matching

The details of 'matching’' have already been explained in
the chapter on control of confounding. In general, in a
case control study it is recommended that one must
carefully list out all the PCF; match for the universal
confounders, ie., age (in broad categories of 5 or 10 years
of age groups) and sex, using frequency (group)
matching. Record the data on all other PCF and adjust for
confounding during analysis.

Step 6: Specify the procedures of measurement and specially
take care to ensure validity and reliability

The biggest disadvantage of a case control study is its
particular susceptibility to various forms of selection and
information biases. The detailed methods of prevention of
bias and ensuring validity and reliability have been
presented in chapter no. 1. In addition, quite often the
investigator would be using a questionnaire, in a case
control study. The guidelines for preparation of
questionnaires have been given in a subsequent chapter.

Step 7 : Do a pilot study

Pretesting on 5-10 cases and controls would be adequate
in most situations to refine the methodology. If major
changes are made following the results of pilot study,
then do not include the pilot study cases and controls in
the analysis.

Step 8 : Conduct the study

Ensure valid collection of data, as described under the
details of making measurements.

Step 9: Analysis of data

Calculate the Odds Ratio (OR) and it's 95% Confidence
Interval (95% Cl). Undertake hypothesis testing by a chi
square test, as described in the chapter on Biostatistics.
Usually it will be a chi-square for 2X2 table or, at times, a
chi-square for linear trentd in proportions. At times there
may be requirement of a 't' test instead of chi-square test,
depending on the way the variables have been measured.
Control of confounding will require stratified analysis
using Mantel-Haenszel technique or a multiple logistic
regraession. The details are described in the chapter on
Biostatistics. If the data is from a “Pair matched” study, use
McNemar's procedure for calculating chi square, odds
ratio (OR) and 95% ClI of OR. Consult a research
methodologist for assistance.
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Planning, Design and Conduct of Cohort Studies

As discussed earlier, a major disadvantage of case control
study is that it is prone to various types of selection and
information biases. Some of the major problems of case
control study are overcome by cohort study, though by
paying a higher cost and tremendous increase in logistic
effort.

A cohort means a group of people sharing a common
exposure. In this study, the investigator starts by picking
up two comparable group, one having the exposure (eg,
tobacco users) and the other not having the exposure (eg,
non users of tobacco). She then excludes the presence of
the outcome of interest (eg, lung CA) in both the groups at
the start of the study, and then follows up both the groups
for a reasonable amount of time, observing for the
outcome of interest in both the groups and finally makes
comparison as regards incidence of the outcome in the
two groups. The cohort study has certain major
advantages in medical research.

When to select a cohort design

The cohort design should therefore be undertaken if the
answer to the following question is “Yes”.

Is the disease (outcome) a reasonably common one?

(@) Is the follow up period required “reasonably
short”, so that you can conveniently complete the
study within the time frame?

(b) Has some amount of evidence regarding the
association between exposure and outcome been
provided by case control studies?

(c) Are the subjects in your two groups (exposed and
not exposed) reasonably likely to continue in the
study?

(d) Are you sure you are studying risk factors /
markers / prognostic factors and not therapeutic/
preventive/ diagnostic procedures?

Steps in designing, conducting and analysing a cohort
design

Step 1 - Specify the research question, objectives and
background significance.

Step 2 - Specify the variables of interest and their scales of
measurement

(a) Exposure variable

Usually in a cohort study the exposure variable is
measured on a 'dichotomous scale' (ie. exposed or not
exposed), or, at times on a 'polychotomous ordinal scale'
(not exposed, slightly exposed, moderately exposed,
intensely exposed etc).

(b) Outcome variable

The outcome variable would be the disease or other health
related outcome which the investigator hypothesises to
occur as a result of the exposure. The outcome may be
dichotomous (eg, developed / did not develop lung CA) or
polychotomous ordinal (remained normotensive/
developed mild hypertension / developed moderate

Major advantages of a “cohort study”

/7 Scientifically a much “stronger” design as compared
to case-control or cross-sectional study.

ZZ Temporal association is more convincingly
demonstrated since investigator actually starts from
exposure, before outcome has occurred and follows
up till outcome.

2 No recall bias since exposure is objectively assessed
by investigator at start of the study

Z Can study many outcomes of a given exposure of
interest.

Z Provides a direct estimate of “incidence” of outcome
in exposed and non-exposed groups and hence the
HRRH.

Z7 Results are not biased due to “survivorship”.
# Good for studying 'rare” exposures.

2 Any change in exposure status during the course of
study can be recorded.

Major disadvantages of cohort design
Z Quite expensive; needs large number of subjects.
/7 Results may take very long time to be available.

/ Ascertainment bias due to “differential” assessment
of exposed and non-exposed groups can lead to
bias.

2 “Loss to follow up” is a major potential for bias.

hypertension / developed severe hypertension) or
quantitative (eg, serum cholesterol levels, no. of DMF
teeth, score of respiratory disability 0,1,2,3 due to
occupational exposure).

(c) Potential Confounding Factor (PCF)

Make an intensive search of the literature and contact the
experts to find out all the variables that could be potential
confounders of the exposure - outcome relationship and
record the data regarding confounders during the study.
Step 3 - Specify the exclusion criteria

eg, we may like to restrict the study to males with a view to
control confounding due to sex, or exclude such subjects
who are likely to be lost to follow up or subjects with a
disease which may interfere with the occurrence of
outcome of our interest.

Step 4 - Calculate the sample size

The details have been discussed in the section on
Biostatistics and “use of Staistical software”.

Step 5 - Select the study cohort
The study cohort is the one which has the 'exposure'. This

may be either Special exposure groups ( eg, radiologists
for studies on effect of radiation; ANC cases having PIH for



Chapter 17

Research Methodology & Clinical Epidemiology

studying the outcome of pregnancy, etc.); or else it could
be Cohort defined on basis of geographical or
administrative boundaries (eg, people living in a given
state or district like Framingham heart study). The special
advantage of such cohort is that the same group will give
an exposed as well as unexposed (comparison) cohort;
e.g, for the study on association of smoking during
pregnancy (exposure) and low birth weight (outcome) all
patients enrolled at an ANC may be followed up. This
group will give, within itself, an exposed cohort (smokers)
and an unexposed cohort (non-smokers). Thirdly, we may
select a study cohort from Groups offering special
resources (eg, all registered doctors can be followed up
for development of IHD after recording their physical
activity levels. They will give special advantage of an
accurate reporting as well as ease of follow up).

Step 6 - Select the comparison cohort

This is very important. It can be done by either selecting an
“inbuilt comparison group” as in example given in step 5
above. This is, in fact, the best method of obtaining a
comparison group in general, in the usual settings of
clinical research. Secondly, we may make comparisons
with general population rates, often done in study of
diseases due to occupational exposures. Finally, if
required, we may assemble a special comparison cohort -
eg, in a study of the association between exposure to
petroleum fumes and subsequent bone marrow damage,
workers handling the filling equipment at petrol pumps
may be taken as exposed cohort while workers sitting in
the offices or ancillary workers in the same petrol pumps
may be taken as the specially assembled comparison
cohort.

Step 7 - Specify the sampling procedure

The usual method of sampling both the exposed and
unexposed cohort groups is by simple random or by
systematic random sampling method. Select about 20%
extra subjects, because some will be removed on initial
medical examination as already having the outcome and
some will be lost to follow up.

Step 8 - Exclude the disease or outcome of interest in both the
exposed and unexposed cohort groups at the outset

Do an initial medical examination to exclude out all those
subjects, in both the cohort groups, who already have the
disease (or outcome) of interest.

Step 9 - Obtain data on exposure level

This is an extremely important issue. We obtain this data
by various methods, including Direct interview of cohort
members (e.g., details of smoking, alcohol, sexual
activities, personal habits, dietary information, physical
exercise, personality type etc). Secondly, by medical
examination or diagnostic procedures by examining both
(exposed as well as non-exposed) groups similarly;
thirdly, by measures of environment (e.g., levels of
pollutants in home environment, drinking water pollution
levels etc); and fourthly by going through existing
“records” (e.g., for recording the levels of exposure to
irradiation, use of drugs, etc medical records can be used.
Initial medical examination card at the time of entry to

school or service can provide valuable details of an
exposure).

Step 10 - Obtain Data on all PCF

Using methods as described in step 9 above, record
detailed data on all the potential confounding factors.

Step 11 - Consider matching

Usually, in a cohort study, matching is not important; Data
should be collected for all PCF and adjustment for
confounding may be made during analysis. However, if
considered feasible, the exposed and non exposed cohort
groups may be “frequency matched” in respect of
important confounders like - age, sex or other important
PCF.

Step 12 - Follow up and ascertainment of 'outcome’ of interest

Follow up should be meticulously undertaken for the
period already decided. Due attention should be paid
while making measurements for detecting the outcome of
interest. The general measures for ensuring validity and
reliability have already been detailed in chapter no. 1. In
addition, special attention should be paid to the following
types of measurement biases that can crop up in the
cohort studies :

Measurement bias

This would occur because of 'differential ascertainment’ of
the outcome between the two groups. For obviating this,
inform all subjects of both groups well in advance of the
dates and timings of medical examination and ensure that
both the groups are examined by observers who have
similar type of training and using similar type of
instruments and techniques.

Observer bias

This occurs because the investigator is aware about the
fact as to which subject is 'exposed' and who is not
exposed. For obviating this, if possible, 'blind' the
observer to the exposure status, the details of exposure
being known only to another co-worker who is himself not
making any observation regarding ascertainment of
outcome.

Cross over bias

This may happen because those having the exposure (eg,
smokers) may cross over to the non exposed group (i.e,
become non smokers) and vice versa. Periodic evaluation
of both the groups as regards level of exposure, making
prompt record entries and subsequent adjustments in the
data analysis can help overcoming this problem.

'Loss to follow up' bias

Some subjects in any case are likely to be lost to follow up
/ drop out. However, at times it may become a substantial
problem. It is generally accepted that if more than 30% of
the study subjects are lost to follow up, then the results of
the study are to be viewed skeptically. The following steps
help in overcoming this type of bias :

(@) Take detailed addresses of the subjects as also of
their friends and relatives; contact them and make
best of efforts to trace those who have been lost to
follow up.
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(b) If the subjects have migrated, try to get
information about them through a mailed
questionnaire. If they have died, try and obtain
information from medical records and death
certificates.

(c) Do an analysis in respect of certain demographic
variables (eg, age, sex, education, general health
status etc) to see whether those who have been
lost to follow up are similar or else quite different
from those who have remained in the study.

Step 13 - Analysis

In a cohort study we would calculate the relative risk (RR)
as (incidence among exposed divided by incidence among
non-exposed), the 95% confidence interval of RR, and
hypothesis testing, using a chi-square test or a 't' test or
such other relevant procedure as described in the section
on Biostatistics.

Certain special types of cohort studies
Retrospective cohort studies

The investigator identifies a group of individuals based on
their characteristics in the past and reconstructs their
subsequent disease experiences upto some defined time
in the more recent past (34); e.g., in a study, all military
persons who were exposed to “agent orange” many years
back during wartime were identified on the basis of
records, alongwith another similar group of soldiers who
were not exposed to this agent. Both these groups so
identified on the basis of records were then traced forward
till the more recent past for various organ / system
diseases. This type of study thus differs the usual
prospective cohort study (as described above) in which the
cohort is identified on the basis of current characteristics
and then followed forward in time.

Nested cohort (syn : Nested case control) study

Combines the advantages of a cohort and a case control
study. The investigator identifies a cohort and follows it
up for the required period of time, after recording details
of exposure in the subjects. As the cases of disease keep
occurring, the investigator keeps picking up these cases
alongwith equal number of controls from the same cohort
and compares them for the exposure history (35). As an
example, we may be working on a hypothesis that high
serum lithium levels are a cause of subsequent mental
illness. The problem is that undertaking serum lithium
analysis may be a very costly affair; however, blood
samples can be preserved for 15-20 years. So, we can take
a cohort of say 1000 persons who are free of mental
disease, collect their blood sample, cold preserve them
and watch for 15-20 years. Over this period if 20 cases of
mental disease occur, we can take out their blood samples
alongwith 20 randomly selected samples of those who
have not developed mental illness (controls who are
“nested” in the cohort), analyse these 40 samples for
serum lithium and make comparisons between the two
groups (who developed mentalillness and did not develop
it) as regards lithium levels. The tremendous advantages
that have occurred are that firstly, instead of doing 1000
serum lithium tests (as we would have done in a normal
cohort study) we have done only 40 samples. Secondly, we
can calculate the incidence of the disease which would not
have been possible in a usual case control study. Thirdly,
the problem of recall bias and that the controls may be
from a different source population than cases (which
occurin acase control study) have been prevented.
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Planning, Design and Conduct of “Diagnostic Test Evaluation” Studies

In each and every area of clinical as well as public health
practice, “diagnosis” becomes the central issue. The
process of making diagnosis involves the use of certain
tests, laboratory procedures or a constellation of signs
and symptoms, in an effort to find out the truth, i.e., the
real pathophysiologic state of affairs that exist inside the
body. The common settings of use of diagnostic tests can
be microbiological (eg, ELISA for HIV infection),
pathological (eg, pap smear for CA Cervix), radiological
(Chest X-ray for Pulm. TB), clinical (cold intolerance and
weight gain as diagnostic for hypothyroidism) or public
health (mammography for mass screening for Breast CA).

Essential Requirements Of A Diagnostic Test Study

In any diagnostic test assessment with the above
mentioned broad aim in mind, there would be, therefore,
3 essential things required, viz., firstly, the diagnostic
test, which is to be evaluated; secondly, a “gold standard'
criteria of diagnosis, i.e., that diagnostic criteria which, in
the current day level of knowledge, can be assumed to be
100 percent accurate in diagnosing the condition.
Apparently, a “perfect gold standard” is more of a
hypothetical state. For all purposes, we take a pragmatic
view and, nearly always, use a “relative gold standard”.
Thirdly, we would need a group of subjects, each of whom
should be subjected to both the tests - the test under
evaluation as well as the gold standard test.

CAUTION

In a diagnostic test evaluation study, all subjects should
be put through to both the tests; it should never happen
that only those subjects who have tested positive to the
test being evaluated are only subjected to the gold

Parametres On Which A Diagnostic Test Is Evaluated

Broadly, any diagnostic test should be evaluated in terms
of three types of parameters. These are Validity or
Accuracy (which includes sensitivity, specificity,
predictive values and likelihood ratios), Reliability and
Efficiency. We have already discussed these aspects in
detail in the chapters on “Screening for Disease” and
“architecture of epidemiologic Designs” in the section on
“Principles of Epidemiology”.

In the the usual settings, as above, the results of
diagnostic test are recorded in either of the two categories
- “Positives” and “Negatives” (ie., a categorical,
“dichotomous” scale). Sometimes the research scenario
may be a bit different. Let us take the following
hypothetical example :- In a hypothetical study to evaluate
Alanine Aminotransferase (ALT) as a screening test for
chronic parenchymal liver disease, 500 patients attending
a gastroenterology centre with symptoms of liver disease
were subjected to both, an assay of serum ALT levels as
well as a diagnostic liver biopsy which was taken as the

gold standard in this case. The results are given in Table -

1.
Table - 1

Serum ALT Chronic parenchymal liver disease
levels (As diagnosed by Liver Biopsy)
Units / Litre Present Absent Total
<= 20 0 120 120
2T1-40 20 150 170
4T-60 240 5 55
61=80 40 2 52
81166 40 3 43
166 60 0 60
Tetal 2042 200 520

In such situations, various values of sensitivity and
specificity will occur depending on the levels of “cut-off
point”, eg, if we chose a cut-off point of 20 U/L the
sensitivity will be 100% (200 / 200), but specificity will be
40% only (180 / 300). On the other hand, if the cut-off
point is placed at > 100 U/L, then the values of sensitivity
and specificity will be 30% (60 / 200) and 100% (300 / 300)
respectively. The conclusion that the above table gives us
is that nowhere would we find a cut-off point where both
sensitivity and specificity are 100%. If we lower our cut off
point (ie., make the diagnostic criteria less strict), there
will be an improvement in sensitivity (from 0% at >100 to
100% at >20 units) but this will be obtained at a
corresponding decline in specificity (from 100% at >100
units to 40% at > 20); and contrarily as we keep raising the
cut off point (ie., make the diagnostic criteria more strict)
our specificity will keep increasing but with corresponding
decline in sensitivity. The question is, what should be the
“optimum cut off point”, ie., how do we decide the cut off
point which gives us the best combination of specificity
and sensitivity. For doing this, we undertake the exercise
of constructing the “Receiver-operating-characteristic
curve” (ROC curve) in which we plot the values of
sensitivity along the Y-axis and the values of (1-specificity)
along the X-axis (horizontal axis).

Steps In Planning A Study On Diagnostic Test Evaluation
Specify the “Outcome”

This means we should clearly define the disease for which
the diagnostic test is being evaluated (eg, chronic
parenchymal liver disease, HIV infection etc). As far as
possible, include the complete spectrum of disease in
your study - the mild, moderate and severe forms; the
typical as well as atypical forms; and also those disorders
which are likely to be confused with the target disease.

Give a clear description of the “settings” of your study
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This should include the type of hospital where you are
going to do the study (eg, specialised centre; secondary
level care hospital etc); the demographic profile of the
subjects (age, sex, race, education, economic status etc);
and the “referral filter” that they have passed through
before coming to your hospital (i.e., whether they come
directly or passed through a referral filter of peripheral
hospital, mid zonal hospital etc.).

Give a clear description of the “Gold standard” of diagnosis in
your study

Give a clear description of the “Gold standard” of
diagnosis in your study why you are adopting it as a gold
standard and a clear description of the technique of
undertaking the gold standard test.

Give a clear and detailed description of the technique of doing
the diagnostic test under study

Give a clear and detailed description of the technique of
doing the diagnostic test under study so that your
colleagues who read your research paper can also
undertake it on their patients.

Clearly mention the Replicability (Reliability)

Clearly mention the replicability of your diagnostic test in
terms of variations that may occur due to observers (inter
and intra observer), subjects (inter and intra subject); and,
Instruments and techniques.

Calculate the sample size
For calculating the sample size, be prepared to give the

following information :

(@) What is the expected sensitivity or specificity of
the test being standardised (a rough, approximate
estimate)

(b) How much “deviation” from this expected
sensitivity / specificity is acceptable to you

(c) What is the expected prevalence of the disease (in
the population being studied).

Analysis

The analytic techniques for a diagnostic assessment study
are calculation of sensitivity, specificity, overall accuracy,
PPV, NPV, Likelihood ratios, their 95% confidence intervals
and an ROC analysis, if warranted. Do not undertake
hypothesis testing procedure as a chi-square test in a
diagnostic test study. All these tests can be undertaken on
statistical software, as described in one of the subsequent
sections on EPI-2002
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Planning, Design and Conduct of a
Randomized Controlled Blinded Trial (RCT) : Clinical Trial

In medial research practice, a clinical trial or RCT
represents the strongest design, the ultimate in medical
research. The history of clinical trials is not very old. In fact
the first scientific clinical trial was done just 250 years ago
under the name “Ceterius Paribus”, on board the British
Naval Ship “Salisbury” when James Lind had tried out
various treatment modalities and shown that a ration of
fresh lime juice and oranges was curative for scurvy (36).

Actually, what we commonly refer to as clinical trial is just
one phase of the entire gamut of clinical trials. In fact,
clinical trials have four phases which are sequentially
studied on human beings, viz, Phase | to IV (37 - 42).
Before phase | is undertaken, the new drug or treatment
modality should have passed through the animal and
laboratory testing and should have shown to have the
desired pharmacological effect, safe and free of
carcinogenic and teratogenic effects. Only thereafter can
a drug enter the phase | of clinical trials. Phase | is
undertaken on a small number of patients or healthy
volunteers and refers to dose finding studies, to find out
as to how large a dose can be given before an acceptable
toxicity is experienced by patients (Maximally Tolerated
Dose or MTD). Phase-ll can be called as pharmacokinetic
and pharmacodynamic studies, undertaken on a small
number of patients with the target disorder. It proceeds to
evaluate the biological activity and to estimate the rate of
adverse events at that MTD. Phase-lll is the actual,
classical stage of clinical trial which is also known as the
Randomised Controlled trial (RCT). Following phase I, the
drug is marketed and simultaneously phase IV also starts.
Phase IV is also called as “Post Marketing Surveillance”.
Data on the effect of the drug or procedure is collected
from various agencies during this phase. Side effects
which did not which appear in phase lll, are detected in
this phase and the drug may be withdrawn or its usage
modified. Classical examples are Thalidomide,
Isoprenaline containing bronchodilators, and DES.

Steps in Planning, Designing and Conduct of a Clinical
trial

Step | : Deciding whether a clinical trial really required? Should
itbe done? Can it be done?

Undertaking a clinical trail is not an easy affair. It costs
considerable amount of specialized manpower, finances,
equipment and dedicated efforts. It is therefore advisable
that before one starts thinking of a clinical trail one should
carefully asses whatever it is really necessary to undertake
aclinical trial. Firstly, a detailed review of literature should
be undertaken to see whether the question has already
been answered by some other workers and whether the
findings can be adopted by us for our patients. Meta-
analysis of published and even unpublished papers are
also advisable because that may answer the issue without
actually undertaking the clinical trial. For example reports
of 21 randomized clinical trials on the efficacy of the
antibiotic prophylaxis for colorectal surgery were

published between 1969 and 1987. All of them were small
size studies and had given statistically not significant
results. However a meta-analysis was done and it clearly
showed that antibiotic prophylaxis was, indeed
protective. The issue was thus clearly answered without
undertaking a time and money consuming clinical trial.
(43).

Secondly, decide whether the issue is really an issue. Does
it have some novelty and relevance? Thirdly, ask yourself
whether it is feasible to do a clinical trial - whether you
have the required expertise; the required equipments and
expendables; the required infrastructure facilities and
manpower; the required finances; and above all - will the
required number of patients/subjects as calculated
through sample size be available. Finally, ask yourself,
whether the trial is ethical? Broadly answer the following
questions:- Are the subjects likely to be exposed to an
intervention modality which has high probability of
causing adverse effects? Is the control group going to be
deprived of an intervention modality which is known to be
beneficial? Will an informed consent be taken - this means
that the subjects will be informed of the scope including
the possible side effects and of the fact that, through a
lottery (Randomization), they may either get the trial
modality or else the control treatment and having been so
informed they should then agree to participate voluntarily
and willfully without any coercion and unnecessary
motivation. Will there be enough safeguards in place to
maintain the confidentiality of the subjects? (2 8).

Step2 : Clearly state the research question and the variables of
study

The research question should be developed after lot of
reading and deliberations with experts. At times, the
researcher may have more then one research question. In
such cases one should clearly define out the primary
question - this is one in which the investigators are most
interested. The main statistical issues including the
sample size calculation would revolve around the primary
question. The secondary questions are subsidiary to the
primary question; or else, sometimes, the data collected
for the primary question may also be used for answering
the secondary question.

Having clearly defined the research question, the
investigator should exactly and clearly list out as to what
all “variables” will be studied to answer the research
question. Broadly, there are four categories of variables
that need to be enunciated:

The exposure variable

This means the “intervention” under study. The complete
details including the dosage, method of administration,
etc. should be clearly defined. Secondly, the way this
variable is going to be recorded should be described. For
example, in the clinical trial to study whether oral aspirin
prevents the recurrence of acute Ml over the next one year,
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the recording may be made as a dichotomy (subjects given
aspirin 150mg/day are recorded as E+ and those given
placebo recorded as E-), or recorded at many levels in a
graded fashion (given placebo / 75mg/ day / 150 mg/day
/ 225 mg/ day). Such clear definitions are important since
subsequent statistical analysis will depend on how
variables have been recorded.

Co-Interventions

Often co-interventions may be studied in addition to the
primary intervention. For example in a trial of new ACE
inhibitor as primary treatment of hypertension, the
researcher may also desire to study the effect of “life style
change” as co-intervention. Co- interventions should be as
clearly defined as primary exposure variable.

The outcome variable

The outcome variable is the end point that is of utmost
importance to the investigator. Usually it is recorded as
outcome achieved (O+ , e.g. patients who got cured) and
outcome not achieved (O -, e.g. patients who were not
cured). Care should be taken to clearly define one “primary
outcome” or the “endpoint” variable which is of most
interest to the researcher and around which the analysis
and sample size calculation would revolve. In addition,
“secondary outcome” or the “other endpoints” variables
can be defined. For example, in the trial of Buprepion
300mg/ day vs placebo for bringing about smoking
cessation in patients with acute cardiovascular disease the
outcome variable was defined as :- Primary outcome: “7
day point prevelance of tobacco abstinence, one year after
discharge, self reported and validated by saliva cotinine”;
Secondary outcomes:- Cotinine validated cigarette
abstinence at the end of treatment (12 weeks) and
duration of post discharge abstinence (No. of days till first
cigarette smoked after discharge). (44)

The confounder variables

Ideally there should be no need to measure the
confounder variables in a clinical trial once randomization
has been done, since randomization is itself a very
powerful tool for controlling confounding. However, in
small size trials, randomization may not have that much
effect. Secondly it may also be worthwhile to do a baseline
comparison between the intervention and the control
group in respect of important confounding variables to
show that randomization has been effective. It is therefore
advisable, rather necessary, to collect data on major
confounding variables i.e. those which are directly related
to both the exposure and the outcome variables. For
example in a clinical trial on the efficacy of different
antimalarial regimens in bringing about Falciparum
parasite clearance in 4 weeks among antenatal cases, the
confounding factors which were recorded and compared
at the baseline were age, gravidity, parity, trimester,
evidence of previous chloroquin use, hemoglobin
concentration and pre-treatment parasite density (45).

Step3: Enumerate the inclusion and exclusion criteria

Clearly define the characteristics of patients who would be
eligible for entry into the trial, by specifying the “inclusion
criteria” based on demographic, and clinical criteria. The

more important aspect are the “exclusion criteria” - those
who will not be eligible to be included in the study. More
the exclusion criteria, more precise will be the findings
and lesser will be the requirement of sample size.
However, more the exclusion criteria, more difficult will be
for you to find the particular type of subjects, and the
generalizability of your study will be restricted. Let us
illustrate the guidelines for deciding on the exclusion
criteria with the example of clinical trial to assess
Tamoxifen for breast cancer. In this trial, the reasons for
excluding certain types of patients and the actual
exclusion criteria that can be stated are described in Table
1(46).

Step 4 : Defining the populations

We would define the reference population also called the
“universe” or the “target population”. This is the very large
collection of patients or subjects to whom the results of
the study would be generalized. For instance, if we wanted
to do the earlier mentioned Tamoxifen - breast cancer trial
as an Armed Forces Medical Research Committee (AFMRC)
project, we could define our reference population as
“Wives of serving / retired armed forces personnel, aged
40 to 70 yrs having at least one breast intact, not having
history of venous thromboembolism, not taking
oestrogen, mentally alert and who agree to participate”.
The reference population is very large, scattered and
difficult to delimit, and hence we cannot directly draw a
representative sample from it. For this reason we often
specify a well defined subset of the reference population
from where we actually draw the sample of subjects. For
instance, in our example we may define the actual study
population as all the women of the type defined in the
reference population “who are staying in Pune Kirkee -
Khadakwasla - Lohegaon complex”. It is from this actual
study population that we finally draw our required sample.
Specifying the actual study population is more of a matter
of administrative convenience but we must be convinced
that the actual study population is a reasonably
representative subset of the reference population.

Step 5 : Sample Size Calculation

Sample size is a major issue in clinical trials. Too small a
sample would produce insignificant results and would be
a waste of efforts. With a small sample the chances are
very high that the result would be statistically
insignificant. Hence an adequately large sample is
important. At the same time we must remember that every
subject in a clinical trial costs tremendous amount of
money, so even one additional subject may mean poor
financial management. Keep in mind is that there is
nothing like an absolutely adequate sample size. Very
often we have an impression that a minimum of 15
patients in each of the study and the control group is good
enough to get significant results but this is not true.

Before we go we go to the statistician and ask her as to
what should be the size of the sample for our study, or else
use the statistical software for calculating the sample size,
we should be prepared to specify the following
parameters (47). Firstly, the Type 1 or Alpha error. We
may, by convention, specify it as 5%. Secondly, the Type 2
or Beta error. By convention you could specify it as 20%
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Table - 1: Broad reasons for exclusion criteria with example of Tamoxifen in Breast Cancer

S No| Broad Reasons for exclusion Actual Exclusion criteria stated “The following will be excluded”
1. Intervention modality may carry high risk |of History of
venolls thromo-embolic (TE) event (since tamoxjfen increases

2heice—atteds Holesreneys TR
2. Unacceptable risk of assignment to placebho Cases of

oestggen receptor positive breast cancer (since

group in that death during treatment

tamoxifen is
an effective standard treatment modality _hence in such cases

random

among control group is not acceptable

allocation to “placebo” group would be disastrous)

3. Do not have the risk of developing the Patients with bilateral mastectomy
outcome
4. Have a type of disease that is not likely tol Patients with breast cancer susceptibility gene that causes
oestrpgen
rncnnnr‘l o treatment recentor negative cancer
Ladl Lad N~
5. Already taking a treatment that is likely tg Patients taking oestrogens ( which are likely to compete with
interfere with the intervention being used| tamoxifen )
6. Subject is unlikely to adhere (comply) with Patients showing poor compliance during run-in period
the regime
7. It may be unethical to include Patients who do not agree to participate
non-consenters
8. Unlikely to complete the follow up, or Patients who plan to move out before trial ends; short life

and specify the power of the study as 80%.

The next two parameters are more important and only we
as researcher can specify these based on our professional
experience and academic reading. These are, firstly, the
expected proportion of the outcome in the Non-exposed
group (p0). To simplify, what is being asked is the
percentage of subjects who are likely to improve when on
the “control” modality of treatment (i.e. who are not
exposed to the intervention). To clarify, let us take the
example of a clinical trial wherein we want to study the
effect of a new antihypertensive drug and compare it to a
drug already in use, say Ramipril. Now pO is the
percentage of subjects on Ramipril who are likely to
improve. Let us say, based on your experience and
academic reading you know that 70% of the hypertensives
on Ramipril will improve, then you state p0 as 70%. The
next parameter to be specified by us is “What is the
amount of effect due to intervention modality you would
consider clinically significant”. In the above example of
Ramipril, let us say we decide that we would consider the
new drug worthwhile only if it produced at least 25%
additional effect to what Ramipril already does, you
specify adetectableriskas 1.25.

Step 6 : Detailed Descriptions Of Measurement Protocols

The most important facet of clinical trials is to ensure that
the measurement process is accurate. So, at the stage,
develop the detailed protocols of clinical procedures,
laboratory investigative procedures, as well as the details
of questionnaire and interview protocols. For each and
every variable (intervention, co-intervention, confounders
and major and minor outcome variables), write down very

clearly and explicitly , in great detail as regards Who will
make the measurement ? When will it be made ? What
equipment / instrument will be used ? What technique will
be used ? How the equipment, techniques and personnel
be standardized and validated ?

Forexample, atrial was conducted to study the efficacy of
Dopoxetine for treatment of premature ejaculation. The
primary outcome( major end point) variable was defined
as “ Intravaginal Ejaculation Latency Time (IELT)". The
measurement process for this primary outcome variable

was described in the final published article as follows:

“Couples were supplied with the stopwatch and instructed
about their use in detail. The female partner was to
activate the stopwatch immediately on penovaginal
penetration and to stop the watch immediately at the
point of intravaginal ejaculation or at the point of
withdrawal without ejaculation and this time in the
stopwatch was noted by the female partner to give the
IELT. This technique has already been validated in other
studies. If ejaculation occurred even before the
penetration the [ELT was noted as zero” (48).

You would note that the investigators took pains to
describe the exact measurement process of this variable,
though they may be sounding a bitimmodest.

Step 7: Enrolling The Participants

Once the minimum sample size has been calculated the
next step is to enroll a representative sample of the
patients from the actual study population. Let us take a
hypothetical example: Suppose that a specialist in
Venereology desires to put up an AFMRC project to
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replicate the clinical trial on dopoxetine 30mg (daily) in
treating premature ejaculation in our settings. He has
defined the reference population as all married personnel
of Indian Armed Forces staying with family and who self
report or give a history of premature ejaculation ( defined
as IELT of <1 mt.). Subsequently he has defined the actual
study population as all Indian Armed Forces personnel
with the above characteristics who are seen at Ml rooms,
OPDs and speciality clinics at Pune and Kirkee. By way of
statistical procedures, he has worked out that he will need
400 subjects in each of the dopoxetine group and the
placebo control group. Now, to actually enrol the
participants for this trial, we will make a list from available
records of all such subjects who have been diagnosed as
premature ejaculation during the past one year. Of all the
patients who have been invited, some may have been
posted out and some may not turn up due to other
pressing commitments, while the others will report.

In the next stage we will see who are not eligible by
applying the “exclusion criteria” (Having erectile
dysfunction, psychiatric illness, using tricyclic anti-
depressants or using other pharmacological or behaviour
therapy for premature ejaculation). This will further
reduce our list to now include those who are “eligible”.
Now, those subjects who are eligible will be informed of
the details of the study and asked if they would like to
participate under informed consent. Out of the ones who
agree to participate, 800 will be selected by random
sampling process (say, every third patient) and we will
keep randomly allocating them to receive either the
intervention modality (Dopoxetine) or the control
modality (placebo). In fact, during the planning and
conduct of a clinical trial as well as during writing your
research paper, itis important to present the “Recruiment
and Participation Flow Chart” giving the numbers ('n') at
each step, as per following format (Fig - 1):

Fig - 1
Reference population
Actual study popullation (total (n)= ) Not invited due to certain
demographic characteristics (total =
Subjects who are invited for the trial (n = )
[ Do not accept invitation (n = )
A LB Iamd report (n =) Excluded on exclusion criteria (n =
)
Eligible (n = )
[ Do not agree to participate (n = )
Agree to participate by |Informed consent (n= ) Rejected by random sampling (n =
)
Selected by random sampling method to complete
the required sample size (n = )
Random allocation
|
v v
Intervention group Control group
(n=") (n=")
| |
v v v v
Loss to followup Continue Continue Loss to followup
(n=") (n=") (n=") (n=")
I
Analyse (n= )
Result and conclusions Note
‘n’ means the number of subjects at each of
Generalise to reference population the steps and should be filled up
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Step 8: Randomisation

The basic dictum of any research is that the groups being
compared should be absolutely similar to each other
except for the factor which is being studied. In
methodological terms, it means that all confounder
variables must be controlled. There are various methods
of control of confounding. When it comes to clinical trials
the method is randomization or random allocation. So
essential is randomization that the other name is ‘RCT’
(Randomized Control Trial). The procedure is quite
simple. Random number tables available in any book on
statistics or computer statistical packages are used to
generate random numbers. Accordingly the subjects are
allocated to either, receiving treatment A (the intervention
under trial) or else treatment B (the control modality). The
power of randomization is such that, the two groups are
similar to each other. Let us see an example as to how
randomization equally divides subjects into two groups:-

“....In a clinical trial, to evaluate the protective effect of
hormone supplementation with estrogen plus
progesterone on the risk of fractures and the bone mineral
density , a total of 16608 women who were eligible and
finally agreed to participate were randomly allocated into
8506 women who received hormonal supplementation
and 8102 receiving a placebo. The comparison regarding
the major characteristics of the two groups is presented in
Table-2 and shows how effectively randomization has
created two identical groups...... " (All figures in

Table - 2: Example of equal distribution of characteristics
following Randomisation

Characteristics Estrogen Plus Placebo

at baseline Progesterone group (8102)
Gp.(8506)

Age 70-79 yrs 21.3 21.8

White skin 83.9 84

BMI<Z5 30.5 50.8

Total Cal. Intake

<600 mg./ day 2474 2472

SIIIUI\CI }GS }GS

>= 2 falls in past

12 months 12.8 12.4

Fracture 38 8 39 1

percentage) (49).

However, there is a note of caution. Randomization works
well to create 2 similar groups only when the sample is
adequately large. In a small sample, the effect diminishes
and may become erratic (50).

Step 9 : Introduce The Intervention And Placebo Control
Modalities

Having created the two groups by random allocation, the
investigator now needs to intervene with the trial modality
in one group, and the control or the baseline modality in

the other group. Certain aspects to be ensured at this
stage are:

(@) Ensure ways and means to bring about compliance
in both the groups. Give adequate amount of
medicines to all the subjects in both the groups
and instruct them clearly on the dose, mode of
administration, frequency of intake, etc.

(b) Develop procedures for checking compliance as
for example check count of balance pills, testing
the urine/ other excretions for metabolites and so
on.

(c) Brief both the groups clearly about co-
interventions in the trial, if there are any.

(d) Ensure aplacebo control, so that the control group
who are not getting the trial intervention cannot
make out that they are not getting it. Ensure that
they get the placebo drug in the same shape,
colour, size and taste and is also administered
using similar procedures.

Step 10 : Ensure Blinding

What if the subjects know they are getting a new drug?
They may start feeling better just because of this
knowledge! They may report improvement just to please
their Doctor! And those not getting the new treatment may
not feel relieved thinking that they have been deprived of
some new, good treatment. And may be, just because of
this awareness, some of them may quietly start taking the
new regimen or some other co- intervention. More bias
may be introduced if the investigator is aware of the status
of the subject. The investigator may differentially probe or
investigate more in one group or less in the other group.

To overcome these biases in the standard clinical trial,
Blinding is used as an essential requirement. In single
blinding, the subject is not aware of his status but the
investigator is aware. The ideal of course is double
blinding, in which neither the investigator nor the subject
is aware as to which group a particular subject belongs to.
Only the codes are given and these codes are handled by
the data manager. The gold-standard in contemporary
times for clinical trials is double blinding. Double blinding
may sound difficult but can be implemented even in
testing situations.

Take for example the clinical trial undertaken to assess
the efficacy of Ancrod, a natural defibrinogenating agent
from snake venom, when given within first 6 hours of an
acute ischemic stroke. Patients were randomly allocated
to receive Ancrod (608 patients) or placebo, isotonic
sodium chloride(618 patients). Identical looking 1 ml
ampoule containing Ancrod or isotonic sodium chloride
solution were prepared in sequentially numbered pre
packs. The randomization scheme was handled through a
centralized interactive voice response system. An
independent blinded physician adapted the infusion
rates, on the basis of regularly obtained fibrinogen
concentration of individual patients. The clinical
researchers received no information about the method of
randomization or the group (Ancrod or placebo) to which
agiven subject belonged to. Fibrinogen data was provided
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only to the different independent unblinded supervisors
based at each site who monitored adjustments to the
infusion rates, based on a dosing algorithm provided by
the investigator.(51)

In surgical trials double blinding may become difficult at
times. In such situations, we may ensure that the surgeons
who evaluate the outcome, should be independent of the
research group and preferably different from the surgeon
who operated. The operating surgeon may, however, keep
monitoring the patients for purpose of management, not
for research. We may also make the outcome criteria as
objective as possible.

Step 11: Follow Up And Assessment

The last but one step in the conduct of clinical trial is to
follow up the subjects till the end point, or the period of
trial, whichever is earlier and to make ascertainment. The
key issue in follow up is to avoid losses to follow up, which
may otherwise seriously bias the study results as seen in
the following example:- “A trial of nasal calcitonin spray to
reduce the risk of osteoporotic fractures reported that the
treatment reduced the risk of fractures by 36 %. However,
critical evaluation revealed that 60 % of those who were
originally randomized were lost to follow up and it was not
known whether fractures had occurred among those who
were lost to follow up. Because the overall number of
fractures was small, even a few fractures among
participants who were lost to follow up could have altered
the results of the trial. This uncertainty diminished the
credibility of the findings (52). It is therefore imperative
that actions be taken right from the planning stage to
retrieve those getting lost to follow up. The following
general steps are worthwhile:

(a) At the very start, inform the participants of the
scope of trial, and the time and place where they
should report for follow up.

(b) Exclude, in the beginning itself, those who have a
very low probability of continuing.

(c) Note down the detailed telephone numbers and
addresses of the participants, their close friends,
relatives and employers and their permanent
home addresses to retrieve them.

(d) Treatthem properly when they come for follow up;
don't make them wait too long.

(e) Every time they come for follow up, talk to them
about their condition and also about the progress
of the trial to keep their interest alive.

(f) Even if some participants violate the study
protocol or discontinue the trial intervention, they
should still be followed up so that their outcomes
could be used in “Intention to treat Analysis”

During ascertainment, take care to fill up all the headings
in the form fully and correctly and examine all subjects,
irrespective of their trial status, with equal methodology
and vigor. Do ensure that every subject has a file where
follow up records are filed and that these are checked by
anindependent data manager at least once a month. Enter
the data from these forms to the computer database

within a week to detect any missing data points. And,
finally during the follow up stage, keep the “Stoppage
Rules” open. In brief there can be three reasons for
prematurely stopping a trial

(@) Evidence comes up in between against the
intervention modality :- The Atrial Fibrillation
Anticoagulation Study was initiated to study the
role of warfarin in decreasing the rate of strokes
over 3-5 years. However the trial was stopped after
1-2 vyears since, by then, strong published
evidence had come up in support of the
intervention modality (53).

(b) Evidence of clearly high mortality or complication
inthe intervention group comes up

(c) The Cardic Arrhythmias Suppression trial was
initiated to study the role of Anti ventricular
dysarrythmia drugs Encainide or Fecainide in
patients of Ac Ml over a 5 year period. Trial was
stopped after 18 mnths since interim results
showed clearly high mortality in the treated group
(54).

(d) Statistical, Methodological or
assumptions are proved wrong

The Physicians Health Study was initiated to assess the
protective effect of oral aspirin 325 mg alternate day in
preventing cardiovascular disease. Trial was stopped
midway since as against an expected of more than 700
cases, only 88 had occurred and hence the trial was left
with hardly any statistical power. ( However, protective
effect on occurrence of Ml was clearly demonstrated by
then) (55).

Step 12 : Satistical Analysis

Statistical analysis is indeed a very important aspect of any
research design, clinical trials included. Let us start with
an example of a clinical trial which has been published in
one of the recentissues of Lancet (56). The DREAM Project
was a clinical trial to evaluate whether Rosiglitazone (RG),
a thiazolidinedione drug said to improve insulin
sensitivity can prevent the onset of diabetes type 2 among
subjects who were having IGT or impaired fasting glucose.
5629 samples with IFG were randomly allocated to either
receive Rosiglitazone 8 mg per day (2635 subjects) or a
placebo (2634 subjects) for a follow up period of 3 years.
The primary clinical end point was development of
diabetes. Those who did not develop diabetes were taken

Sample size

to have achieved the outcome. The final data is
Table - 3 : Summary results of Rosiglitazone data
Exposure Outcome Total

O+ (Did not O-

develop |(Developed

Diabetes) | Diabetes)

E+ (Given RG) 2329 (89%)
E- (Given Placebo)1948 (74%)
| otal 4277 (81%)

306 (11%) 2635 (100%)
686 (26%) 2634 (100%)
992 (T9%) [5269 (T00%)
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summarized in Table-3

The data shows that as much as 88.4 % of the exposed
group, i.e, given Rosiglitazone remained free as
compared to much lesser 73.45 among the placebo
group. As the data apparently shows, Rosiglitazone is an
effective chemo prophylactic against Diabetes. So the first
questionis,why atall should we do a statistical analysis?.

We undertake statistical analysis to estimate the effect of
“chance” (random error or sample to sample error or
sampling variations). It has been very clearly brought out
earlier that due to a natural phenomenon of random error,
as long as we are studying a sample drawn from the
population, which anyway we shall always be doing, the
results from the sample are likely to be different from the
reality that exists in the large population. What we should,
therefore, do is that we estimate the probability with
which the results from our study may be different from the
reality which exists in the large reference population to
which our sample refers to. This probability is estimated
by statistical procedures. Please do note that statistical
results are only a probability statement about our sample
results being different from the reality in the large
population due to the natural phenomenon of random
error. We presume that your study had no measurement
error, no bias and no confounding. Very good statistics is
no panacea for data which has been collected by poor
measurement methods, or is differentially biased against
one group or is suffering from confounding.

Another decision to be taken at this point is whether we
want to undertake an “Intention to Treat Analysis” orelse a
“Per-protocol” analysis. In the former, which is being often
undertaken these days, the outcome is analyzed among
subjects according to the group into which they were
originally randomized (“analyse as you randomize”). Thus,
even if participants assigned to the original intervention
group may have discontinued or even crossed over or
some of the placebo control group may have finally ended
up taking the intervention modality, the analysis will be as
per the subjects' original randomization plan. On the
other hand, the per-protocol analysis will include only
those participants in both groups who undertook at least
80% of the assigned study medication, completed a
certain percentage of their expected follow-up visits, and
had no other protocol violation (1).

The first thing in undertaking statistical analysis of a
clinical trial is to present the participant's recruitment and
flow chart, giving the actual data at each step, as

Table - 4 : 2X2 Table for initial presentation of results

explained in Step 7. The next step is to give a table
showing baseline comparison between the intervention
group and the placebo group as we have given earlier in
the step of randomization. The next step is now to clearly
visualize what are your primary exposure and outcome
variables and what is meant by exposure present or
exposure absent and by outcome achieved or outcome
not achieved. Now, make a 2X2 table and place your data
in the 2X2 table exactly as per the specifications for cells a,
b, cand d that we have already discussed. (Table 4)

In the DREAM clinical trial, out of 2365 who were exposed
to RG, 2329 achieved the defined outcome while in the
non exposed(Placebo) group, 1948 out of 2634 achieved
the outcome. Please do take care to indicate both the
numbers and percentages in the cells. Now, having placed
the data in the 2X2 table, calculate the incidence of
outcome in the exposed and non exposed group as :- |, =
a/a+b = 2339/2635 =89% and |, = c/c+d = 1948/2634
=74%. And, as the next step, calculate the risk ratio (RR)
i.e, the “effect” of the intervention as RR (Effect) = I./ I,
=89/74 =1.20. This calculation of the effect size is a
simple but extremely important parameter which you
must calculate. In our example, it means that patients of
IFG who got Rosiglitazone will be 1.2 time more likely to
remain free of diabetes as compared to those on placebo,
over 3 years.

In the next step, calculate the 95% Cl of RR. In the DREAM
trial example, the RR was 1.20 and its 95% Cl was 1.16 to
1.23. The interpretation is like this: “our sample results
show that the effect of Rosiglitazone is to bring about 1.2
times more improvement”. We do not know what the real
effect would be in the 2 large populations but we are 95%
confident that the real effect in the two large population
would be an improvement between 1.16 times to 1.23
times improvement as compared to placebo.

And, in the basic presentation, finally calculate the
numbers needed to treat as : NNT = 100/ (I;. l\¢,. (57). In
our example, it works outas: 100/(89-74)=100/15=7. It
means that we will need to treat 7 patients with
Rosiglitazone to get one additional case of cure
(prevented diabetes) as compared to placebo.

Having presented the basic statistics, the next step in
statistical analysis is to undertake probability testing
procedures. In deciding the statistical procedure, we
should first of all see which is the exposure variable and
which is the outcome variable. Next we should clearly
make out as to how the exposure and outcome variables
have been recorded. The correct statistical procedure will

depend on which way the recording has been done

Exposure Achieved Not achieved Total
outcome Outcome
(Did not (became
become Diabetic)
Diabetic)(O+) (0-)

Given RG (E+)

2329 (89%) (a

306 (11%) (b)

2635 (100%)

Given Placebo (E-)

1948 (74%) (c

686 (26%) (d)

2634 (100%)

Total

4277 (81%)

992 (19%)

5269 (100%)

for the exposure and outcome variables. In the above
example, both the exposure as well as the outcome
variables have been recorded on a dichotomous
scale. In such exigency, a chi-square test for 2 X 2
table will be done, and the 'p-value' worked out
against a degree of freedom (df) of 1. For further
details on statistical testing procedures, please refer
to the section on Biostatistics in which a detailed table
has been given indicating the correct statistical test,
depending on how the exposure and outcome
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Research in Economic Aspects of Health Care

Till about 3 decades back, medical research was mainly
directed towards the etiology, risk factors, natural history,
prevention and treatment of various diseases. Once the
results indicated that a particular preventive or
therapeutic measure is efficacious, no further questions
were asked about its usefulness. Things are different
today. For almost any health care procedure, we are
required to be ready to answer questions like- “At what
cost?”; “Can't the same result be achieved with a lesser
cost?” These questions, all of which pertain to the area of
“health economics” assume importance because of the
ever increasing cost of health care and the fact that
somebody has to pay for it, be it the individual patient or
else the entire community (by way of taxation). These
issues do not simply involve straight forward questions
like “ Is norfloxacin more effective, cost for cost, than
gentamycin for UTI”, but often more complicated issues
like :

(a) Should a private practitioner routinely undertake
opthalmoscopic examination of all her patients
aged > 35 year , irrespective of the signs /
symptoms?

(b) Should the health administrator take away “scarce”
Auxiliary Nurse Midwives (ANM) from the well baby
clinics and, instead, ask them to pay home visit for
nutritional education?

(c) Should the hospital administrator buy a newly
marketed imaging equipment or continue with
what she already has?

The above are just a few examples of often asked
questions regarding research into issues of “health
economics”.

Types of evaluation

Broadly speaking, there are three types of evaluations in
respect of any health care procedure :-

Efficacy

This answers the question “ can the procedure work at all,
given the ideal settings?” For example, if we randomly
divide a group of 10 patients with pulmonary TB and give
streptomycin + INH + Thioacetazone to one group and
only a placebo to the other group , we may find that the 3
drug combination definitely cures pulmonary TB as
compared to placebo. In other words, when the settings
are ideal ( Patients are well supervised, compliance is
ensured and so on ), the 3 drug combination is
“efficacious”.

Effectiveness

In contrast to efficacy, evaluation of “effectiveness” is
intended to answer the question “Does the procedure
actually work in the real life situations, when the settings
will be subject to the various constraints” rather than
being ideal. For example, the 3 drug combination of
strepto, INH and thioacetazone may be highly
“efficacious” (almost 90 to 95% against pulmonary TB), but
when it is actually put into practice on a large scale in the

community, the overall cure rate in the community is just
about 40%, mainly due to lack of compliance. Thus , while
the efficacy of strepto + INH + Thio may be as much as
95%, the actual “effectiveness” is just about 40%. On the
other hand, four drug combination (Strepto + INH +
Rifampi + Pyrizinamide) administered under direct
supervision, is not only 95 to 100% “efficacious” butis also
70% to 80% “effective” possibly due to a better compliance
consequentto a shorter duration of therapy.

Efficiency

Efficiency evaluation answers the issues related to “costs”.
In a layman's language, it answer the question “Is this the
“best” way of doing the things? Can the same results be
achieved in some other way, paying a lesser price?”.

Definition
An economic analysis can be defined as the comparative
analysis of alternative courses of action, in terms of both

the costs (inputs) and results (outputs) and comparing the
costs and the results of the alternatives being considered.

Architecture Of Health Economic Research Studies

The architecture of health economic research studies can
be described on the basis of cross combination of the
following two basic questions :-

(@) Are both the costs (i.e. inputs) as well as results
(i.e., the outputs) of the alternatives being
examined.

(b) Are two (or more) different alternatives being
compared or only a single alternative is being
considered.

Depending on the answer we get to our above questions
the various types of economic research designs are being
described in succeeding paragraphs and being
summarized in the summary (Box 1)

Situation 1

Only the cost (inputs) but NOT the results (outputs) are
being studied. The two situations that can further arise are

(@) Only one alternative is being considered : For
example, we may work out the total cost (per
patient) of treatment with a latest antibiotic (total
cost includes cost of drug , overhead expenses,
cost of syringes, commuted cost of hospital stay
and so on). However, we would not work out the
total benefit that occurs with this antibiotic,
neither we would compare the cost so calculated,
with the cost of any alternative antibiotic, say
penicillin. Such a type of study is called as “Cost
Description Study”.

(b) Two or more alternatives are being compared : In
the above mentioned study we could compute the
cost of treatment with the newer antibiotic (of
course, without considering the economic aspects
of results) and compare this cost with that of ampi-
clox and augmentin. Such a study is called “Cost
Analysis Study”
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Box - 1: Summary description of health economics research studies

What is being studied? Only “Inputs” (Costs), or only “Outputs” (results) or, both inputs and

Only Inputs (costs)

Only outpu

ts (Results)

Both inputs as well as outputs

being examined

A4

How many alternatives are being
compared / studied

How many alternatives are being
compared / studied

How many alternatives are being
compared / studied

v v v

J

y

Cost - Outcome
description study

Only one Two or more Only one Two or more
alternatives alternatives
being compared being compared
Cost - Cost - Analysis Outcome - Efficacy studies Effectiveness Studies
description study description (Ideal situations) (Real life situation)
Only one

Two or more
alternatives
being compared

v v

Cost - Minimisation

Cost - Effectiveness

S Cost - Benefit study

study

Situation 2

Only the results (outputs) are being examined but NOT the
cost (inputs). Once again, two situations can further arise

(@) Only one alternative is being considered : For
example, we may give a group of patients, in one
hospital, a newer antibiotic and describe only the
outcome (say in terms of cure rate, hospital days,
acute-period days and so on). However, we would
not describe the cost of the newer antibiotic , nor
do we have any other group of patients receiving
another antibiotic with which we could compare
the result. Such a study is called as “Outcome
Description Study”.

(b) Two or more alternatives are being compared :-
For example, in the above mentioned type of
study, we could have another group (s) of patients
on penicillin / ampiclox and make comparison of
the “result” of this group with the results of the

new antibiotic, without considering the cost of any
of the antibiotic regimens. This type of study is a
“Efficacy”, or “Effectiveness” Study (depending
on whether we are making the comparisons in the
ideal settings (for efficacy) or in the real life
settings (for effectiveness). Most of the
experimental designs concerning RCTs (drug
trials, clinical trials, preventive measures trials) fall
in this category of economic evaluation.

The four different types of studies mentioned in situations
1 and 2 above are called as “Partial Economic Evaluation”.
Partial economic evaluations are quite important;
however, they do not answer the issue of “efficiency”.

Situation 3

Both the inputs (Costs) as well as results (outputs) are
being studied : Once again we can have 2 types of
situations in this group:

(@) Only one alternative is being examined : For
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example we may take a group of patients and give
them newer antibiotic. We work out total costs (in
terms of cost of antibiotic, hospital stay costs etc)
as well as the results (Cure rate, satisfaction level,
etc). However, we are not having any other
alternative (as penicillin or ampiclox) to make
comparisons. Such a type of study is known as
“Cost Outcome Description Study”. Such studies
are also a type of partial economic evaluation.”

(b) Two or more alternatives are being compared For
example, in addition to having a group of patients
on the newer antibiotic , we have another group on
penicillin for making comparison. We work out
both the costs (inputs) as well as results (outputs),
as above, for both the groups and make
comparisons. This is the classical “Full Economic
Evaluation” or “Efficiency Study”. In general , such
studies can be of three types:

(i) CostMinimisation Analysis
(ii) Cost Effectiveness Analysis
(iii) CostBenefit Analysis

Cost minimistation Analysis

In such a study, the result (outputs or consequences) of
the two (or more) alternatives are identical and we
compare the cost of the two (or more) different
alternatives. For example, we may have the research
question “Whether to keep a patient hospitalized
overnight after an Incision and Drainage for a carbuncle,
(1** alternative), or else, perform a day-care surgery and
discharge after a few hours of observation (2™ alternative).
Here, the “outcome” (i.e, consequence or output or result)
is assumed to be the same for both the alternatives, ie., “
operation has been successfully performed without any
immediate or delayed sequelae”. We would now work out
the costs for both the types of strategies and see as to
which carries the smaller cost. Statistical issues would
involve comparing the “mean cost” for the two strategies
by a't' test (or, ANOVA if there are more than 2 alternatives
being compared).

Cost effectiveness analysis

Let us say, our outcome of interest is “Years of life gained
after onset of renal failure” and we are comparing the
costs to achieve this outcome through “periodic hospital
based dialysis” (Strategy No. 1) with “kidney
transplantation” (Strategy No.2). Now, in this setting, the
outcome of interest is common to both the strategies.
However, the two different strategies may bring out
different achievements of this outcome (ie. the average
years of life gained may be different for the two strategies,
as also the total costs of the strategies may be different.
Thus we would calculate the “Costs (i.e., inputs) per unit of
the result” (i.e, output). More precisely, in this example we
will calculate the “total costs in rupees per additional year
of life gained” for the two different alternatives and make
comparisons. Alternatively, we can calculate the “results
(outputs) per unit of the costs (inputs), i.e, we can
calculate the “life years gained per rupee (or per one lakh
rupees) spent” for both the strategies and make

comparisons. The latter approach is more appropriate
when we are working under certain budgetary constraints.
The statistical issues would involve comparison of the two
“mean” outcomes using a 't-text. Cost effectiveness
analysis are, thus, such studies wherein costs (inputs) are
related to a single, common outcome (output); however
this single common output (e.g. “life years achieved” in the
foregoing example) would differ in magnitude between
the alternative strategies that are being compared. Cost
effectiveness studies may also be performed for
comparing widely different alternative strategies which
have a common effect; for example, if the common
outcome of interest is “life years gained” as in the above
example, we can compare not only dialysis vs renal
transplant but even “dialysis” vs “education programme to
ensure crash helmet use” to decide whether scarce public
funds be diverted towards educating the community in
use of crash helmets to prevent head injuries or towards
renal units for undertaking dialysis of renal failure cases.

Cost benefit analysis

In a cost effectiveness analysis we make comparison
between the costs of two strategies on the basis of a
common (single) outcome of interest (e.g, “life years
achieved” in the above example). However, often it may
not be possible to measure the consequences of the
alternative strategies by a single, common effect of
interest. Broadly, two different types of issues may come
up :-

(@) We may be interested in consequences which,
though common to both the alternatives, are
multiple. For instance, in the above example of
renal disease, we may be interested in answering,
in addition to “life years gained”, such other
consequences as “quality of life” and “incidence of
medical complications” etc.

(b) Secondly, we may be interested in comparing two
different strategies which produce entirely
different outcomes. For example, we may be
comparing a cervical cancer screening programme
among middle aged women having the outcome of
interest as “life years added due to early
treatment” with a pulse-polio immunization
campaign among infants, the outcome of interest
being “ improvement in the quality of life of
children due to disability prevented”

Here, in both the above situations, the outcomes of
interest are either multiple (situation 'a") or else, differ
between the various alternatives (situation 'b') and hence a
meaningful cost effectiveness comparison is impossible.
In situations like these, we need a common denominator
to facilitate comparison of outcomes. We therefore
attempt to go beyond the consideration of specific effects
alone, and try to work out a measure of “value” to the
various ‘“consequences” resulting from the different
alternative strategies. One such measure of these “values”
could be the currency expressions as “rupees”. Thus, the
various results or consequences of a particular strategy
may be worked out and expressed in terms of “rupees
benefit” in order to facilitate comparison to the costs of
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the strategy. This would, of course, require that we
convert such abstract outcomes as “quality of life” or
“patients' satisfaction” into their “rupee benefit”, which
may be quite a difficult task. Such analyses which measure
both the inputs as well as outcomes in terms of money, for
making comparison between two different strategies are
called “cost benefit analysis”, the methods of analysis of
these studies is to work out the “rupee cost to rupee
benefit” of each of the 2 (or more) different strategies, so
as to get a “relative benefit”. Alternatively, the absolute
difference between the benefit of the two strategies can
be calculated. Let us dilate on the example given above on
the “overnight hospitalization” vs “OPD treatement” for
incision and drainage. We randomly divided 100 patients
into 2 groups of 50 each receiving either of the two
strategies. The costs of the two procedures included cost
of drugs, surgeon's fees, hospital stay charges, money
spent by relatives of patients on transport and visits, and

so on. The various outcomes were cure, occurrence of
complications, pain and inconvenience at home/work
place as an after effect of operation, patient's satisfaction,
loss of work days and wages, as so on. All of these various
outcomes were commuted to “rupees” by “ expert and
sensible “value judgement”. The data set would look like
asgiveninTable-1.

Next, calculate the means and standard deviations of
“Rupee cost to Rupee benefit” for both the groups. Let us
assume these are as follows :

(a) Strategy 'A' (Admission) : Mean (X1) = 1.36, SD1=
0.24, no. of subjects (N1)=50

(b) Strategy'B” (OPD groups) : Mean (X2)=1.65,SD2 =
0.26, no. of subjects (N2) =50

(c) Ratio of “average rupee cost to rupee benefit “ of

OPD group over admission group = 1.65/ 1.36 =
1.21. The interpretation is that strategy No B. (OPD

Table - 1

Patient Strategy Age Sex Baseline Other Total Total Rupee cost Absolute

No. Condition | Diseases Input Benefit to Rs Diff.
(A=OPD) cost in Rs. benefit (b-c)
(B=Hosp) (c) (b) ratio (b/c)
Adm.

T A 36 M Fair No T8T.50 | 257.82 1.42 76.32

Z B 40 F Fair Yes 348.90 | 384.T0 .10 35.20

50 B 58 )7 Poor Yes 31010 | 526.70 -69 215.80

166 A 2% F Fait No 25716131820 24 6110
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Questionnaires and Interviews

In a large number of clinical measurements (pain, fear,
satisfaction, attitudes, practices, beliefs, etc.), there is no
clear cut physical standard. The usual approach in such
settings is to construct a questionnaire, consisting of a
group of questions designed to measure these specific
phenomena. The first thing to remember is that one
should do an extensive reading and find out if any
questionnaire is already existing which caters to one's
requirements. It is best to use an already existing
guestionnaire in toto (or, use it after slight modifications)
because the same has already been standardised /
validated by earlier workers. However, if one has to devise
a new questionnaire, one should work out the details of
the items and specific questions to be included by the
following methods.

(a) Recapitulate from your own theoretical knowledge
& your observations in clinical practice, in this
field, thinking extensively on what all should be
included.

(b) Do an extensive study of research works done in
the past 5-7 years (at least) to get an idea of the
variety of topics /questions that need to be
included.

(c) Consult experts in the field for their opinion
regarding various items/ questions.

If the outcome is to be recorded on a “continuous” scale,
try to record the answer on a Visual Analog Scale (VAS), to
get the maximum possible information. E.g., for a
question on pain, we can draw a line of 100 mm, with '0’
indicating 'no pain' and 100 indicating 'pain of the most
extreme type” and ask the patient to put his finger at the
point he feels optimally describes his severity of pain.

0 100

patient's perception

If the response is to be recorded on a “nominal” scale (i.e.,
as “categories), the optimum is to keep 5 to 6 categories.
Also try and change the order of response in successive
questions; e.g. if Q.1 is recording the response from
“high” to “low” try to record the response on Q.2 as “low” to
“high”. “Likert's” type of scales, in which the responses are
framed on an “Agree - Disagree” continum can often be
used in such situations. E.g., for a question “Is the OPD
giving satisfactory service?”, the responses could be

Agree No
opinion

strongly
agree

Disagree strongly

disagree

Decide whether you want to have a “structured” or an
“unstructured” questionnaire. In the former, the
interviewer asks the same questions in the same way and
in the same order from all subjects; in other words there is

a pre-designed schedule on which questions are already
written down in sequence. On the other hand, in
“unstructured” questionnaire, there is lot of flexibility and
the questions asked from the study subjects may vary at
the discretion of the interviewer (e.g., interviews taken by
a journalist; psychiatric history taking). By and large, it is
always desirable to have a structured questionnaire since
it ensures standardisation and reduces variations. Now
decide whether you want to have a “closed ended” or
“open ended” questions.

Specifically check the following points while making the
questions

(@) Avoid ambiguity :- Avoid statements or questions
which are likely to be interpreted differently. E.g.
instead of the question “Have you been on leave
recently?”, it will be more apt to ask “ Have you
been onleave since 01.01.20077".

(b) Avoid “double-barrelled” questions : e.g., “Do you
have precordial pain and dysonoea while
walking?”. Now, what if the subject has any one of
them? In such cases make two different questions.

(c) Avoid technical jargon : The question “Are you
hypertensive” may be interpreted by a layman as
“too much mentally tense”.

(d) Avoid “value-laden” words or hypothetical
questions : e.g., In the question “Would you like to
move to a better hospital?” would evoke various
judgement responses because of words “like” and
“better” which are hypothetical. In such cases,
increase the number of questions and be more
specific, eg :-

(e) Do you want to move out from this hospital?
Yes/No.

(f) If Yes, towhich hospital?

(g) Why do you want to move to that hospital? Better
administration/ better doctors/ better
investigations / less expensive/ any other (specify)

(h) Avoid questions that are not self explanatory: e.g.
The answers to question “What type of home do
you have?” may bring out different answers like
“happy”, “concrete”, “well ventilated”, “small” and
so on. In such cases specify the question in details
or give closed / semi closed answers in front of the

question.

(i) Do not ask about events which most people will
not remember: e.g., “How many times per week
did you drink milk when you were between 6 and
10 years old?” may be quite difficult to answer. In
such cases, if you must ask about such along past,
try to verify/ supplement this information from
other sources (records, parents, friends, siblings,
spouse etc.).

(k) If you are using interviewers to carry out the
interview, train them centrally, test them and
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()
(m)

(n)
(0)

certify them to ensure standardisation. Do a 20%
cross chick on the filled proforma by cross
checking information yourself. Do a random check
on how the various interviewers are carrying out
the interview.

If possible, ensure “blinding”.

Start with general questions and gradually move
on the sensitive questions (e.g., sexual practices,
family violence, etc.) later on in the questionnaire.

Ensure “pretesting” your questionnaire as well as
interview technique by pilot study.

To start the interview, establish rapport with the
subject. Do not forget to assure him of

100

(p)

(@

confidentiality- this will itself greatly increase the
validity of information.

Alternate questions which are likely to bring out
'ves' answers with those likely to bring out 'no'
answers.

Keep some “Dummy, check questions” in the
questionnaire. These questions may not be related
to the study but may enable us to cross check the
validity of information. E.g., in a study on sexual
practices, tobacco use and details of postings may
not be directly relevant to study objectives;
however, answers to such questions may be cross
checked with records, friends, senior officers etc.
and would give an overall idea of the validity of
information being provided by the subject.
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Writing the Research Findings

The discussion in the present chapter is intended to serve
as general guideline for writing a research paper or
dissertation. The researcher is advised to obtain a copy of
specific guidelines from the journal to which he or she
intends sending the article (or the academic council or
research body in case of a thesis or project report) and
adhere to the finer details provided in such instructions.
For instance, in so far as Medical Journal of Armed Forces
of India (MJAFI) is concerned, the guidelines for authors
are published in the January issue every year.

The general sequence of presentation in an original
research paper or thesis is usually as follows :

(a) Title

(b) Abstract (Summary in case of thesis)
(c) Keywords

(d) Introduction

(e) Aimand objectives
(f) Review of literature
(g) Material and Method
(h) Findings (Results)
(j) Discussion

(k) Conclusion

() Recommendations
(m) References

(n) Annexures

(o) OtherEnclosures.

All or most of these headings should be sequentially
covered up, whether you are preparing an original
research article or a thesis, keeping one major difference
in mind, that in a thesis or project report, the various
aspects are dealt with in great detail while in a research
article, these are condensed. As a general guideline, try
and restrict your research paper to 8 to 10 double spaced
A-4 sized typed pages and your dissertation/project
reportto 125to 150 pages.

Title

A large majority of the readers of medical journals
generally browse through the list of contents and tend to
select the article whose title attracts attention. The take
home message is that you must select the words in the
title in such a way that it attracts attention. Do not keep
the title either too long or too short. A good method is to
write down a few titles, revise and modify them a number
of times till you get the one which appears to be the best.
The optimum number of words in a title are between 15
and 25. The title should be, in fact, a very short,
"telegraphic form" summary of your objectives . In
addition, the title may also give a very brief indication of
the place and general settings of the study and the type of
study design; e.g., “Arandomized Controlled Clinical Trial
(i.e., the “design”) of the effectiveness of acetazolamide in
preventing Acute Mountain Sickness (i.e., the research

question)among young healthy soldiers inducted to high
altitude in Northern Himalayas (i.e., the general settings).

Abstract

In aresearch paper, the title is followed by the Abstract. In
case of a dissertation or project report, there is an
additional page giving the Index (list of contents)
interspersed between title page and the "Summary". In a
dissertation / project report you would write a Summary
which occupies approximately 5% to 7% of the total pages
that are present in the report. The abstract is a short crisp
summary of your entire research paper. Usually, it should
be limited to 200 to 300 words (about one typed page in
double spacing). Some of the standard journals, including
MJAFI, want the Abstract section to be further subdivided
into four sub-headings namely Background significance,
Material and Method, Results and Conclusion. The
abstract should start with a sentence or two on the
background of your research question followed by your
actual research question (i.e, objectives) summarised in a
sentence or two. Thereafter the salient features of
methodology are summarised in about three or four
sentences, so as to give an idea of the general settings, the
reference population, the sample size, sampling method,
type of design, the methods used in making
measurements / obtaining information from the subjects
and the intervention procedure if any. This is followed by
the salient findings (giving the measures of effect like OR
and p value in brackets) and finally the main conclusions
drawn from the study. In case of summary, the above
aspects are explained in slightly greater detail, paragraph
wise, in about five to seven typed pages. Avoid including
aspects pertaining to "Review of literature” or "Discussion”
inthe abstract/summary.

Key words

After the Abstract, indicate four or five key words that will
help "indexing" your article in Index Medicus or computer
based databases.

Introduction

Keep it as brief, but, at the same time, as clear as possible.
The optimum space for introduction is about half page in
your typed manuscript; in a thesis/project report the
optimum space is 3 to 4 pages. The Introduction should
bring out, systematically, the definition of the
disease/health problem that you have studied, its
"magnitude” in terms of morbidity, mortality and
suffering, a brief note on what is already known in this
area and finally the facets where gaps exist in the present
body of knowledge and which have prompted you to take
up the present research work.

Aim and Objectives

In a research article, aim and objectives are usually
covered in the last one or two sentences of introduction,
without giving any separate heading. In a thesis/project
report, a separate heading must be given and the aim and
objectives should be spelt out in detail.
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Material & Methods

This section is the "backbone" of your entire study. Write
your methodology with great care and accuracy. It would
be worthwhile devoting half to one complete page to
material and methods in a research paper,and upto 12 to
15 pages in your thesis/project report to this aspect.
Coverage of all the headings described in material and
method section of the next chapter (on research proposal)
must be ensured, in detail when writing a thesis and in a
summarised form when writing a research paper.

Review of Literature

A review of literature is not required in a research paper.
On the other hand it is a must for thesis / project report,
wherein it should be a detailed review of recent literature
(generally covering the past 5 years). In a dissertation /
project report the review of literature may generally
occupy 30 to 40 pages. The order of proceeding with the
review of literature usually takes the following sequence :-

(a) Definition(s) of the condition(s) of interest in the
present research.

(b) Historical review of the condition of interest.

(c) Magnitude of the problem due to the condition of
interest, in terms of mortality, morbidity and
suffering

(d) Majorrisk factors for the condition.

(e) Other (minor or possible) risk factors for the
condition.

(f) Review of diagnostic/therapeutic strategies (in
case of a study addressing issues of "therapy" or
"diagnosis") Or Review of preventive strategies (in
case of study addressing issue of "prevention" or
"risk’).

Findings (Results) and Discussion

The findings should be "grouped" into broad headings,
commensurate with the study objectives. Graphical
presentations should be made using appropriate types of
figures (diagrams) or tables. Each figure should be
appropriately referred to in the text. Each table should
have a table number, usually in Arabic numerals, which
should be clearly referred to at the appropriate place in
the text. The table number should be followed by a clear
but concise heading, and the actual findings. It is always a
good practice to indicate the percentages along with the
number. Do not forget to indicate 100% besides or below
the number out of which you have calculated the
percentage. Also make sure that the totals of the columns
as well as the rows have been presented. Following the
table, you must give the abbreviated statistical findings as
"t=3.21, df =28, p < 0.05 (significant)". An example of a
tableis givenas Table- 1.

Following the table, describe your own findings in two or
3 sentences. Do not leave it on your examiner or the
reader to make interpretations from the tables. Having
given an overview of your findings, bring out such
studies which have given similar findings. Next, give a
brief account of studies which have obtained findings
that are dissimilar from your findings, and "reason out"

Table - 1 : Comparison of cases of IHD and controls

regarding smoking

Smoking Cases Controls Total
History No. (%) No. (%)

Present 67 (76.1%) | 54 (42.5%) 121

Absent 21 (23.9%) | 73 (57.5%) 94

Total 88 (T00%) 127 (TO0%) 215

X2=23.9,df =1, p < 0.001 (very highly significant)
(OR=4.3; 95% ClI of OR=2.4 to 7.7)

the possible causes as to why your findings could be
different from theirs. Finally, in a sentence or two,
summarise the overall findings and how your findings
would affect the clinical or preventive policy.

Conclusions and Recommendations

A point which needs to be emphasised is that the
conclusion should be drawn from the premises of your
study and not from possible factors which you have not
studied. Similarly, while making your recommendations,
make sure that they are based on facts which you have
studied and not simply a  repetition of standard
recommendations given in some text book or by some
other author. Moreover, the recommendations should
be "do-able" (practicable).

Annexures and Enclosures

In general the annexures that are attached in a
thesis/project report are the same as have been explained
subsequently in the chapter on writing a research
proposal. In addition, if necessary and possible, in a
thesis/project report, interesting ECG tracings,
Skiagrams etc may be attached as separate enclosures.
Annexures and enclosures should be properly referred
to atappropriate places in the text.

References

The references should be serially numbered in Arabic
numerals, inachronological order, as they appear in the
text. Do make surethata particular reference number
should appear in the text for the first time, only after the
immediately preceding reference number has appeared in
the text at least once. For example, reference number 9
should appear in the text only after reference number
8 has appeared in the text at least once. The style of
writing the reference should conform tothe oneusedin
Index Medicus. The details are provided in the guidelines
for authors which are included in every January issue of
the MJAFI and all researchers should go through the same.
For example, for writing a reference of an article published
in a journal, the format is as follows : "Reference No.
Name of author(s). Title of article. Name of journal &
Year; Volume : Pages from-to". A hypothetical example
is -"18.Singh BB, Kumaran R. Epidemiological study of
murine typus in a rural area. Indian Jr Biology 1968; 37:
368-73". Ifthere are up to 6 authors, then give the names
of all; if more than six, give the names of first three,
followed by "et al".
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Writing the Research Proposal

This chapter lays down the general guidelines for writing a
research proposal. Apparently, researchers should also
abide by the format which are specifically laid down by the
respective agencies as AFMRC projects, ICMR, or by the
concerned University. The specific guidelines for writing
down the AFMRC proposals are given in Office of the
DGAFMS letters and one should refer to the same as and
when required (Latest letter which can be referred is Office
of DGAFMS letter No. 15965/ 46" / 2008 / DGAFMS / DG
3Bdated 14 Mar 07).

Introduction

This the first group heading. In a nutshell, the
introduction should give a good overview of two aspects -
firstly, the background importance about the area of study
and secondly the relevance of the proposed work. The
introduction should generally be limited to within 300 to
600 words (2 to 3 double spaced A-4 size typed pages).
The introduction should have specific paragraphs which
should logically and sequentially bring out the following
aspects:

(a) Definition of the problem in which the research is
going to be undertaken.

(b) Magnitude of the problem in terms of morbidity,
mortality, disability, suffering and socioeconomic
consequences.

(c) A brief statement of what is already known about
the condition, depending on the review of
literature.

(d) A statement on what is not known, or areas where
gaps in knowledge still exist and which need to be
filled.

(e) What is the research question to be answered in
this proposed study. This will include a paragraph
giving general statement, enunciating the broad
issue of the study.

(f) A final paragraph should be written on how the
study findings will contribute to the existing
knowledge, and help in improving the health care
or clinical practice.

Aim and objectives

The AIM is a general statement about the research
question. The OBJECTIVES are very specific issues through
which the aim is going to be achieved. Be very careful while
writing down your objectives, since any funding agency
will examine them very closely and you are also expected
to fulfill these objectives at the end of your research.

Review of Literature

Brief review of literature of 3 to 4 double spaced typed
pages should be given. The review should generally be of
the "recent literature"” (i.e., past 5 years or so). The review
should bring out the definition of the condition of interest,
the magnitude of the problem, a review of what is already
known about the topic of research and finally a review of

the gaps which exist in the present body of knowledge as
far as it pertains to the proposed research.

Material and Method

This is the "heart" of the research protocol. Great care
should be exercised while writing this part. In general, the
following aspects should be clarified in adequate detail,
pointwise.

(@) General Settings - Define the general settings, ie,
whether the study will be done in a hospital or in
general community, the type of hospital (primary /
Secondary/ tertiary level or OPD), or the
community (Urban, Slums, rural) etc, and the time-
line.

(b) Study design : Specify the exact study design (eg,
"cross- sectional analytical study"). In a few lines,
describe as to why this particular study design is
being used as compared to the other available
study designs.

(c) Reference and Study (Actual) population : Define
the reference (total) population on which the study
results will be generalised. Next, define the actual
(study) population from which the study sample
will be drawn. Add a line to justify that the actual
(study) population is a reasonably representative
subset of the total (reference) population.

(d) Sample size Clearly specify the statistical
procedure that you have followed for calculating
the sample size. Do consult a epidemiologist or
statistician since this heading is quite thoroughly
scrutinized by various research bodies.

(e) Sampling method : Describe as to what will be the
sampling ratio and by which particular method
(simple random, systematic random, multistage,
cluster, stratified random, etc) will the sample be
drawn from the actual (study) population.

(f) Exclusion criteria : If you are having “exclusion
criteria”, then be very specific in defining them;
e.g., "all cases who have undergone hysterectomy
will not be included in this study".

(g) Specify the variables of interest under the
headings of Exposure variable(s) of main interest,
Other exposure variables, Outcome variables
(Primary outcome variable and secondary ones, if
required) and the Potential confounding variables.

(f) Instruments : Give a clear description of all
instruments that will be used to collect the data.
This should include the physical instruments
(eg.,sphygomanometer), or laboratory
instruments (eg., stereoscopic microscope) or
special instruments (eg., portable 12 lead ECG
machine) and the Questionnaire (Remember,
Questionnaireis also an instrument).

(g) Techniques : Give a clear description of the
technique of using the instruments and making
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(h)

)

(k)

0]

(m)

the measurements. In addition, give a description
of who will collect the data (e.g., by the principal
worker, trained interviewers, trained laboratory
technicians etc). Finally make a mention as to how
training in data collection will be imparted and
how testing and certification of the data collectors
will be done.

Details of randomization, blinding and Intervention
: If the study involves any intervention (eg, drug,
vaccine, program, therapeutic procedure, etc.)
then give a very clear and detailed description of
the process of Random allocation, the details of
blinding (single / double) and the “intervention”
which is going to be studied (who will do what to
whom, how and how frequently). Even minor
points like dose, formulation and frequency of
administration of the drug or details of operative
procedure must be mentioned. Similarly, details of
“Placebo” in case of a clinical trial should be
mentioned.

Follow up procedures : In a cohort study as well as
a experimental design, mention the details as to
how the follow up of the two groups will be done,
including details as who will be ascertaining the
final and interim outcomes, when and where. In
addition, give a clear description of modalities of
“retrieving” those who are getting lost to follow up.

Description of gold standard test in diagnostic test
study : In a study proposing to evaluate the
performance of a diagnostic test, including clinical
algorithms, a detailed description of the “gold
standard” against which the current test under
study will be evaluated, should be given.

Pilot study : In case a pilot study would be done to
refine the material and methods, then give a clear
description of how many subjects will be required
for the pilot study, how will they be sampled, and
whether the pilot study subjects are likely to be
included in the main study or not, going a brief
justification for the same.

Issues of analysis : A general description must be
given in the protocol as to what statistical
procedures will be used for the basic analysis or
for advanced issues like control of confounding. In
case the help and guidance of a research
methodologist or biostatistician will be taken for
handling issues of advanced analysis, then the
same should be mentioned. In addition, if data
management by computerisation is planned, then
a brief description of computer packages should
be given. In clinical trials, details of stoppage rules

(n)

(o)

and “intention to treat analysis” if applicable,
should be clearly brought out.

Ethical issues : Most research bodies now need the
proposal to be cleared by the Institutional Ethical
Committee and this should be ensured and, for
animal experiments, separate clearance by
Institutional Animal Experiments Ethical
committee, should be taken

Financial Details : This paragraph is mandatory for
any study which seeks "funding" from any
Governmental (including AFMRC projects) or Non
Governmental organisation. A detailed description
of financial requirements, according to
instruments, regents, drugs, salaries, office
contingencies etc should be made, phase-wise or
financial year wise. Work out the financial
requirements meticulously, catering to the
inflation rates. Contact the various dealers and
make an on -ground estimate of prices as well as
availability of the equipment, reagents etc.
Remember, do not simply go by guessworks or
estimates made by some other workers or in the
past; such an action has been a cause of major
embarrasment for many workers.

References

This is the last section. The details of writing the
references have already been presented in earlier chapter
onwriting aresearch paper.

Annexures
Annexures may be attached to clarify in greater detail, the
following

(a) A particular aspect which has not been clarified

(b)
(©)

(d)
(e)

6]
(9)

adequately in the "Material and Method" section
because the same would have become
unnecessary voluminous.

Detailed description of terms and phrases

Detailed techniques of making
measurements

Minute details of the intervention measure to be
used in the proposed study

The questionnaire or schedule for recording the
data.

Clearance certificate from ethical committee

Minute details of expenses or equipment,
instruments etc.

clinical
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Critical Appraisal of a Published Article

The issue of critical appraisal of a published article in a
journal is of much importance to every Doctor. As Post-
Graduate students in the respective specialities, we have
periodic “journal clubs” during which research articles are
critically evaluated. As practising Doctors, we need to
advance our knowledge constantly, by reading the various
articles. Similarly, as senior level health care
administrators, we have to keep abreast regarding the
contemporary practices in health care administration,
therapies, equipment, diagnostics and the financial
implications. From the research methodologist's
perspective, reading a journal needs a series of well
planned sequential steps. The following is a check list
proforma:-

Step 1 : Deciding whether | should read this article

(@) Look at the title : Is it interesting ? Likely to be
useful in your practice? Yes/No.

(b) Look at the Abstract : Will the conclusions (if valid),
likely to be useful to you, in your area of clinical
practice or research areas? Yes / No.

(c) Quickly browse through the 'Materials and
Methods' section. See if the 'settings' are similar to
your own settings of practice (may be dissimilar
because of different facilities, different
technological availability, grossly different
demographic profile of patients, or the level of
medical care in which the study was done) - Yes /
No

If answers to 1 (a), (b) & ( c ) are Yes for two or more
question, go ahead and start reading the article. Keep
giving your comments as per the following general check-
list:-
Step 2 : Assess the research question of the authors

(a) Isthereaclear cut/specific research question?

(b) Was it feasible for the authors to study this
question, given their technical expertise, available
facilities etc.

(c) Does the research question has some element of
novelty (is likely to add to existing knowledge
rather than reconfirming the already well
established facts).

Step 3 : Assess the issues of Internal / external validity and bias
in the study

(a) Have the authors made a mention (explicit or, at
least, implicitly) of the :
(i) Total (Whole; Reference) Population?
(ii) Actual (study) Population?
(iii) Is the actual (study) population from which
sample was drawn likely to be a
“representative subset” of the total population

(If no, then external validity/generalisability
will be restricted)

(b) Havethe authors:

(©)

(d)

(e)

®

(9

(h)

(i) Calculatedthe samplesize?

(ii) Whether they have specified the parametres
like Type-1 (alpha), Type-Il (Beta) errors, OR or
RR to be detected, expected PO, or mean and
SD, and acceptable deviation (as applicable to
the study design), while calculating the
sample size?

(iii) Are the above parametres, if specified, likely
to be correct / realistic .

Have the authors :
(i) Describedthe method of sampling?

(ii) Is the method of sampling based on some
random (probability) method ?

Have the authors explicitly mentioned :

(i) The exposure variable(s) (only for an analytic
design).

(ii) The outcome variable(s) (for all types of
designs).

Have the authors

(i) Clearly identified all
confounding factors (PCFs)?

(ii) Have they adequately covered for all PCFs by
taking action during designing
(Randomisation/ Restriction/ Matching) or
during analysis (Standardisation / Stratified
analysis/ Mathematical modelling) ?

(iv) What are the PCFs which have either not been
considered at all, or else not controlled during
design / analysis?

Have the authors clearly described the following
items used by them in this study :

(i) Physical instruments and reagents ?
(ii) Questionnaire?

(iii) Any other scales (eg,
assessmentscale).

(iv) Definitions of terms and criteria for various
diseases etcused by them?

(v) Techniques of using the instruments,
questionnaires, scales etc? Yes/Na/NA.

Have the authors mentioned as to how they have
standardized / validated :

(i) Physical instruments?
(ii) Questionnaires?
(iii) Anyother “scales” used by them?

(iv) Quality control procedures
conduct of study?

Could any of the following biases have occurred in

the potential

psychological

during the
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the study?

If yes, briefly comment as to how?

Step4:
(a)

(b)

Step5:
(@

(b)

(9]
(d)

Step6:
Check

(i) Selection bias
ZReferral

ZSelf selection
“#Berksons
ZSurvivorship
“#Healthy worker
ZExposure related
Information Bias
ZRecall / reporting
ZDetection
ZQbservers
ZCross over
ZContamination
ZCo-intervention
ZLoss to follow up
Analysis

Has the data been presented
intelligible form?

Are the statistical tests “ correct” for the type of
variables?

(i) Have the authors worked out the measures of
‘effect’ (i.e., RR or OR) (as applicable to the
research question)?

Have the authors worked out the 95% Cl of the
various estimates?

Have the authors correctly controlled for
confounders, in analysis, and worked out the
independent, adjusted estimates ( e.g., by
stratified analysis)
Have the authors
modification?
Conclusions

If the findings are " statistically significant', are
they also of clinical/ public health
significance/relevance?

If the findings are " statistically non significant'is it
possible that a real effect may have been missed
due to “low study power” as consequence of low
sample size (Have the authors back calculated the
study power; alternatively calculate it yourself)?
Are the conclusions drawn by the authors based
on the actual findings of the study ?

Do you think the study results can be gainfully
utilized in your clinical / preventive practice?

Additional actions for specific situations
the following additional points depending on the

(ii)

in a simple,

(i)
(iii)

assessed effect

(iv)

type of study objective.

For a study assessing the efficacy of a therapeutic or preventive
procedure

@
(b)
(0)
(d)
(e)
)
(9

(h)
()

Was allocation to the intervention and control
groups done by Randomisation'?

Were the 2 groups similar on baseline comparison
?

Were all the clinical/health relevant outcomes
(good as well as bad) considered ?

Was the therapeutic / preventive procedure tried
out, described in adequate detail ?

Were all the subjects who entered the study
accounted forin the final analysis?

What was the level of control ? Placebo
control/Non placebo control/ Uncontrolled.

What was the level of blinding ? Triple / Double/
Single blinding / Unblinded.

Was the trial ethical ?
What was the proportion of “lost to follow up”

For a study assessing the role of a risk factor / causal factors

(@
(b)
(c)
(d)
(e)

()
(9)

What was the strength of the design itself?

Very strong (experimental) / Reasonably strong
(Cohort) / Moderately Strong (Case control, Cross
sectional analytic) / Weak (Ecological)

What is the strength of association (as seen by RR
orOR)?

Is the association “significant” (as seen by test of
significance and 95% Cl of RR)

Is the temporal relationship (cause or exposure
definitely preceded the effect or outcome)
definitely shown?

Does the association stand to reasoning ?
Is there a dose response relationship ?

For a study dealing with clinical course and prognostic factors.

(@

(b)
(©)

(d)
(e)

Was an ‘inception cohort'assembled ?

(subjects should be identified at an early and
uniform point (inception) in the course of their
disease, such as when they develop unambiguous
symptoms or receive their first definitive therapy)

Was the “referral filter” of the subjects to the
present location adequately described ?

Was clinical status of all patients who entered the
study accounted forintheend?

Were the prognostic outcomes clearly defined ?

Was the outcome assessment done by physicians

who were blinded' to the other features of patients
?

For a study on Diagnostic tests evaluation

(@

Was a proper "Gold Standard' of diagnosis
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described and used?

(b) Was the evaluation of test results done by
observers who were "blinded' to the results of
Gold Standard test?

(c) Were all subjects subjected to both the gold
standard as well as test under study?

(d) Did the subject sample contain an appropriate
“spectrum' of the target disease ?

(mild, moderate, severe, atypical, other closely
related diagnoses).

(e) Werethe “settings” of study adequately described?

(f) Was the “referral filter” through which subjects
passed before reaching the settings of present
study adequately defined ?
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Introduction to Biostatistics

Statistics are everywhere. Statistics is becoming
increasingly more important in modern society with
passing time. We are constantly being bombarded with
some fact or figure, charts and graphs quoted in the media
or newspaper prints. In order to realistically understand
the subject of statistics it is important to appreciate the
rationale behind why and how statistics is used at large.
Once you collect information in your area of interest you
need to carefully study the information to come to valid
and rational conclusions. This is where statistics plays an
importantrole.

Statistics is nothing but learning from data. It guides the
way we collect, organize, present and interpret data. It
helps us to weigh the evidences and draw conclusions. It
should not be considered as merely pushing numbers
through formulas and computers.

Statistics can be broadly split into two categories
Descriptive Statistics and Inferential Statistics. Descriptive
statistics deals with the meaningful presentation of data
such that its characteristics can be effectively observed. It
encompasses the tabular, graphical or pictorial display of
data, condensation of large data into tables, preparation
of summary measures to give a concise description of
complex information and also to exhibit pattern that may
be found in data sets. Inferential statistics however refers
to decisions. Medical research doesn't stop at just
describing the characteristic of disease or situation. It
tries to relate and determine whether characteristics of a
situation are unusual or if they have happened by chance.
Because of this desire to generalize, the first step is to
statistically analyse the information.

In order to begin our analysis as to why statistics is
necessary we must begin by addressing the nature of
science and experimentation. The characteristic method
used by researcher when he/she starts his/her
experiment is to study a relatively small collection of
subjects, as complete population based studies are time
consuming, laborious, costly and resource intensive. The
researcher draws a subset of the population called as
“sample” and studies this sample in depth. But the
conclusions drawn after analyzing the sample is not
restricted to the sample but is extrapolated to the
population i.e. people in general. Thus Statistics is the
mathematical method by which the uncertainty inherent
in the scientific method is rigorously quantified. We have
already discussed, in detail, these concepts in the Seventh
Building Block (Population and Sample) and the Eighth
Building Block (Random Error and Chance) in chapter 1 of
the previous section on Research Methodology and it
would be desirable that you have a quick revision of that
chapter before proceeding with this section on
biostatistics and the next section on statistical software.

Measurement

Before we start collection of information regarding the
characteristic that we want to study in the general
population a research hypothesis needs to be formulated.
A problem has to be stated clearly before it can be solved.
Your research hypothesis should be specified prior to the
collection of any data. Once the hypothesis is stated with
clarity, the researcher starts collecting facts and figures to
prove the hypothesis. The facts and figures or the
information is called as 'data’. Data can thus be defined as
an organized collection of information, containing the
'values' of the various variables, obtained from a sample of
subjects, and which would be subsequently used to derive
conclusions through the process of scientific analysis and
reasoning. The data that we collect can, broadly, be either
of the “Quantitative” or of “Qualitative” type. Further
quantitative data can be of 3 subtypes (Discrete
numerical, continuous numerical and ordered numerical.
Similarly the qualitative data can also be of 3 subtypes
(Nominal dichotomous, nominal polychotomous and
ordinal polychotomous). We have already given detail
description of these various types in the third building
block of our previous chapter on Research Methodology
and in the section on Principles of Epidemiology and you
should go through the same.
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Presentation of Data : From Chaos to Order

The information collected on the subjects one after the
other is called as raw data. Raw data is often little more
than jumble of numbers and hence very difficult to handle.
Hence we need to find ways to make sense out of this
chaos of data such that we can extract information from
the data and communicate it to others. This is possible
through data depiction, data summarization and data
transformation. The techniques for data depiction and
data display are too numerous. However, they generally
fall into categories of tables, charts or graphs. The
process involves moving from the “chaos” of hundreds
and thousands of raw numbers to the relative order of a
table or graph. We shall discuss few of the presentations
which are importantin describing medical data. Tables are
used to categorize and summarize the data while graphs
are used to provide an overall visual representation.

Tabular presentation of data

By reducing raw data into tabular form, we can quickly
learn a lot about nature of the distribution, the range of
values and where the most common values lie. This
representation is also called as frequency distribution
table.

Ordered array

When the datais organized in order of magnitude from the
smallest value to the largest value it is called as ordered
array. For example consider the ages of 11 subjects
undergoing tobacco cessation programme (in years) 16,
27, 34, 41, 38, 53, 65, 52, 20, 26, 68. When we arrange
these ages in increasing order of magnitude we get
ordered array as follows : 16, 20, 26, 27, 34, 38, 41, 52,
53, 65, 68. After observing the ordered array we can
quickly determine that the youngest person is of 16 years
and oldest of 68 years. Also we can easily state that almost
55% of the subjects are below 40 years of age, and that the
midway person is aged 38 years.

Grouped Data - Frequency Table

Besides arranging the data in ordered array, grouping of
data is yet another useful way of summarizing the data.
We classify the datain appropriate groups which are called
“classes”. The basic purpose behind classification or
grouping is to help comparison and also to accommodate
a large number of observations into a few classes only, by
condensation so that similarities and dissimilarities can
be easily brought out. It also highlights important features
and pinpoints the most significant ones at glance.

To group a set of observations we select a set of
contiguous, non overlapping intervals such that each
value in the set of observations can be placed in one and
only one of the intervals. These intervals are usually
referred to as class intervals. For example 0-19, 20-29, 40-
59, 60-79 and 80-99 are called class intervals. The class
interval 0-19 includes the values 0, 1, 2, ..... upto 19. The
smallest value 0O is called its lower class limit whereas the

highest value 19 is called its upper class limit. The middle
value of 0-19i.e., 9.5 is called the midpoint or class mark.
The number of subjects falling in this range of 0-19 is
called its class frequency. Such presentation of data in
class intervals along with frequency is called frequency
distribution. When both the limits are included in the
range of values of the interval, the class interval are known
as inclusive type of class intervals (e.g.,0-19, 20 - 39, 40-
59 etc.); whereas when lower boundary is included but
upper limit is excluded from the range of values, such
class intervals are known as exclusive type of class
intervals (e.g., 0 - 20, 20 - 40, 40 - 60 etc.). This type of
class intervals is suitable for continuous variable.

How to decide on the number of class intervals?

When data are to be grouped it is required to decide upon
the number of class intervals to be made. Too few class
intervals would result in losing the information. On the
other hand too many class intervals would not bring out
the hidden pattern. The thumb rule is that we should not
have less than 5 class intervals and no more than 15 class
intervals. But to be specific, Sturg has suggested a formula
for number of class intervals denoted by k as follows :

K=1+3.332 log,,n rounded to the nearest integer, where
n is the number of values or observations under
consideration.

For example if n=25 we have, K= 1 + 3.332 log,,25 i.e.
approximately 5 class intervals.

Having decided the number of class intervals the next step

D

Maximum observed value - Minimum observed value

. (= Range)
Width = Number of class interval (K)

is to decide the width of the class interval. The width of the
class interval is taken as

The class limits should be preferably rounded figures and
the class intervals should be non-overlapping and must
include range of the observed data. As far as possible the
percentages and totals should be calculated column wise.

An advantage with frequency table is that even categorical
type of variable can be presented in frequency table. For
example Table 1 depicts the findings of a hypothetical
research work intended to describe the pattern of blood
groups among patients of essential hypertension.

Table - 1

Blood GroupNumber of patients (frequency) Percentage
A 232 42.81

B 201 37.05
AB 76 14.02

0] 33 6.09

I otal 547 100.00
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Table - 2

S. No Data set 1 Data set 2 Data set 3 Data set 4

X Y X Y X Y X Y

1 10.00 8.04 10.00 9.14 10.00 7.46 8.00 6.58
2 8.00 6.95 8.00 8.14 8.00 6.77 8.00 5.76
3 13.00 7.58 13.00 8.74 13.00 12.74 8.00 7.71
) 9.00 8.81 9.00 877 9.00 7.T1 8.00 8.84
5 T1.00 833 T1.00 9.26 T1.00 7.81 8700 847
6 1400 996 1400 816 1400 884 8-00 704
7 6660 724 6660 613 6-60 6-08 800 525
8 4.00 4.26 4.00 310 4.00 539 19.00 1250
o) 12.00 10.84 12.00 9.13 12.00 8.15 8.00 556
10 7.00 482 7.00 7.26 Z.00 6.42 8.00 7.91
11 5.00 5.68 5.00 4.74 5.00 5.73 8.00 6.89
Mean 9.0 7.5 9.0 7.5 9.0 7.5 9.0 7.5
Correlation 0.82 0.82 0.82 0.82
coefficient

Coefficient of 67% 67% 67% 67%
determination(r’)

Regression Y=0.3+(0.5)(X) Y=0.3+(0.5)(X) Y=0.3+(0.5)(X) Y=0.3+(0.5)(X)
rEquation

Graphical presentation of data

A frequency distribution discussed above shows
distribution of subjects in various groups or classes. This
tabular representation of the frequency distribution is
useful for further analysis and conclusion. But it is difficult
for alayman to understand complex distribution of data in
tabular form. Graphical presentation of data is better
understood and appreciated by humans. Graphical
representation brings out the hidden pattern of the
complex data sets. To understand the concept of
graphical presentation of data let us consider an example
where the datais collected on 11 subjects. (Table - 2)

Suppose we have four sets of observation on two variables
X and Y. Each of the set has equal number of observations

(n=11)with readings as givenin Table - 2.

If you observe the data set, each of the set has 11 readings
on X and Y. Certain statistical measures like means of X
and Y, Correlation coefficients between X and Y along with
r’and regression equation is also provided. Look carefully
at the data sets and try to find out the hidden pattern
existing in the data.

You will realize that it is difficult to bring out the
characteristics of each of the data set or the relationship
that exists in the two variables by just looking at the table.
Now if we visually depict the same information in the
simplest form i.e. scatter diagram representing one
variable (X) on X-axis and other variable(Y) on the Y-axis.

Fig -1
Data Set 1 Data Set 2 Data Set 3 Data Set 3
° ¢ < °
10 o 101 0% o 10- ® 10 ¢
o o ° ° 3¢
® A4 o? °
o © L4 ° ° ° o® :
54 o o 54 © 51 o 5 X
<
° °° © Strongly correlated but Perfect linear relationship o Perfect linear relationship
+ Linear relationship polynomial relationship with 1 outlier ¢ with 1 outlier
10 20 10 20 10 20 10 20

—I—
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For each of the four sets we have following scatter
diagram (Fig- 1).

We now appreciate that all the four data sets have very
different pattern of relationship despite the fact that their
summary figures (Means, Correlation coefficient,
Regression equation etc.) as shown in the tabular form are
the same. However, the hidden pattern in each of the data
sets is revealed when they are represented by graphs.
Thus the reason for displaying data graphically is two fold:

(a) so that as investigators we can have a better look
at the information collected and the distribution of
data

(b) tocommunicate this information to others quickly

We shall discuss in detail some of the commonly used
graphical presentations.

Bar Charts

Bar charts are used for qualitative type of variable in which
the variable studied is plotted in the form of bar along the
X-axis (horizontal) and the height of the bar is equal to the
percentage or frequencies which are plotted along the Y-
axis (vertical). The width of the bars is kept constant for all
the categories and the space between the bars also
remains constant throughout. The number of subjects
along with percentages in bracket may be written on the
top of each bar. When we draw bar charts with only one
variable or a single group it is called as simple bar chart
(Fig - 2) and when two variables or two groups are
considered itis called as multiple bar chart. In multiple bar
chart the two bars representing two variables are drawn
adjacent to each other. Equal width of the bars is
maintained. Third type of bar chart is the component bar
chart wherein we have two qualitative variables which are
further segregated into different categories or
components. In this the total height of the bar
corresponding to one variable is further sub-divided into
different components or categories of the other variable.

Fig - 2
Distribution of blood groups of patients
with essential hypertension
250
200+
)
c 150
)
=
g] 00_
L
50_]
0
A ' B ' A ' O
Blood Groups

A simple bar chart in respect of the data (Table - 1) on
blood groups among patients of essential hypertension is
representedin Fig- 2.

Pie Chart

Another interesting method of displaying categorical
(qualitative) data is a pie diagram. A pie diagram is
essentially a circle in which the angle at the center is equal
to its proportion multiplied by 360 (or, more easily, its
percentage multiplied by 360 and divided by 100). A pie
diagram is best when the total categories are between 2 to
6. If there are more than 6 categories, try and reduce them
by "clubbing", otherwise the diagram becomes too
overcrowded.

A pie diagram in respect of the data on blood groups

Blood group A = % X 360 = 154 degrees
Blood group B = % X 360 = 134 degrees
Blood group AB = % X 360 = 50 degrees

Blood group O = % X 360 = 22 degrees

grgorg patients of essential hypertension (Table - 1) is

Distribution of patients according
to blood group

presented in Fig-3 after calculating the angles for the
individual categories as follows

Frequency Curve and Polygon

To construct a frequency curve and frequency polygon we
plot the variable along the X-axis and the frequencies
along the Y-axis. Observed values of the variable or the
midpoints of the class intervals are plotted along with the
corresponding frequency of that class interval. Then we
construct a smooth freehand curve passing through these
points. Such a curve is known as frequency curve. If
instead of joining the midpoints by smooth curve if we join
the consecutive points by a straight line then it is called as
frequency polygon (Fig.-4). Conventionally, we consider
imaginary one value immediately preceding the first value
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Table - 3
Age Number Midpoints
of subjects
20-25 2 22.5
25-30 3 27.5
30-35 6 32.5
35-40 14 37.5
40-45 7 425
45-50 5 475
Fig -4
Distribution of Age
16—
144
12—
10-
8.
6
4 |
2_
0
T T T T T T T 1
17.5 22.5 27.5 32.5 37.5 42.5 47.5 52.5
Mid Points
Note that the imaginary frequency of the immediately preceding
class interval (15 to 20, mid pt 17.5) and immediately succeeding (
i.e.,50-55, mid pt 52.5) has been plotted as zero.

and one succeeding the last value and plot them with
frequency=0)Table- 3.

Stem-and-leaf plots

This presentation is used for quantitative type of data. To
construct a stem-and-leaf plot, we divide each value into a
stem component and leaf component. The digits in the
tens-place becomes stem component and the digits in
units-place becomes leaf components. It is of much utility
in quickly assessing whether the data is following a
“normal” distribution or not, by seeing whether the stem
and leaf is showing a bell shape or not. For example
considerasample of 10 values of age in years:

21,42,05,11,30,50, 28, 27,24,52. Here, 21 has a stem
component of 2 and leaf component of 1. Similarly the
second value 42 has a stem component of 4 and leaf
component of 2 and so on. The stem values are listed in
numerical order (ascending or descending) to form a
vertical axis. A vertical line is drawn to outline a stem. If
the stem value already exists then the leaf is placed on the
right side of vertical line.

0

N ow N =

5
The value of each of the leaf is plotted in its appropriate

location on the other side of vertical line as follows.
0 5
1 1
2 1478
3 0
4 2
5 02

To describe the central location, spread and shape of the
stem plot we rotate the stem plot by 90 degrees just to
explain it more clearly

8 _, Rough estimate of the center or
7 middle observation i.e., median value

(27.5)
4 2
511020
T 732 §pread of the data

Roughly we can say that the spread of data is from 5 to 52
and the median value is between 27 and 28. Regarding the
shape of the distribution, though it will be difficult to
make firm statements about shape when n is small, we can
always determine:

(@) Whether data are more or less symmetrical or are
extremely skewed

(b) Whetherthereis a central cluster or mound
(c) Whether there are any outliers

A For the given example
we notice the mound
7 (heap) in the middle of
4 the distribution. There
5 1 1 0 2 0 are no outliers
0O 1 2 3 4 5
Histogram

The stem-and-leaf is a good way to explore distributions.
A more traditional approach is to use histogram (Fig - 5). A
histogram is used for quantitative continuous type of data
where, on the X-axis, we plot the quantitative exclusive
type of class intervals. On the Y-axis we plot the
frequencies. The difference between bar charts and
histogram is that since histogram is the best
representation for quantitative data measured on
continuous scale, there are no gaps between the bars.
Consider an example of the data on serum cholesterol of
10 subjects (Table - 4)
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Table - 4
Serum cholesterol (mg/dl) No. of %
(mg / dl) subjects
175 - 200 3 30%
200 - 225 3 30%
225 - 250 2 20%
250- 275 1 10%
275 - 300 1 10%
Totat 10 T60%
Fig-5

Distribution of subjects according to Serum

35 Cholesterol Levels

3.0

2.5

2.0_]
1.5_]
1.0_|

0.5 |
0

% of subjects

175-200 200-225 225-250250-275 275-300
Serum Cholesterol Levels (mg/dl)

The Guassian Distribution or Normal Curve

If we draw a smooth curve passing through the mid points
of the bars of histogram and if the curve is bell shaped
curve then the data is said to be roughly following a
normal distribution (Fig - 6). Many different types of data
distributions are encountered in medicine. The Gaussian
or “normal” distribution is among the most important. Its
importance stems from the fact that the characteristics of
this theoretical distribution underline many aspects of
both descriptive and inferential statistics. The normal
distribution is defined by following characteristics:

(a) It is a bell shaped symmetric (about the mean)
curve.

(b) The mean, median and mode are all co-incident or
equal to one another.

(c) Thetotal areaunderthecurveisequalto1

(d) Itfollows the 68-95-99% rule i.e. the distribution is
shaped such that 68% of the values fall between * 1
standard deviation (SD) from the mean, 95% of the
values lie within = 2 SD from mean and 99% lie
within = 3 SD from mean.

If these criteria are not met then the distribution is not a
Gaussian or normal distribution.

Box-and-Whisker plot

Fig - 6

A box-and-whisker plot reveals maximum of the
information to the audience. A box-and-whisker plot can
be useful for handling many data values. They allow
people to explore data and to draw informal conclusions
when two or more variables are present. It shows only
certain statistics rather than all the data. Five-number
summary is another name for the visual representations of
the box-and-whisker plot (Fig - 7). The five-number
summary consists of the median, the quartiles (lower
quartile and upper quartile), and the smallest and greatest
values in the distribution. Immediate visuals of a box-and-
whisker plot are the center, the spread, and the overall
range of distribution.

Fig-7
A
_I_ —» Largest Value
—— Upper Quartile (Q,)
——» Median Quartile (Q,)
——» Lower Quartile (Q,)
—L —— ——» Smallest value
Line chart

Line chart is used for quantitative data. It is an excellent
method of displaying the changes that occur in disease
frequency over time. It thus helps in assessing "temporal
trends" and helps displaying data on epidemics or
localised outbreaks in the form of epidemic curve. Inaline
diagram, the rate of disease are plotted along the vertical
(y) axis. However, in localised outbreaks, with a well
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demarcated population that has been at risk (as sudden
outbreaks of food poisoning) the actual numbers can be
plotted on Y-axis, during quick investigations. The unit of
time, as applicable to the disease in question, is plotted
along the "X"-axis (horizontal). This unit of time would be
hours-time in food poisoning, days (i.e, as per dates of the
month) for cholera, weeks for typhoid, malaria or
Hepatitis-A, months for Hepatitis-B and in years (or even
decades) for IHD or Lung Cancer.

Scatter Diagram

A scatter diagram gives a quick visual display of the
association between two variables, both of which are
measured on numerical continuous or numerical discrete
scale. An example of scatter plot between age (in months)
and body weight (in kg) of infants is given below. (Fig - 8)

The scatter diagram in fig - 8 shows instant finding that
weight and age are associated - as age increases, weight
increases. Be careful to record the dependent variable
along the vertical (Y) axis and the independent variable
along the horizontal (X) axis. In this example weight is
dependent on age (as age increases weight is likely to
increase) but age is not dependent on weight (if weight

Fig-8

Scatter Diagram of the association
between Age and Body Weight of infants
12
10
8 |

0; $
.,

6 | R :0}’;§

4 - g(::f' *
5 $ oo

0

Body Weight (Kgs.)

Age in months

increases, age will not necessarily increase). Thus, weight
is the dependent variable, and has been plotted on Y axis
while age is the independent variable, plotted along X
axis.
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Data Summarization

Compiling and presenting the data in tabular or graphical
form will not give complete information of the data
collected. The way the disease is described by certain
characteristics, the data set is described by summary
measures. Summary measures provide description of data
in terms of concentration of data and variability existing in
data. Thus data is described by two summary measures
namely, measure of central tendency and measure of
variability.

Measures of Central Tendency

This gives the centrality measure of the data seti.e. where
the observations are concentrating. There are several
measures of central tendency.

(a) Mean (average)

Mean is most appropriate measure for data following
normal distribution but not for skewed distributions. It is
summing all the observations and then dividing by
number of observations. It is the simplest of the centrality
measure but is influenced by extreme values. When the
data is skewed, another measure of central tendency
called medianis used.

(b) Median

Median is a locative measure which is the middlemost
observation after all the values are arranged in ascending
or descending order. The mean and median are the most
commonly used measures of central tendency, while the
third measure mode is used rarely.

(c)Mode

Mode is the most common value that repeats itself in the
data set. Mode is used more often as a descriptive term.

Measures of Variability

In contrast to measures of central tendency which
describes the center of the data set, measures of
variability describes the variability or spreadness of the
observation from the center of the data. One of the
simplest measures of variability is range.

Range is the difference between the two extremes i.e. the
difference between the maximum and minimum
observation. One of the drawbacks of range is that it uses
only extreme observations and ignores the rest. A better
measure than range is mean deviation.

Mean deviation is the mean of the difference from a
constant 'A' which can be taken as mean, median, mode or
any constant observation from the data. The formula for
mean deviation is given as follows:

Z‘X,— _A|

Mean deviation =

n
where
A may be mean, median, mode or a constant
x, =thevalueofindividual observations
n =thetotal number of observations

¥ =asignindicating “sumup”.

The main drawback of this measure is that it ignores the
algebraic signs and hence to overcome this drawback we
have another measure of variability called as Variance.

Variance is the average of the squared deviations of each
of the individual value from the mean ( ). It is
mathematically given as follows:

Most often we use the square root’of the variance called

Z(xi _f)2
n

Variance =———

Standard Deviation to describe the data as it is devoid of
any errors. Variance squares the units and hence standard
deviation by taking square root brings the measure back
in the same units as original and hence is best measure of
variability. Itis given as follows:

The larger the standard deviation the larger is the spread

Standard Deviation (SD)

of the distribution.

Note: When n is less than 30, the denominator in variance
and standard deviation formula changes to (n-1).

Besides these measures of variability, we have one more
important measure called the coefficient of variation

Coefficient of variation compares the variability in two data
sets. It measures the variability relative to the mean and is
calculated as follows:

Any information that is collected by the researcher needs

SD
Coefficient of Variability (CVy=——x100
Mean

to be described by measure of central tendency and
measure of variability. Both the measures together
describe the data. Measure of central tendency alone will
not give any idea about the data set without measure of
variability. Descriptive Statistics is critical because it often
suggests possible hypothesis for future investigation.

The calculation of mean and standard deviation differ
slightly for grouped data. We will consider a hypothetical
example to get more familiarized with mean and standard
deviation calculations for grouped data. Given in Table - 5
is the weight distribution (in kgs) of 40 faculty members of
adepartment. The datais grouped as below
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Table - 5 Table - 6
Weight ( in kgs) No. of faculty members Weight Mid points No. of faculty fx
20-55 . (in kgs) |Class mark(x)| members (f) o
s ° @) (b) © )X (@)
00-65 13 50-55 525 5 5675
0579 10 55-60 57.5 9 517.5
07 3 60-65 62.5 13 812.5
Since this is a grouped data we cannot use simple mean e2=0 67.5 10 675
formula (je. y=2%) . Z_SZIS 72.5 A3n 271/11:5
But, we use the modified formula given as b e SR E

X,

“zsz Ths, ¥ = 2489 _ 65 125
l 40

where

The standard deviation for the same set of data is

f; isthefrequency of the class interval Aletlated hy

X; isthemidpointof classinterval. Zf(x _f)Z
i i

2./,

Zf = N (total number of observations) SD =

For the above example we make columns for mid points
(class mark) of the class interval and then calculate the
mean value.

5(52.5—62.125)" +9(57.5— 62.125)" + ...
o+ 3(72.5 - 62.125)

40

SD =

117
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Inferential Statistics : From Sample to Population

The second broad category for which statistics is used is
Statistical Inference. As we have already said that research
most often is conducted using samples of individuals
from larger populations. It is impractical if not impossible
to study all people, so we select a sample of people for
study. We collect data on these subjects, draw conclusions
from the data and make inferences to the larger
population. Of course, if we did not measure the whole
population, there will always be some error in our
conclusions regarding the estimates of the population
which we call as “error”. The concept is best understood by
an example of a court decision in a crime case. When a
case is presented before a court of law by the prosecution,
the judge has to start with the presumption of innocence.
The prosecution has to present adequate evidence against
the innocence of the person tried. If the evidence is not
sufficient the person is acquitted, whether the crime was
actually committed or not. Thus, the permutation and
combination between the exact reality (or, truth) and our
verdict (decision) can be presented in Table - 7.

Table - 7

Our judgment about The reality about Mr.X

Mr. X (based on evidenc

produced before us) Is not guilty Is guilty

Found guilty Typel error Correct

Reject H, Wrong decisior decision
Found not guilty Correct Type ll error
AcceptH, decision W r ong

When we do medical research, we take a sample of people,
representative of the study we wish to do. For example we
may wish to study the effect of new drug in reducing
cholesterol levels. Any results we get from our research
are only estimates of the true effect that medication will
have in the population. The participants are called as
sample. Since we know our results are just estimates, we
may be wrong in giving our conclusions. Statistically these
are called as errors. The research question is formally
converted into a formal scientific hypothesis, which has
two parts : the null hypothesis (denoted by H,) and the
alternative hypothesis (denoted by H,). In case of
statistical decision making the assumption initially made
unbiasedly is that the new medication is not effective in
reducing cholesterol levels which is equivalent to the
presumption of innocence in the judicial setting. In the
settings where two treatments (new drug and placebo) are
administered to two different samples the null hypothesis
would be that there is no difference between cholesterol
levels in the two groups i.e. “Persons treated with new
drug will have same cholesterol levels as persons not
treated with new drug”. If this null hypothesis gets
rejected then the hypothesis that gets accepted is called
as alternate hypothesis. Thus the alternative hypothesis is
the assertion accepted when null hypothesis is rejected.

The alternate hypothesis would be phrased as, “Persons
treated with new drug have different (higher or lower)
cholesterol levels than persons not treated with new
drug”. This alternative hypothesis is called as a two-tailed
hypothesis. If the alternative hypothesis would have been
stated as “Persons treated with new drug have lower
cholesterol levels than the persons not treated with new
drug”, then such an alternate hypothesis, which considers
only one direction or effect (either lower or else higher), is
called as one-tailed alternative hypothesis.

To prove the hypothesis stated by the researcher, he starts
accumulating data from the selected sample. The values
observed in the sample serve as evidence against Ho. The
error of rejecting the true null hypothesis is equivalent to
punishing an innocent person. This is serious type of error
and is called as Type I error, denoted by a and referred to
as p-value. Thus p-value is probability that a true null
hypothesis is wrongly rejected. The maximum p-value
allowed in a research problem is called the level of
significance or o-level. The type | error is the probability
that we reject the hypothesis that there is no difference
between the cholesterol levels in the two groups (i.e., we
conclude that there is a difference), when actually there is
no difference. In other words these are false positive trials;
itis like when there is no difference we conclude that there
is difference. (An innocent person is hanged). Being
serious, this error is kept at a very low level, mostly 5% or
0.05.

There may be other type of error in taking decision called
as Type Il error which is the probability that we accept a
false null hypothesis. In other words this is equivalent to
letting a culprit go free. This error is denoted by B. In
medical research this is equivalent to false negative trials
i.e., though there is significant difference between the
drugs we conclude that there is no difference and declare
the new drug as ineffective. This error is not as serious as
type | error. If today we are not able to prove that the new
drug is effective someone else would prove it in some
other trial tomorrow. The effect of type-ll error is that it
may delay the introduction of the new drug, though
effective, in the market but not deny it. Type-I error is pre-
decided before the research is undertaken. Depending on
type-l error and the alternative hypothesis the type-Il error
is calculated. Type-Il error can occur when our sample size
is too small to detect the difference that really exists
between those treated and those not treated. This brings
us to the concept of power.

Power

The complimentary of Type Il error is called power
(Power = 1- B). Thus the power of a test is the probability of
correctly rejecting Ho when it is false. In other words
power means that we readily detect true difference when it
exists. Power of a test is high if it is able to detect a small
difference and thus reject H,. You will get more power with
alargersamplesize.

P -value

P-value is calculated under the assumption that the null
hypothesis is correct. R. A. Fisher first proposed the P-
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value in the 1920s. Fisher proposed this as an informal
index to be used as a measure of discrepancy between the
data and the null hypothesis. It is the probability of the
test statistic (a function of sample values) as extreme as or
more than one actually calculated. Since it is a probability
it lies between 0 and 1, (or, from 0% to 100%). If it is 0% it
implies that the chances of our having gone wrong from
our study sample are absolutely nil and on the other hand,
if it is 100% it means that we are absolutely wrong in our
conclusions. But how small should we consider the p-value
is a difficult question to answer. The answer to this
question will vary from one situation to the next, and will
depend on many factors. If adopting a new drug would be
very expensive, or expose patients to severe side effects,
as compared to the already available cheap and low
toxicity drugs, then one might demand a very high
standard of evidence (that is very small p-value). On the
other hand, the shortcoming to adopting the new
treatment may be quite low, and may offer advantages
over an existing treatment, in which case we may agree to
even higher p-value for taking the decision. This could be
the situation when we are trying out a vaccine against HIV
infection against “no vaccine” against this frightening and
potentially fatal condition. Thus what we need therefore is
a rule to help us decide if a result is likely due to chance
alone, meaning it is not statistically significant, or if it is
unlikely due to chance alone, meaning it is statistically
significant.

Statistically significant = unlikely due to chance alone

Not statistically significant = likely due to chance alone
To make a decision, you need a point such that any P-value
larger than that point will lead to one conclusion and a P-
value smaller than that point will lead to the opposite
conclusion. That point is most often set at 0.05 and is
called as alphaor Typel error.
When alpha is =0.05, a P-value of 0.10, for example,
indicates the result of the study are not statistically
significant and the conclusion will be that chance is a likely
explanation for the observed results. The conclusion will
be that the observed results are unlikely to represent real
treatment differences.
When alpha is =0.05, a P-value of 0.03, for example,
indicates the result of the study are statistically significant
and the conclusion will be that chance is an unlikely
explanation for the observed results. The conclusion will
be that the observed results are likely to represent real
treatment differences. Table 8 provides a reasonable
interpretation of P-values.
This interpretation is widely accepted, and many scientific
journals routinely publish using such an interpretation for
the result of test of hypothesis. However, our readers need
to be cautioned at this point. Random error or chance
which is estimated by p-value is just one type of error that
can occur in research. One needs to be more cautious
about the other 3 types of errors in research, i.e., error of
basic measurement, systematic error (Bias) and
Confounding error, all of which have been discussed in
detail in the previous section on Research Methodology.
Even the most highly significant p-value is of no avail if the
data has flaws of measurement error, systematic error or
confounding.

Table - 8
P- value Interpretation
P<0.01 Very strong evidence against null

hypothesis |(H,)

0.01 to 0.05Moderate evidence against null to
hypothesis

O-NL + 01 Cirome oy $ir g vidan Aot ct Al
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hypothesis

Confidence Level

Most of the research results rely on the premise that what
is true for the randomly selected sample from the
population will be true for the population from which the
sampleis selected. The reliability of the results obtained is
addressed by Confidence Intervals (Cls). A Cl is the range
of values that encompass the actual or true population
value. They provide information about how precise the
estimate is. Wider Cls indicate lesser precision and
narrower Cls indicate greater precision. Also P-value and
Cls are related to each other. When P-value is less than 5%,
the 95% confidence interval will exclude the hypothesized
null value. Hence confidence intervals can also tell you
whether null hypothesis is rejected or not.

In order to understand the concept of confidence intervals
we must understand the concepts expressed in the central
limit theorem (CLT). Let us use the example of height of a
population of AFMC students. (In reality the population
itself is a sample of students). The students in AFMC who
graduated in 2006 were asked to draw a random sample
of size 5 and another random sample of size 10 each and
calculate the mean height of each sample. We then plotted
the mean heights from all the students' samples. This plot
of mean heights from all the samples is called as
“sampling distribution”-because it is the distribution of a
statistic (mean) from series of samples. The CLT states
that if we take many random samples from a population
and then calculate means from each sample and plot the
means, then the plot will follow a normal curve. The mean
of the sample means is equal to the population mean and
the standard deviation of the sampling distribution is
dependent on standard deviation and sample size. The
standard deviation of the sampling distribution has a
special name called as “standard error of mean” (SEM).
Since the sampling distribution of mean follows a normal
curve, 95% of all AFMC medical students sample means
would be expected to fall within 2 SE of true population
mean. It implies that the true population mean must
therefore fall within 2 SE away from true mean. This
information is used to calculate the confidence interval.
The confidence interval is interpreted by imagining many
samples being drawn and many means being calculated.
95% Confidence Interval is that these confidence intervals
calculated will have the true population parameter
included in the range. In reality we do the study only once,
we don't repeat the experiment, but by virtue of CLT we
state that despite the random error inherent in our
sample, we would expect to be about 2 SE from the true
answer in 95% of research studies that we conduct.
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Statistical Procedures for Hypothesis Testing

'P' values are generated by a formal process called
hypothesis testing. Before directly jumping to any Fig - 9 : Steps in Hypothesis testing
conclusions from the sample one should always ask
oneself as to what could be the explanations for the
findings. Are the findings just due to chance alone or
otherwise? The whole of the theory of statistical analysis
tries to determine the role of chance as an explanation for
our observed findings. This quantification is done by
calculating a P-value. Hypothesis testing aids the clinician
and researcher in reaching a conclusion concerning a Collea: dhi
population by examining a sample from that population.
At this point the difference between a statistically
significant result and a clinically significant result must be
thoroughly understood. Statistical decision should not be
interpreted as definitive but it has to balance with the
clinical and medical significance. Clinical significance
relates to the magnitude of the observed effect while
statistical significance answers the question of whether or
not the results are due to chance alone or otherwise. The
hypothesis testing procedure follows certain steps which Calculate the Test
are as listed in the flow chart (Fig - 9). In this chapter we Statistic Value (TS)
will explain in detail, the methods of statistical hypothesis
testing in the most common situations. Inferences from
single mean and proportion, difference between two
means (paired and unpaired t test) and differences
between two proportions. We will also deal with chi square
test. For the remaining situations, we will give a guide as
to which test should be used in a given situation and later,
in the subsequent chapter on common statistical software
(EPI - 2002). We shall demonstrate as to how all these test
can be done on computer using EP12002 software.

Hypothesis Testing: A Single Population Mean

Here we consider two situations about a population mean
) N
(1) When sampling is from normally distributed Make statistical

State the null and
alternative hypothesis

State assumptions

Determine
distribution of the

Compare Test
Statistic value and

population and population variance is known. decision
(Population may not be normally distributed but if
sample size > 30, replace population variance by
sample variance
P ) If TS value If TS value

(2) When sampling is from normally distributed

; - ; . < Table value | > Table value
population but with unknown population variance.

<.

Situation 1 Reject H,
When sampling is from normally distributed population

and population variance is known. (Population may not be

normally distributed but sample size > 30, replace

population variance by sample variance)

In the first situation the distribution of the test statistic Conclude H, may be Conclude H, may be
under null hypothesis follows a standard normal true true

distribution. The test statistic value which is a function of
null hypoth¢— = g distribution of the
sample mear 7= X~ Ho

ar
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................. (Equation 1)

If the sample on which we base our hypothesis test about
population mean comes from a population that is not
normally distributed but if we have large sample drawn
(n> 30) then by virtue of central
limit theorem we use the test
statistic value as

where § is sample standard
deviation .....ceeeeeenene (2)

which under null hypothesis follows standard normal
distribution.

Let us consider a hypothetical example. Researchers claim
that the mean age of population having a certain disease
'A'is 35 years. To prove their claim, a researcher collected
information from a random sample of 20 individuals
drawn from population of interest. Population variance is

known and is equal to O°= 25 with mean age of 20
individuals as 29.

Hypotheses

Null hypothesis is that the mean age of the population is
equal to 35.Hheld@native hypotHesid 7 3Rat the mean
age of the populationis not equal to 35.

against
Data
From the sample the mean age was computed as x=29.
Assumptions

It is assumed that the parent population from which the
sample is drawn follows a normal distribution. We also

assume that o.= 5% and population variance is known and
is equal to

0’=25

Test Statistic

Since we assume that population is normally distributed
and since population vari gce 'B;jmown, our statistic will

be givenby n(1x 5 = -5.36

75w

Distribution of test statistic

The test statistic if H, is true follows standard normal
distribution with mean of 0 and variance of 1.

Decision Rule

The statistical decision is taken by comparing the
calculated test statistic value with the table value of

standard normal curve against predecided value of o and
type of the alternative hypothesis. If the alternative

hypothesis is two tailed then o is divided in the two tails of
the standard normal curve into equal parts of a/2 each.

Rejection regio
a/2 =0.025

Acceptance
region
(0.95)

Rejection region
a/2 =0.025

-1.96 0

1.96

These areas are called as rejection areas. The decision of
rejecting the null hypothesis is taken if the calculated
value of absolute test statistic falls in this area i.e. rejects
H, if calculated value of absolute test statistic is =
ZHx/Z or= Z a/2

From the standard normal table for a.= 0.05 two tailed the
table value is 1.96. Whereas for one tailed alternative
hypothesis, o = 0.05, y < y, type the table value is -1.64
and for p > p, type the table value is 1.64. So we may reject
H, if calculated value of the test statisticis >1.96 or <-1.96
otherwise we do not reject H,. In the given situation we
take the statistical decision to reject the null hypothesis
since absolute value of test statistic (5.36) is greater than
the table value (1.96) Tables are provided at the end of
section.

Conclusion

We conclude that the mean age of the population with a
specificdisease'A'is not equal to 35 years (p<0.05).

Situation 2

When sampling is from normally distributed population
but with unknown population variance.

In practice we rarely know the population variance. Quite
often we face the situations where the sample size is less

than 30 and population variance 07 is not known. In such
cases we calculate the sample standard deviation (s) and

use this as an estimate of O. This adds another element of
uncertainty to our inference. Z statistics do not consider
this additional uncertainty. Therefore, we use a
modification of z procedures based on Student's t
distribution. Student's 't' distribution was discovered by
William Gosset who was working for Guinness brewing
company. He was not allowed to publish scientific
research, so he used the pseudonym “Student” to publish
his work. t distributions are similar to z distribution, but
have broader tails and less peaked at the center. As 'n'
increases, t distribution approaches normal distribution. t
tables are set up different than z tables. Each row is for a
particular degrees of freedom. Columns show cumulative
probabilities.(Tables are provided at the end of the
section)

When sampling is from normally

distributed population but

o unknown population variance the
s test statistic for testing

H,: p=p,is given as
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which under H, follows Student's t test with (n-1) degrees
of freedom (dfs).

Consider a hypothetical situation. Suppose the researcher
wants to know as to what extent the diabetics are over
weight. He collects information on the body weight in
terms of % of ideal body weightin 18 diabetics.

Hypotheses

We convert the claim to null hypothesis. Null hypothesis is
that “Diabetics are not overweight”. (Not overweight =
100% of ideal body weight). Therefore,

H,: p = 100 and alternative hypothesis can be H,: p # 100
(two-sided)

Data

{107, 119, 99, 114, 120, 104, 88, 114, 124, 116, 101,
121,152,100,125,114,95,117}

We calculate sample meanx=112.78 and sample standard
deviation (s)=14.424

Assumptions

It is assumed that the parent population from which the
sample is drawn follows approximate normal distribution.

We also assume that o = 5% and population variance is
unknown.

x—u, 112.78-100 _

= =3.76
/?Q; 14A%§iq§

Test Statistic

Since the population variance is unknown and n<30 the
test statistic is given by equation (3). Thus substituting the
values we get the calculated test statistic value as

Distribution of test statistic

The test statistic if H, is true follows student's t
distribution with (n-1) dfs.

Corteae = Gisrioose = Lizo7s = 2.11 (ttable)
Decision Rule

The statistical decision is taken by comparing the
calculated test statistic value with the table value of
student's 't' distribution. Since our calculated 't' value is
more than table value at that particular df (17) and at that
particular “two-tailed level of significance” (0.975), we
reject the null hypothesis at 5% level of significance.

Conclusion

We have significant evidence against H,. Hence we
conclude that diabetics are not having the same weight as
normals. (p<0.05)

Consider another situation. We know from our
background knowledge that the mean fasting blood sugar
level of non pregnant young adult women is 88 mg/dl.

=

With this background, we conducted a study on a sample
of 100 ladies in 2nd / 3rd trimester of pregnancy,
attending the obstetric department. We found that the
mean fasting blood sugar of this sample of 100 ladies was
102 mg/dl with a standard deviation (SD) of 14.
Apparently, our sample shows that the fasting blood
sugar, on an average is higher by (102-88) = 14 mg/dl
among pregnant ladies, as compared to non pregnant
ladies. We now want to see, statistically, whether this is a
significant finding or simply a matter of chance, i.e, simply
due to random (sample to sample) variations. To
summarize, this is a situation in which we are studying
only one sample and trying to compare the mean from this

102 -88
[=——— = _ = 10
s 14

sample with a known population mean. This is the "single
population mean" (or, one sample) situation. The
statistical procedure is followed as mentioned above. The
test statisticis

The "t' value so calculated is compared with the "t' table
value at degrees of freedom = (n-1)
df=(n-1)=(100-1)=99.

On looking at the "t'table we find that the “t'table value at
0.05 level corresponding to df =99 is approximately 1.98
and at 0.01 level it is 2.62. Since our calculated "t' value
(10) is much higher than this value we say that our results
are highly significant (p < 0.01); the higher average fasting
blood sugar that we have seen among our sample of
pregnant ladies is not likely to have come up simply
because of "chance" (the probability of its having occurred
simply by chance, i.e., random error is less than 1 in 100).
We finally conclude, clinically, that pregnancy definitely
leads toarisein fasting blood sugar level.

Hypothesis Testing: The Difference Between Two
Population Means

One of the commonest situations that a medical
researcher faces while testing his/her hypothesis is when
his/her interest is to see whether the two samples that
he/she has drawn, differ significantly from each other as
regards the "mean" of a particular variable of interest.
Apparently, the above situation will be possible when we
have recorded the data, in respect of that variable, on a
"numerical discrete", or on a "numerical continuous" scale.
At this point, it would be worth emphasizing that in case
the data has been recorded on a "numerical ordinal” scale
(eg, dyspnoea scores, cancer grades etc.), we would NOT
do testing for difference between "means". This is for the
simple reason, that though these figures (eg, dyspnoea
score 1, 2, 3 etc.) obviously look like mathematical
figures, they are not "mathematically meaningful”
numbers. In such cases, we should use non-parametric
tests for the differences between "medians”. In testing the

—E—
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hypothesis whether the means of the two populations
differ significantly or not we have one of the following
hypotheses formulated for our research:

1. H,: Y, = Y, against H,: y, # Y, which is equivalent to
saying
H,: Y,- ¥,=0againstH,:py,-u,#0

2. Hy -, 20againstH,;: g, -y, <0

3. Hy:p,-p, £0againstH;:p,-py,>0

Again we consider different situations about difference
between two population means (y, - Y,)

(1) When sampling is from normally distributed
population and population variance is known.
(Population may not be normally distributed but if
sample size > 30, replace population variance by
sample variance)

(2) When sampling is from normally distributed
population but with unknown population variance.

Situation 1

When sampling is from normally distributed population
and population variance is known. (Population may not be
normally distributed but sample size > 30, replace
population variance by sample variance)

In the situation when both the samples follow normal
distribution and population variances are known, the
distribution of the test statistic under null hypothesis
bution. The test statistic
llowing equation

In the situation when the samples do not follow normal
distribution but if the samples are large enough (=30) then
the distribution of the test statistic under null hypothesis
follows a standard
normal distribution for
assumed o. The test
statistic in this case is
calculated by the
following equation

(%) - )

Situation 2
When sampling is from normally distributed population

but with unknown

population variance.

In this situation the test
statistic is calculated by
first calculating the

pooled variance given by
2

s,. The test statistic is

b
then calculated by the
following equation.

2 _ (nl _1)S12 + (nz _1)S22

g n+n,—2

Where,

Under the null hypothesis the test statistic follows
student's t distribution with (n,+n,-2) dfs. Since under null
hypotheses there is no difference, y,and p,are assumed to
be the same and hence py, minus y,becomes zero.

The following is a hypothetical data set of a research study
to answer the question whether the serum cholesterol of
healthy adult males, living in hot desert areas is, on an
average, different (ie., significantly higher or lower) from
the average serum cholesterol of healthy adult males
living in temperate climates. The serum cholesterol values
of 12 subjects from the deserts and 14 subjects from
temperate climate are presented as under:

Serum Cholesterol Values(mg/dl)

Desert group (Total = 12) : 254,218,176, 242, 184, 239,
225,256,218,182,210, 191

Temperate Climate Group (Total = 14) : 210, 176, 194,
250,219,207,162,154,258,166,219,200,176,182,

Hypotheses

H,: u,=W,againstH,: y,# y,whichis equivalent to saying
Hy: W,- W,=0againstH,: y,- 4, #0

Data

As given above

2 (nl B 1)S12 + (nz B 1)522
n +n,—2

P

_(12-1)(28.2)° + (14-1D(31.5)°
B 12+14-2

=001.95

—E—
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. (v —x)- (. —w) _ (21625-19807)-0 _, o

\/901.95+901.95
12 14

Assumptions

Both the populations follow approximate normal
distribution with unknown population variances and o =
5%.

Test Statistic

Since population variance is unknown we use equation 6
to calculate the test statistic value.

Distribution of test statistic

If null hypothesis is true then the test statistic will follow
student's t distribution with (n,+n,-2). From the t table we
getthevalue against (12+14-2=24) dfs as 2.06.

Statistical Decision

Since the calculated test statistic value lies below the table
value we do not reject the null hypothesis (accept H,).

Conclusion

Serum Cholesterol levels of healthy adult males, living in
hot desert areas is, on an average, not different from the
average serum cholesterol of healthy young males living
in temperate climates. (p>0.05)

Paired Comparisons

The "t'test we have described above deals with situations
in which there are two different samples whose means are
to be compared. Sometimes, in medical research, we may
have either only one sample which gives us two sets of
readings (before and after readings) or else, we may have
two different samples which are very similar to each other
excepting for the factor which is being studied. Let us
have alook at the following examples :

(@) To study the efficacy of a drug in reducing the
Serum Cholesterol level, we took 10 healthy adult
males and measured their Serum Cholesterol
levels. These 10 subjects were then given the drug
for 1 month and the Serum Cholesterol levels were
again measured thereafter.

(b) For evaluating the skin irritant effect of an
industrial chemical, we applied the chemical (in
paste form, using paraffin jelly as the medium) on
the right forearm of 10 subjects, while on the left
forearm, only paraffin jelly was applied to serve as
control. After 24 hours, we measured the
maximum diameter of hyperaemia in millimeters
on both the forearms.

(c) For studying the effect of tobacco smoking during
pregnancy on the birth weight of the child, we took
a sample of 90 pregnant ladies who were tobacco
users. For each such lady, we took another
pregnant lady of same age, parity, income status
and duration of pregnancy but who was a non

smoker. In other words, we "pair - matched" each
subject (pregnant smoker) with a control
(pregnant non-smoker). We then followed up each
of the 180 subjects till delivery and recorded the
birth weight of the offspring in grams.

All the above three examples have very different
objectives and settings; however, they have one thing in
common - each data point of the first sample is related to a
unique data point of the second sample. These are the
situations of "paired samples”. Such "paired samples" may
represent two sets of measurements on the same subject
in a "before and after" fashion (thus, each subject serving
as his own control, vide example No. 1 above); or they may
be two exactly similar anatomic or physiological points
excepting for the factor under study (example No. 2
above); or, measurements on different people who are
chosen on an individual basis using "matching criteria", so
that they are very similar to each other, except for the
factor under study (example No.3 above).

The statistical procedure in such situations is the "paired"”
“t' test where we first

calculate the difference
between pairs of
observation i.e.
difference (d) between
before and after value.

_ 3 —Ha
~ SD(difference)
Vs

t

The n sample
differences then represent a sample from a normally
distributed population. The test statistic for testing the
hypothesis that the mean difference between the before
and after value =0 (p,=0) is as follows:

Where d is the sample mean difference, p,is hypothesized

Table - 9
Serum Cholesterol mg/dl

Subject| Before After Difference

No therapy therapy (d)
d1 d2 (=d1-d2)

1 306 280 +26

2 254 242 + 12

3 98 204 -6

4 242 238 4

5 236 228 +38

6 228 202 +26

7 286 264 +22

8 274 258 +16

9 208 209 -1

10 188 198 -10
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Hypotheses

H,: p,=0against H,:p,#0

Data

Now, the mean of the differences of the 10 observations
(+26, +12, + ----- -1, -10) comes out to + 9.7 and the

standard deviation comes outto 12.96 thus.
d=9.7, SD(difference)=12.96,n=10.
Assumptions

The observed differences constitute a random sample
from anormally distributed population and a = 5%.

Test Statistic

Using equation (7) for paired observation we get test
statistic value as

Statistical Decision

~ d—u, 9.7-0
Bl SD(d{ﬂerence/ - 12.9y =237
Vn V1o

df = (n- 1) = (10-1) =9

t

Now, turning to the t table, we find the t table value at p or
o =0.05and df =9is 2.26. Since our calculated "t' value
(2.37) is more than the table value (2.26) we conclude that
our results are significant i.e. we reject our null
hypothesis.

Conclusion

What we are in fact concluding is our sample of 10
subjects shows that there is a reduction on an average
by 9.7 mg/dldueto thedrug; and the "probability" that
in the large reference population (of millions of
persons who would be given the drug), the drug will
not lead to a reduction in Serum Cholesterol is less
than 5 in 100 chances; thus there are 95 in 100 chances
that the drug will lead to a reduction in Serum
cholesterol in the large reference population (p<0.05).

Once again, if we are using "numerical-ordinal" scales
then it should not be the "paired t-test" but rather a non
parametric test (Wilcoxon's signed rank test) that should
be used. For example, if we are comparing the "pain
scores" (0,1,2,3 etc) before and after a drug then we
should not use the paired t test as described above,
but the Wilcoxon's signed rank test.

Which test to use for difference in means of three or more
samples?

If we are comparing the means of 2 samples, then we use
the 't' test as described earlier. However if we are testing
the difference in means between 3 or more samples then
we should not use 't' test. In such situations we should
use ANALYSIS OF VARIANCE (ANOVA). For example if we
want to see whether the average Hb% level is different
among pure vegetarian, ovo-vegetarian and non-
vegetarian pregnant women, then we would use ANOVA.
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Testing for Proportions

In clinical trials one may count the number of times an
event occurs. For example number of successful
outcomes, number of failures or number of patients
recovered after administration of drug etc. This
proportion may be compared with a hypothesized value or
we may study a two sample problem in which trials are
conducted in two independent study groups. Similarly
patients in one group may receive new treatment drug and
another independent group may receive existing
conventional treatment. We may be interested in
comparing the proportion of patients attacked by disease
after administration of the treatment in the two
populations. The population proportion is denoted by ‘1r'.
The testing of hypothesis about population proportion is
carried out in the same way as means.

Hypothesis Testing: A Single Population Proportion

In testing a single population proportion denoted by
against a hypothesized value of T, approximate normality

assumptions holds true if the sample size is large. The test
statisticis given as

P—7
w,(1-7,) (8)

N
Il

n

Which when the null hypothesis is true follows a standard
normal distribution. Here p is the sample proportion and
M, is the hypothesized population proportion.

Consider a hypothetical example. In clinical studies of an
anti-allergy drug, 70 of 781 subjects experienced
drowsiness. A competitor claims that 8% of users of his
drug experience drowsiness. Use a 0.05 significance level
to test this claim.

Hypotheses
Ho: =1, (0.08) againstH,: m# 1, (0.08)
Data

The data obtained on drug says 70 out of 781 subjects
experienced drowsiness. Hence,p=70/781=0.089

Assumptions

The random sample is drawn from a normally distributed
population and o = 5%.

Test Statistic

The test statisticis given by equation 8

I T, _ 0.089-0.08 - 099
r,(1-7,) 0.08(1-0.92)
n 781

Distribution of test statistic

The test statistic, if H, is true, follows standard normal
distribution with mean of 0 and variance of 1.

Decision Rule

For o = 0.05, the standard normal table value is 1.96. So
since the test statistic value is less than the table value we
fail to reject the null hypothesis.

Conclusion

There is not sufficient evidence to warrant rejection of the
claim that drowsiness will be less among users of the
competitors drug vis-a-vis the drug used by us (p>0.05)
Hypothesis Testing: The Difference Between Two Population
Proportions

This is the most common situation in medical research.
We test the null hypothesis that the difference between
the two proportions is zero or some other value. When the
null hypothesis is stated as m, = m, (two population
proportions are same), it means that m, - m, = 0 we are
testing the hypothesis that (difference between two
population proportions is zero). The test statistic is given
as,

(p1 _pz) _(7[1 _7[2)
SE

=Pz

z =
where,
p, and p, are sample

proportion values.
x, & x, are numbers in the first and second samples

=
SE = pd-p) prd-p) e
L n, n, n+n,

X, +Xx,

possessing the characteristic of interest. The test statistic
under null hypothesis follows standard normal
distribution.

Consider a hypothetical example where we sampled 55
males in their adolescent ages. 24 of them were obese.
Another sample of 149 females had 36 obese ladies. Can
we conclude that in the sampled populations the
proportion of obese males is higher than that of females ?
Hypotheses

Ho: 1, <, or m,- m,= 0 against H,: >, or m,- m,>0, T, and
T, are proportions of obese in male & female populations
respectively.

Data
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The data gives the sample proportion values as p1=24/55
= 0.44 and p2=36/149 = 0.24.p = (24+36)/ (55+149) =
0.29

Assumptions
The two independent simple random samples is drawn
from a normally distributed population and o= 5%.

Test Statistic
The test statistic is given by equation 9

o= (p1 _pz)_(ﬂ-l _7[2)

0.44—0.24
= = 2.71
\/ 029(1-029)  0.29(1-0.29)
55 149

Distribution of test statistic

The test statistic, if H, is true, follows standard normal
distribution with mean of 0 and variance of 1.

Decision Rule

For o= 0.05, the standard normal table value is 1.645 for
one tailed hypothesis. So since the test statistic value is

greater than the table value (2.71 > 1.645) we reject the
null hypothesis.

Conclusion

There is sufficient evidence that proportion of obese in
male population is significantly higher than female
population (p<0.05)

127
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Hypothesis Test for Counts and Non Parametric Tests

The hypothesis testing procedure discussed earlier,
whether z test, unpaired t test or paired t test required the
population distribution to be normal or approximately
normal. In medical research many times we are not sure
about the underlying distribution of the population. In
such cases we apply non parametric tests which are not
based on the assumption of normality of population
especially when the sample size is small (n<30). Since they
do not assume any distribution they are also called as
distribution free tests. Non parametric tests are weaker
than parametric tests. Few of the commonly encountered
non parametric tests are discussed below.

Hypothesis Testing for Categorical Data

The previous section of hypothesis testing dealt with
situations when we had discrete or continuous, i.e.,
“quantitative or numerical variables”, which could be
measured. Apart from above mentioned situations many
times medical research deals with situations involved with
comparing two groups with the presence and absence of
various diseases. Here the qualitative or categorical
variables are measured in terms of “counts”. The
statistical tests used for such variables which do not
assume normality of the variable are specific and called as
nonparametric tests. These are also called as distribution
free test. These tests are weaker than parametric test and
require fewer assumptions. For categorical data the test
used is called as chi-square test (X’ test). Chi-square tests
have three applications.

(@) X° test for independence to test whether two or
more characteristics are associated (independent)
to each other.

(b) X test for goodness of fit to study whether two or
more independent populations are similar with
respect to some characteristic.

(c) X’ testfor homogeneity to study whether two study
groups independently drawn from two
populations are homogenous with respect to
some criteria of classification

Table - 10 : X* test for Independence

In all the three situations the test statistic takes the same
formula given as follows :

Z(Oij _Eij)z
E.

4/

X =

where O, and E; are observed and expected frequencies
fori" row andj" column.

When the information is collected in counts it is compiled
and presented in a table called as contingency table. When
both the qualitative variables are dichotomous the tabular
presentation takes the form of 2 x 2 contingency table (2
rows and 2 columns). In general we can have r x c
contingency table where r is number of rows and c is
number of columns. Under the null hypothesis the test
statistic follows a chi-square distribution with (r-1)x(c-1)
degrees of freedom.

Let us illustrate the procedure of Chi-square test using the
hypothetical example on the association between
maternal age and congenital malformations. Let us say,
we started with the research issue as to whether advanced
maternal age (>35 years) is associated with congenital
malformations among the children. We took a sample
each, say, 500 pregnant ladies aged > 35 years and
another 1000 pregnant ladies aged upto 35 years and
followed them till delivery. We found that out of the 500
children born to ladies > 35 years, 50 had congenital
malformations, while out of 1000 ladies upto 35 years,
there were again 50 children born with congenital
malformations. We would thus proceed to test the
research hypothesis that the age of mother and congenital
malformations are associated. This research hypothesis
would be tested against the "Null Hypothesis" which
states "There is no association between congenital
malformation and age of mother”. (Age of mother and
congenital malformation are independent to each other).
The outcome variable of interest is dichotomous (either
malformed child or normal child)

Number of Children
Samples Having Congenital Not having Total
of ladies malformations Congenital malformations
> 35 years (0,,)50 (10%) (0,,)450 (90%) 500 (100%)
(a) (b) (a+b)
<35 years (0,,)50 (5%) (0,,)950 (95% 1000 (100%)
(o) (d) (c+d)
Total 100 (6.67%) 1400 (93.33%) 1500 (100%)
(a+b) (b+d) (n)
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0,,0,, O,, and O,, (Equivalent to a, b, c and d) are the
observed frequencies in our sample. To calculate the chi-
square test statistic value we are first required to calculate
the expected frequencies. Expected frequencies are the
one that we expectif null hypothesis is true and is given by

Expected _(Marginal row total) X (Marginal column total
frequency n

|

Thus for the above example we have expected frequencies
for each cell as follows :

E,,=(500X100)/1500 = 33.33
E,,=(500X1400)/1500 = 466.67
E,,=(1000X100)/1500 = 66.67
E,,=(1000X1400)/1500 = 933.33

Test Statistic
Test Statistic for chi-square tests is given by

_ Z(Ozj B Eij)z
B E.

y

X2

where O, and E; are observed and expected frequencies
fori" row andj" column.

Substituting the values from the above example we get

_(50-33.33)° (450-466.67)", (50-66.67)',(950-933.33
~33.33 466.67 66.67 93333

X=13.39
Distribution of the Test Statistic

Under null hypothesis the test statistic follows a chi-
square distribution with (row-1) X (column-1) degrees of
freedom. For the above problem we have (2-1) X (2-1) =1
degree of freedom. For 1 df and assumed a level of
significance the chi-square table value is 3.84.

Statistical Decision

If the calculated test statistic value is greater than table
value we reject the null hypothesis otherwise accept it.
Since our calculated test statistic value = 13.39 > 3.84 we
reject null hypothesis.

Conclusion

On the clinical front we conclude that there is a definite
relationship between advanced maternal age (> 35
years) and congenital malformations in the offspring.
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Advanced Statistical Techniques

The most commonly used statistical procedures in
medical research are the “z” test for comparing two means
or two proportions, the unpaired and paired 't' tests and
the chi-square test, the details of which have been
explained in this section. There are certain situations
when different statistical techniques are required. The
medical researcher should have an orientation to these
procedures so that he/she can decide as to which
procedure is most appropriate. As regards actual
calculations, the same can be easily undertaken with
statistical software EPI-2002, details of which are being
described in the next section.

Which testto use

As we said earlier, in the previous section on Research
Methodology, the prototype scenario is to study an
association between a given exposure variable and an
“outcome” variable. (Please refer to detailed discussion on
2 x 2 table in that chapter). Now, we must first decide as to
which “scale” have we recorded the exposure and the
outcome variable. (i.e., Quantitative Continuous, Discrete
or Ordinal; or, Qualitative- Dichotomous, polychotomous
nominal or polychotomous ordinal) Next, depending on
the scale on which the exposure and outcome variables
have been recorded, the appropriate test can be used.

1. For testing one to one (Univariate) relationship between
exposure and outcome variable (Table - 11).

2. One to One (Univariate) Situation of Paired (dependent)

samples or 'Before and After' situations
(@) ForMeans : Paired 't' test
(b) For proportion : McNemar Chi square
(c) ForMedians : Wilcxon Signed Rank test.
3. Ifthe outcome variable is dependent on time (as survival)
Use Survival analysis method as Kaplan Meier method
4. For control of confounding (Bivariate or multivariate analysis)

(@) For one or two confounding variables and when
both the exposure & outcome are recorded on
qualitative (usually dichotomous) scale: Mantel-
Haenszel's stratified analysis

For one or two confounding variables and when
either exposure or outcome are recorded on
quantitative (Continuous, discrete or ordinal)
scale : - Two way or Multiple way ANOVA.

(c) When alarge number of confounding variables are
to be controlled.

(i) If outcome variable is recorded on
quantitative (Continuous or discrete
numerical) scale: Multiple Linear Regression
Model.

If the outcome variable is recorded on

dichotomous scale: Use Multiple Logistic
Regression

If the outcome variable is a dichotomous
variable but dependent on some type of time

(b)

(i)

(iii)

duration, as survival time Use Cox
Table - 11
O U T C O M E
Continuous Discrete Numgrlcal Dichotomous Polychot.omous Polycho.tomous
Ordinal Nominal Ordinal
Pearson Pearson
Continuous Correlation & | Correlation & Spearman_Rank ‘t’ test ANOVA ANOVA
; - correlation
Regression Regression
L Pearson Pearson
Discrete Correlation & | Correlation & Spearman_Rank ‘t’ test ANOVA ANOVA
o ; X correlation
Regression Regression
> Numerical [Spearman Rank|Spearman Rank|Spearman Rank| Mann Whitney | Kruskal Wallis | Kruskal Wallis
" Ordinal correlation correlation correlation U test test test
. ; . Chi Square for
(@} . ip1 i Mann Whitney | Chi Square for | Chi Square for | |; :
Dichotomous t’ test t’ test U test OX2 table Xc table linear tre'nd in
5 proportions
Polychotomous Kruskal Wallis | Chi Square for | Chi Square for | Chi Square for
X
Nominal ANOVA ANOVA test rXc table rXc table rXc table
- Chi S f
Polychotomous Kruskal Wallis | ;' 29uare for Square for | Chi Square for
Ordinal ANOVA ANOVA test linear tre'nd n rXc table rXc table
proportions
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Proportional Hazards Regression model.
Fisher Exact Testfor2 x 2 table

Many times we face the situation where the variables of
classification are qualitative but the sample size is too
small. Chi-square test fails when the sample size is less
than 30. In such situations instead of using chi-square test
we should use Fisher Exact Test.

McNemar Test for related data

In the situation of a chi square test, as described earlier, if
“paired matching” has been done then McNemar test
should be done instead of ordinary Chi square test.

Medain based Non Parametric test:

At times when the scale of measurement has been ordinal
numerical (as rank achieved, grade of dyspnoea,
economic status and so on) we should compare the
medians rather than the means, using certain non
parametric tests. The following tests are commonly used:-

(@) Mann-Whitney 'U' test : When medians of the two
independent samples are to be compared. It is the
counterpart of unpaired 't' test.

(b) Wilcoxon Signed Rank test : When the medians of
the paired samples are to be compared. It is the
counterpart of “paired t test”.

(c) Kruskal Wallis test : When medians of three or
more samples are to be compared. It is the
counterpart of ANOVA.

Regression Techniques

Often in medical research it is desirable to analyse the
relationship or association between two quantitative (i.e.,
continuous, discrete or numerical ordinal) variables. The
nature and strength of relationship that exists is
examined by regression and correlation analysis. When
the objective is to determine association or the strength of
relationship between two such variables we use
correlation coefficient (r). If the objective is to quantify
and describe the existing relationship with a view of
prediction we use regression analysis. Before we develop a
mathematical model describing relationship we should
first plot the scatter diagram of the variables. A scatter
plotis avisual description of the relationship between two
continuous variables.

Correlation Coefficient(r)

We have two types of correlation depending on whether
the variables are continuous variables and joint
distribution is following normal distribution or not.

Pearson Correlation Coefficient

This correlation coefficient works when variables are
continuous variables and joint distribution is following
normal distribution.

The correlation coefficient ranges between -1 to +1. A
correlation of zero indicates no association whereas a
correlation of 1 indicates perfect association. The sign of
correlation coefficient provides information on the type of
association between the variables. If it is positive then
high values of one variable will be associated with high
values of the other variable and if the correlation

coefficient is negative then low values of one variable are
associated with high values of other variable. The
interpretation of ris shown in Table- 12.

Spearman correlation coefficient

Sometimes the variables are not normally distributed but
are ranked in order then the appropriate correlation
measure is Spearman rank correlation coefficient. The

§Qt§|%r_m|s§1:qﬂ(égdpéﬁgﬁbﬁo&fficient alsoranges from-1 to +1

Value of r

If O<r<=0.25
Between 0 and +0.25

If +0.25=r < +0.50

Relationship
Little or no linear relationship.

Fair degree of linear
relationship

Rat FaYie Nl | FaY
DTIWCCTIT TU. 20 dallu TU.

If £0.50 =r < +0.75
| Between +0.5 and +0.7

If r=+0.75

d

Moderate to good linear

relationship.

Very good linear relationship.

and is interpreted in the same way as the Pearson
correlation coefficient.

Coefficient of determination

Coefficient of determination is defined as square of
correlation coefficient. It is the amount of variation in the
dependent variable accounted for by the independent
variable. In other words if coefficient of correlation (r)
between age and blood pressure is 0.8 then coefficient of
determination r’ = 0.64. This is interpreted as 64% of
variability in blood pressure is accounted by age whereas
the remaining 36% is not by age. Other factors such as
weight, diet and exercise may account for the 36%
variability in blood pressure.

Simple Linear Regression

In simple model we have one outcome or dependent
variable associated with only one independent variable.
The line describes the linear relationship between the
variables. We predict the dependent variable by a straight
line equation.

Multiple Linear Regression

Multiple regression is the extension of simple linear
regression except that in this regression model we have
more than one independent or explanatory variables, and
the outcome (dependent) variable is continuous or
discrete numerical scale.

Multiple Logistic Regression

In logistic regression, the outcome variable or dependent
variable is dichotomous (Died/Alive, Yes/No,
Present/Absent). Logistic regression is widely used in
medical science since the medical researcher many a
times is interested in presence or absence of a condition
or disease and also the coefficients derived from logistic
regression can be interpreted as odds ratio.

—E—
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Survival Analysis

The various statistical situations that we have considered
till now relate to “risk” or to “prognosis” or treatment
related outcomes. However, sometimes the research
question may be more interesting and somewhat different
from the above mentioned situations. For example, the
question could be “what are the chances that a case of HIV
infection acquired due to blood transfusion would be
surviving at the end of 6 years?”; or, “what are the chances
that a lady who has been diagnosed as cervical cancer by
early screening and treated would be alive at the end of 5
years?” or in general how long people with a life threatening
disease survive following treatment. The analytical
methods used to draw inferences regarding the chances
of surviving / dying / getting cured/getting diseased (in
short, the chances of developing the “outcome of
interest”), over the various points of time are answered by
“survival analysis”. Thus survival analysis deals with
situations where the outcome is dichotomous and is a
function of time.

Suppose patients suffering from a life threatening disease
'A' are treated with two treatment modalities and followed
over specific time period say 5 years. The study continues
during which any of the following three situations may
occur.

(1) The event of interest (death of patient due to
disease'A") has occurred.

(2) The patient is lost to follow up, from death due to
cause other than disease 'A’ or has left the study by
moving out of area etc.

(3) The event of interest (death of patient) does not
occur till the end of study. i.e. the patient is alive
when the study is terminated.

The time from enrollment to experiencing one of the
above situations is called survival time. In situations 2 and
3 the survival time of patients is called as censored
survival time. Thus all those who achieve the outcome of
interest are “uncensored” data while those who do not
achieve the outcome are “censored” data.

Visual representation of the survival experience of
e (Event-1)

wv

c

o o (Event - 2)

T

o

o (Event - 3)
tl t2 t3 t4 t5 (end of study)
Time
e®Uncensored survival time oCensored survival timg

patients against time is represented by survival curves.
Thus survival curves show the percentage surviving
versus time. The following is a graph depicting survival
curve.

1.0

0.8

0.6

0.4_

0.2

Proportion surviving

0.0

T T T T T T T 1
1 2 3 4 5 6 7

Time (Years)

Most real life survival curves are usually shown as
staircase curves with a step down each time there is a
death. This is because the survival curve represents the
actual experience of a particular group of people. At the
moment of each death, the proportion of survivor's

1.01
0.9-
0.8-
0.7-
0.6
0.5
0.4_
0.3_
0.2_]
0.1

0.0

Survival Proportion

T T T T T T 1
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Time (Years)

decreases.
Comparison between two survival curves

The curves may compare results from different
treatments as in the graph shown below. If one curve is
continuously "above" the other, as with these curves, the
conclusion is that the Treatment "A” associated with the
higher curve was more effective for these patients then
Treatment “B”. The two lines represent the two "survival
curves".

The vertical (or Y) axis of the graph is the percentage of
patients in the group surviving. The horizontal (or X) axis
represents time, starting from the time of diagnosis, or
the time that treatment starts. As time goes on, some of
the patients die and the curve steps down each time this
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happens. Most of the times these curves flatten out at the
ends suggesting that some patients in each of the two
groups are cured or at least are long term survivors,
though the odds of that are obviously much greater for the
upper curve.

There are number of methods of analyzing a survival data.

Life table method accounts for differences in follow-up
time and also account for changes in survival rate over

time. It breaks the follow-up period of the study into
intervals and then calculates the proportion of people at
risk at the start of each interval who survive until the start
of the nextinterval.

There are two methods to calculate life tables.
(a) Actuarial method
(b) Kaplan-Meier method.

The basic difference between the two methods is the
interval classification. The actuarial method adopts fixed
class intervals which are most often year following the end
of treatment given. The Kaplan-Meier method uses the
next death, whenever it occurs, to define the end of the
last class interval and the start of the new class interval. In
both the methods the statistical test applied to test the
null hypothesis that there is no difference in survival rates
of the patients treated with two different treatment
modalities (comparing two survival curves) is the Log-
Rank Test. Log-Rank test does not control for
confounding. To control for confounding we use another
test called as Cox proportional hazards regression. The
mathematical calculation of the two tests is not discussed
in detail but we only need to know that in medical research
articles when we see Log-Rank test applied, a crude test
for difference in survival curves was conducted whereas
when we come across Cox proportional hazard model
then the comparison in survival curves was conducted
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Sample Size Determination

In the initial chapters, we have highlighted that the major
reason for utilizing statistics is because we study a sample
instead of complete population. Research studies
(surveys, experiments, observational studies, etc.) are
always better when they are carefully planned.
Determining sample size is a very important issue and
hence must be planned carefully because samples that are
too large may waste research time, resources, patient
effort and money invested in clinical trial, while samples
that are too small may lead to inaccurate results. Also, it
may be considered unethical to recruit patients into a
study that does not have a large enough sample size for
the trial to deliver meaningful information. Thus to ensure
that a statistical test will have adequate power, one usually
must perform the exercise of calculating how large an 'n’
(sample size) is required. It is not possible to compute a
sample size for certain types of experiments because
prior information is lacking or because the success of the
experiment is highly variable. These studies are called as
pilot studies. Pilot experiments are designed to explore a
new research area to determine whether variables are
measurable with sufficient precision as well as to check
the logistics of a proposed experiment. Usually a pilot
study is conducted by taking an approximate sample size
of 30 or less. In most of the other research designs (for
hypothesis testing) the sample size calculation depends
upon the four major components viz the power, the level
of significance, the effect size or the expected parameter
value in the population and the expected size of the
treatment effect sought. We have already discussed that
power of a study is its ability to detect a true difference in
outcome. This is usually chosen to be 80%. If study power
is set at 80% it accepts a likelihood of one in five (that is,
20%) of missing such a real difference i.e. the study will
have 20% possibility of a "false-negative" result. Level of
significance is predefined before we start the experiment.
The chosen level of significance or Type | error is the
probability of detecting a treatment effect when no effect
exists (leading to a "false-positive" result) and defines the
threshold "p value". Results with a p value above the
threshold lead to the conclusion that an observed
difference may be due to chance alone, while those with a
P value below the threshold lead to rejecting chance and
concluding that the intervention has a real effect. The type
| error is most commonly set at 5% (or, sometimes at 1%).
This means the investigator is prepared to accept a 5% (or
1%) chance of erroneously reporting a significant effect.
The effect size is the biologically significant difference
which is specified from a detailed review of literature,
from experts or by conducting a pilot study. This is
defined as “minimum detectable RR or OR or Treatment
Effect (TE)”. We consider below sample size determination
in simple situations of estimation alone and not

hypothesis testing. In hypothesis testing along with q,
power is also considered.

Sample Size determination for Estimating a Mean
Sample size 'n'is given by

2 2
n> 41—11/20-
d2

where,

d isthe precision or margin of error. In other words it
is the acceptable deviation between the
hypothesized value and the true value of
population parameter assuming 95% confidence
interval.

O is the population standard deviation which is
estimated from pilot study or from previous
similar study.

Z,,is the table values for alpha error corresponding to
the standard normal distribution. This is 1.96 at
5% (i.e. 0.05) and 2.57 at 1% alpha error (two
tailed).

Sample Size determination for Estimating Proportion

The procedure in estimating sample size for proportion
remains same as in case of means. Assuming that

n > lea/2pq
_—d2

population is large we determine the sample size by
following equation.

where,

p is the proportion in population possessing the
characteristic of interest and g=1-p. This expected
proportion in population is estimated from
literature or pilot study. If nothing is known of p
thenitcanbeassumedto 0.5.

d isthe acceptable deviation

Z,.is the value of two tailed alpha error; this is 1.96 at

5% (i.e. 0.05) and 2.57 at 1% alpha error (two
tailed). For one tailed alpha error this will be 1.64
at0.05and 2.33 at0.01 levels of alphaerror.

Sample Size determination for Estimating Difference between
Means

For comparison of means in two independent samples the

sample size calculation remains similar to single
2 2
Z"1— /70
nz ‘;’1;

population mean. Heren,=n,=n
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where it is assumed that O, and O, are same and equal to

0. If they are not equal their average can be taken as an
estimate of the standard deviation.

Sample Size determination for Estimating Difference between
Proportions

The method of sample size determination for estimating
difference between proportions is slightly tedious than for
single population proportion. No estimate of standard
deviation from previous work or literature is required but
the actual proportions in the two populations must be

1> Zean (P + P2G5)
> yE

specified as well as their difference (d).

where p, and p, are proportion in population possessing
the characteristic of interestand ¢,=1-p,and ¢,=1-p,.

Sample Size application for hypothesis testing in a case control
and a prospective studies

In a case control study besides giving specifications for
acceptable alpha error and acceptable beta error, the
proportion of the persons without the outcome who are
likely to give a history of the exposure (i.e. proportion of
controls who are exposed) and the minimum risk (i.e. the
minimum Odds Ratio that our study wants to detect)
needs to be specified.

In case of a prospective study besides giving
specifications for acceptable alpha error and acceptable
beta error, the proportion of subjects those who are not
exposed to the exposure but are likely to develop the
outcome and the minimum risk (i.e. the minimum Relative
Risk that our study wants to detect) needs to be specified.

Once the above specifications have been made, the
calculation becomes simple by the following formula:

. (Zl—a/2 + Zl_ﬂ)z * ]) *q
(P, = o)’

n

where
n =minimum sample size for each group

Z,,.=Vvalue of alphaerror

Z,, =value of beta error;

For the usual situation when

alphaerror=0.05 two tailed, the value is 1.96 and for
betaerror=0.20,itis 0.84

P, =Proportion of those “without the exposure” who

are likely to develop the “outcome” (in a
prospective study) or Proportion of those without
the outcome who are likely to have the exposure (in
acase control study).
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The value of P, would have to be specified by us. The
methods of obtaining the same are extensive reading into
the subject, discussions with experts, or finally, by
conducting a pilot study if required. Once P, is specified P,
is then obtained as follows

In a Prospective study

p __ P XRR
'+ P, (RR-1)
In a Case-control study
p __P,XOR
1 ~(1+ P, (OR- 1)
and then calculate P&gqas
P PO;FPI
g =(1-P)

(Please note: Sample size determination is discussed in
detail with examples in next section on EPI 2002. Hence it
is suggested that the readers also review the details given
in that section)
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Methods of Sampling

To draw conclusions about population from sample, there
are two major requirements. Firstly, the sample size
should be adequately large, an issue which has been
discussed in the previous chapter. Secondly, the sample
has to be selected appropriately so that it is representative
of the population Sample, should have all the
characteristics of the population. In other words a sample
is expected to be mirror of the population from which it
comes. Sampling techniques is concerned with the
selection of representative sample, especially for the
purposes of statistical inference. We will discuss few of the
important sampling techniques adopted in medical
research.

Simple Random Sampling (SRS)

In this method the individual units constituting the sample
are selected at random. Each unit in the population has an
equal chance or probability to be selected in the sample.
For this reason, it is sometimes referred to as a probability
sample. There are two types of random sampling, simple
random sampling with replacement and simple random
sampling without replacement. In SRS with replacement
the selected unit is replaced back to the population and
again has the chance of getting selected. In SRS without
replacement, which is the usual method in medical
research, the selected unit is not put back in the
population and hence the population size reduces by one
at each selection. Random samples can be drawn by
lottery method or by using random number tables. In
Lottery method we make small chits of paper for each unit
in the population which are folded and then mixed
together. From this the required number are picked
blindly. For example, if you want to select 10 subjects
randomly from a population of 100, you can write their
names, fold them up, mix them thoroughly then pick ten.
In this case, every name had an equal chance of being
picked. The other method of drawing a random sample is
by using random number tables. This method is possible
only with finite population i.e. when the population size N
is known. The technique of selecting random sample with
the help of these numbers is very simple. Suppose we have
to select a sample (n) of 100 subjects from a population of
500 (N). We first make, a serial list of each and every
subject of the 500 subjects in the population. This is
called the “sampling frame”. Then from the random
number table, random numbers are selected row wise or
column wise. Since 'N' (500) is of 3 digits, the random
numbers selected are also 3 digits. If the selected random
number is less than N, then the unit corresponding to that
random number from population is selected in the
sample. However if the selected random number is greater
than N then the remainder after dividing the random
number by N is selected in the sample. For example if
selected random number is 167 then the unit
corresponding to this number in the sampling frame is
selected in the sample. But if the random number is 641
then the remainder after dividing 641 by 500 is 141. Thus
the unit corresponding to 141 in the sampling frame is
taken in the study. Simple random sampling is very

scientific but the practical problem is that it may be quite
difficult, often impossible to make a complete list of all
subjects in the population from which the sample is to be
selected.

Stratified Random Sampling

In this method the complete population is divided into
homogenous sub groups called strata and then a stratified
sample is obtained by independently selecting a separate
simple random sample from each population stratum.
This gives equal chance to the units in each stratum to be
selected as sample. The total sample is the addition of
samples of each stratum. Population can be divided into
different groups based on some characteristic or variable
like income or education. The advantage of this sampling
procedure is that each subgroup, however small, has
representation in the total sample. For example, if we
draw a simple random sample from armed forces
population, a sample of 100 may contain only 7 to 8
officers, 15 to 20 JCOs and 70 to 80 Other ranks (OR). To
get adequately large representation for all the three rank
structures, we can stratify on rank and select simple
random samples from each of the three strata.

Systematic Random Sampling

A systematic random sample is obtained by selecting one
unit on a random basis and then choosing additional units
at evenly spaced intervals until the desired number of
sample size is obtained. For example, if there are 100
students(N) in a class and we wish to select a sample of 20
students (n) from them by systematic random sampling
procedure, than the first step is to write the names of 100
students in alphabetical order or their roll numbers one
below the other. In the systematic sampling procedure we
divide N by n to get the sampling fraction (k). Thus in the
example k=100/20 = 5. Next we randomly select any
number between 1 to k i.e., between 1 to 5. Suppose the
number we select is 4. Then the student number 4 is
selected in the sample. Thereafter every kth student is
selected in the sample until we reach the last one. Thus the

student’s corresponding to numbers 4, 9, 14, 19, ..... 99
areto be selected in the sample.

Cluster Sampling

Cluster sampling is used when the population is

heterogeneous. Clusters are formed by grouping units on
the basis of their geographical locations. A cluster sample
is obtained by selecting clusters from the population on
the basis of simple random sampling. From the selected
clusters each and every unit is included for study. Cluster
sampling is very useful method for the field
epidemiological research and for health administrators. A
special form of cluster sampling called the “30 cluster
sampling” has been recommended by the W.H.O. for field
studies in assessing vaccination coverage. In this a list of
all villages (clusters) for a given geographical area is
made. 30 clusters are selected using Probability
Proportional to Size (PPS). From each of the selected
clusters, 7 subjects are randomly chosen. Thus a total
sample of 30 x 7=210 subjects is chosen.
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Multistage Sampling

In this method the whole population is divided in first
stage sampling units from which a random sample is
selected. The selected first stage is then subdivided into
second stage units from which another sample is selected.
Third and fourth stage sampling is done in the same
manner if necessary. For example in an urban survey in a
state, a sample of towns may be taken first and then in
each of the selected towns a second stage sample of
households may be taken. If needed further from each of
the selected household a third stage sample of individuals
may be selected. Since the samples are selected at each
stage the method is called multi stage sampling.
Randomization (Random allocation)

‘Randomization’ is different from random sampling.
Randomization (or, random allocation) is a method used
for allocating selected subjects (already selected by
random sampling method) into 2 or more than 2 groups
with a view to ensure that these groups are similar in all
respects excepting for the drug or vaccine etc that we are
interested in administrating to them. Randomization
ensures that the treatment groups are comparable with
respect to other factors (such as age, sex, severity of
illness) which might be associated with the outcome.
Hence if a difference in response between groups is seen,
we can be confident that this is due to the treatment,
rather than due to other factors.

Random allocation can be done in many ways from tossing
a coin to using random number tables. For example, keep
tossing a coin and all patients who get "heads' get drug
*X'" and all patients who get "tails' get "Y'. If there are 3
groups (drugs X,Y,Z), toss a die and all patients who get 1
and4gotoX,2and5gotoYand 3 and6gotoZor, more
scientifically, we should use a random table and all
subjects getting even numbers go to X' and all getting
odd numbers getY.

Let us say, we are having an experimental study in which
we are studying a new drug 'X" against an existing drug 'Y".
Our sample size calculations indicated that we will need
10 subjects in each of the groups 'X' and 'Y' (total 20
subjects).

Now, the first step is to decide by any “random” (fair play)
process as to which all random members so selected will
get treatment 'X' and which will get 'Y'. This we can do by
keeping two chits, having written 'X' on one and 'Y' on the
other. Similarly, place another 2 chits (with “even” written
on one and “odd” written on the other) in another box.
Now, ask any impartial observer to pick up one chit from
each box. Let us say that chits drawn were 'X' from one box
and “even” from the other. Thus, we will give treatment “X”
to all even random numbers so selected and “Y” to all odd
random numbers. Next, make a table, listing all the 20
patients as seenin Table 12.

Now, select any random starting point from the random
numbers table by dropping a pencil. Let us say, out of the
35 rows and 36 columns in our random number table, we
picked up the intersection of 29th row and 4th column, i.e.
number 9. Now note down this number against patient No.
1. From here we proceed down the 4th column, noting the
numbers against the patient's serial numbers and

Table - 12
Patient Random Even Treatment
No. No. or odd (X orY)
1
2
3
pil

N
D

ignoring any zero. Once we come to the end of column 4,
we continue with column no. 5 Thus, the next number
after 9is zero hence we ignore it; we take the next number
i.e. 7, and write it against patient No.2. The next random
member is 8 and we write it against patient No. 3. We
continue this process till a random number has been
allocated to each of the 20 patients. Now, in the next
column of our above table we write down whether the
random number selected for the particular patient is odd
(O) or even (E). Thus, the random number given to the first
patientis 9, i.e., odd and we write 'O' opposite it, similarly
we write 'O' and 'E' respectively for 2nd and 3rd patient
and so on. Now, in the fourth column with the heading
“treatment X and Y” write X for all patients getting 'E' and
"Y' for all patients getting 'O'". The final table will look like in
Table - 13

Patient Random Even Treatment
No. No. or odd (XorY)
1l 9 (0) Y
Zs 7/ O Y
3. 8 E X
4 4 E X
5z L © Y
6- 1 © Y
75 7 O i
8. 8 E X
9 9 0 Y
10 2 E X
11 8 E X
12. 7 () Y
13. 1 (0) Y
14. 8 E X
15. 6 E X
16. 8 E X
17. 8 E X
18. 5 (0) Y
19. 9 (0] Y
20. 6 E X

137
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Miscellaneous Topics

Qualitative research methods

Till now the research and analysis that we have considered
falls into the category of Quantitative Research.
Qualitative research in contrast deals with the indepth
response of the individual with respect to different issues
onwhich the information is gathered. In other words when
it is subjective matter it is best answered by qualitative
research techniques rather than quantitative research
techniques. Qualitative research gathers information
from individuals about the issue of interest. In presence of
a particular problem qualitative research explores it in
depth understanding the issue with respect to the nature
of problem, the reasons of the existence of problem, ways
and means of solving it. Qualitative research is more of an
answer to “why” as against quantitative research which
answers “what”. Even if your study isn't perfect in every
last detail, you'll still get mostly good results from a
gualitative method that relies on understanding users and
their observed behavior. The most common methods in
qualitative research are personal interviews, Focus Group
Discussion (FGDs), case studies and “Observation of
Subjects”. Although procedures and outcomes of
qualitative data analysis differ from that of quantitative
techniques, the principles are not so different. In both
cases, researchers will have to describe the sample and
population, compile and summarize the data. Also the
summary data needs to be represented in a way that
interpretation becomes easy. At the end we need to draw
conclusions.

Standardization of Mortality Rates

As has been mentioned in the section on Principles of
Epidemiology, the crude death rate (CDR) could be
different among 2 communities simply because their age
structures are different. Hence to scientifically compare
the 2 CDRs after removing the confounding effect of age
structure on mortality, we use the process called as
standardization. Standardization can be done by two
methods

(@) Direct method
(b) Indirect method.
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Statistical Table A

Cumulative Probabilities for the Standard Normal (Z) Distribution

Values in the table correspond to
the area under the curve of a
standard normal random variable
for a value at or below z.

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

-5.0| 0.0000003
-4.5| 0.000003
4.0 0.00003
3.5 0.0002) 0.0002] 0.0002) 0.0002| 0.0002| 0.0002] 0.0002] 0.0002] 0.0002] 0.0002
-3.4 0.0003) 0.0003] 0.0003] 0.0003] 0.0003] 0.0003] 0.0003] 0.0003] 0.0003] 0.0002
-3.3 0.0005, 0.0005 0.0005| 0.0004] 0.0004] 0.0004] 0.0004 0.0004] 0.0004] 0.0003
3.2 0.0007, 00007 0.0006) 0.0006| 0.0006] 0.0006] 0.0006/ 0.0005] 0.0005] 0.0005
-3.1 0.0010, 0.0009| 0.0009] 0.0009| 0.0008] 0.0008] 0.0008 0.0008] 0.0007| 0.0007
-3.0 0.0013, 0.0013| 0.0013] 0.0012] 0.0012] 0.0011 0.0011 0.0011 0.0010]  0.0010
2.9 0.0019, 0.0018 0.0018) 0.0017| 0.0016| 0.0016] 0.0015 0.0015] 0.0014] 0.0014
2.8 0.0026) 0.0025] 0.0024| 0.0023] 0.0023] 0.0022] 0.0021 0.0021 0.0020] 0.0018
2.7 0.0035) 0.0034| 0.0033] 0.0032] 0.0031 0.0030, 0.0029| 0.0028) 0.0027| 0.0026
2.6 0.0047) 0.0045 0.0044] 0.0043] 0.0041 0.0040, 0.0039| 0.0038) 0.0037| 0.0036
2.5 0.0062) 0.0060] 0.0059| 0.0057| 0.0055| 0.0054| 0.0052| 0.00%1 0.0049| 0.0048
24 0.0082) 0.0080| 0.0078) 0.0075] 0.0073] 0.0071 0.0069, 0.0068] 0.0066| 0.0064
2.3 0.0107, 0.0104] 0.0102) 0.0099| 0.0096| 0.0094  0.0091 0.0089| 0.0087| 0.0084
2.2 0.0139, 00136 0.0132) 0.012%| 0.0125| 0.0122] 0.0119] 0.0116] 0.0113] 0.0110
2.1 0.0179| 0.0174] 00170 0.0166] 00162) 0.0158 0.0154| 0.0150] 0.0146] 0.0143
2.0 0.0228) 0.0222] 0.0217) 0.0212] 0.0207| 0.0202] 0.0197| 0.0192] 0.0188] 0.0183
1.9 0.0287, 0.0281 0.0274] 0.0268] 0.0262| 0.0256| 0.0250) 0.0244| 0.0239] 0.0233
-1.8 0.0359, 0.03%1 0.0344| 0.0336| 0.0329] 0.0322] 0.0314] 0.0307| 0.0301 0.0294
1.7 0.0446) 0.0436| 0.0427) 0.0418] 0.0409] 0.0401 0.0392) 0.0384] 0.0375| 0.0367
-1.6 0.0548) 0.0537| 0.0526) 0.0516] 0.0505| 0.0485| 0.0485] 0.0475] 0.0465| 0.0455
1.5 0.0668) 0.0655| 0.0643] 0.0630| 0.0618| 0.0606] 0.0594| 0.0582| 0.0571 0.0559
-14 0.0808, 00793 0.0778] 0.0764| 0.0749] 0.0735  0.0721 0.0708] 0.0694| 0.0681
1.3 0.0968,  0.0951 0.0934] 0.0918] 0.0901 0.0885) 0.0869) 0.0853] 0.0838| 0.0823
-1.2 0.1151 0.1131 0.1112] 0.1093] 0.1075| 0.1056] 0.1038) 0.1020] 0.1003| 0.0985
-11 0.1357) 01335 0.1314] 01292 0.1271 0.1251 01230, 0.1210] 0.1190] 0.1170
-1.0 01587, 0.1562] 0.1539] 0.1515] 0.1492| 0.1469| 0.1446] 0.1423| 0.1401 0.1379
0.9 0.1841 01814, 01788] 0.1762) 01736 01711 0.1685) 0.1660] 0.1635| 0.1611
0.8 0.2119] 0.2090]  0.2061 0.2033] 0.2005] 0.1977] 0.1949] 01922 0.1894| 0.1867
0.7 0.2420) 0.2389] 02358 02327| 0.2296| 0.2266| 02236] 0.2206] 02177] 0.2148
0.6 0.2743) 0.2709| 0.2676] 0.2643| 0.2611 0.2578 0.2546) 0.2514] 0.2483| 0.2451
0.5 0.3085, 0.3050) 0.3015| 0.2981 0.2946| 0.2912| 02877 0.2843| 0.2810] 0.2776
04 0.3446) 0.3409] 0.3372] 0.3336| 0.3300] 0.3264| 03228 0.3192] 03156 0.3121
0.3 0.3821 0.3783) 0.3745] 0.3707) 03669 0.3632) 0.3594| 0.3557| 0.3520| 0.3483
0.2 0.4207, 04168 0.4129] 04090| 04052 04013] 03974] 0.3936| 0.3897| 0.3859
01 0.4602) 0.4562] 0.4522) 04483| 0.4443| 0.4404| 04364 04325 04286] 0.4247
0.0 0.5000, 0.4960| 0.4920) 0.4880| 0.4840] 0.4801 0.4761 0.4721 0.4681 0.4641
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Cumulative Probabilities for the Standard Normal (Z) Distribution

Values in the table correspond to
the area under the curve of a
standard normal random variable
for a value at or below z.

2 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 0.5000] 0.5040] 05080, 0.5120] 0.5160| 0.5199] 0.5239) 0.5279| 0.5319] 0.5359
0.1 0.5398| 0.5438] 05478 0.5517| 0.5587| 0.5596| 0.5636) 0.5675| 0.5714] 0.5753
0.2 0.5793| 0.5832] 0.5871 0.5910| 0.5948| 0.5987| 0.6026| 0.6064| 0.6103] 0.6141
0.3 0.6179] 06217] 06255 0.6293] 0.6331] 06368 06406 0.6443] 0.6480] 0.6517
0.4 0.6554| 0.6591] 0.6628 0.6664| 0.6700| 0.6736] 06772 0.6808] 0.6844| 0.6879
0.5 0.6915| 0.6950] 0.6985 0.7019] 0.7054| 0.7088] 0.7123) 0.7157] 0.7190] 0.7224
0.6 0.7257| 0.7291| 0.7324| 0.7357| 0.7389] 0.7422) 07454 0.7486] 0.7517| 0.7549
0.7 0.7580| 0.7611] 0.7642) 0.7673] 0.7704| 0.7734| 0.7764) 0.7794] 0.7823] 0.7852
0.8 0.7881| 0.7910] 0.7939) 0.7967| 0.7995| 0.8023| 0.8051) 0.8078| 0.8106] 0.8133
0.9 0.8159| 0.8186] 0.8212) 0.8238] 0.8264| 0.8289] 0.8315 0.8340| 0.8365] 0.8389
1.0 0.8413| 0.8438] 0.8461 0.8485| 0.8508| 0.8531| 0.8554| 0.8577| 0.8599| 0.8621
1.1 0.8643| 08665 08686 0.8708] 0.8729] 0.8749] 08770 0.8790] 0.8810] 0.8830
1.2 0.8849) 0.8869| 0.8888| 0.8907| 0.8925| 0.8944, 0.8962) 0.8980| 0.8997| 0.9015
1.3 0.9032| 0.9049] 0.9066) 0.9082] 0.9099| 09115 09131 09147] 09162 09177
1.4 0.9192| 09207) 09222 0.9236] 0.89251| 09265 09279 0.9292] 0.9306] 0.9319
1.5 0.9332] 0.9345| 0.9357| 0.9370| 0.9382] 0.9394) 09406 0.9418] 0.9429| 0.9441
1.6 0.9452| 0.9463] 09474 0.9484| 0.9495| 0.9505| 09515 0.9525| 0.9535| 0.9545
1.7 0.9554| 09564 09573 0.9582] 0.9591| 0.9599] 09608 09616 0.9625| 0.9633
1.8 0.9641| 0.9649] 09656 0.9664| 0.9671| 0.9678] 09686 0.9693] 0.9699| 0.97086
1.9 0.9713| 09719] 09726) 09732] 0.9738] 09744 09750 0.9756| 0.9761] 0.9767
2.0 09772) 09778| 09783 09788] 0.9793] 0.9798) 09803, 09808 0.9812| 0.9817
2.1 0.9821) 0.9826| 0.9830| 0.9834| 0.9838] 0.9842) 0.9846, 0.9850| 0.9854| 0.9857
2.2 0.9861| 09864 09868 0.9871] 0.9875| 0.9878] 09881 0.9884| 0.9887| 0.9890
2.3 0.9893) 0.9896] 09898 0.9901| 0.9904] 0.9906) 09909, 09911] 0.9913| 0.9916
24 0.9918| 0.9920] 09922 0.9925| 0.9927| 0.9929] 09931 0.9932] 0.9934] 0.9936
25 0.9938| 0.9940] 09941 0.9943] 0.9945| 0.9946| 09948 0.9949] 0.9951] 0.9952
2.6 0.9953) 0.9955| 0.9956| 0.9957| 0.9959| 0.9960, 0.9961 09962 0.9963| 0.9964
2.7 0.9965| 0.9966| 09967 0.9968| 0.9969| 0.9970] 09971 0.9972] 0.9973] 0.9974
2.8 0.9974| 09975 09976) 0.9977] 0.8977| 09978 0.9979] 0.9979] 0.9980] 0.9981
29 0.9981) 0.9982] 0.9982| 0.9983] 0.9984] 0.9984, 0.9985 0.9985| 0.9986| 0.9986
3.0 0.9987| 0.9987| 09987 0.9988] 0.9988| 0.9989] 0.9989 0.9989] 0.9990] 0.9990
31 0.9990| 0.9991] 09991 0.9991] 0.9992| 0.9992| 09992 09992 0.9993] 0.9993
3.2 0.9993| 0.9993] 09994 0.9994| 0.9994| 0.9994) 0.9994 0.9995| 0.9995| 0.9995
3.3 0.9995| 0.9995] 09995 0.9996| 0.9996] 0.9996| 09996 0.9996| 0.9996] 0.9997
34 0.9997) 09997 09997| 09997| 0.9997] 0.9997) 09997, 09997] 0.9997| 0.9998

35 0.9998
4.0 0.99997
4.5 0.999997

5.0]0.9999997
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Statistical Table B

t Distributions

cum probability 0.80 0.90 095 0.975 099 0.995 0.999 0.9995
right tail 0.20 0.10 0.05 0.025 0.01 0.005 0.001 0.0005

df
1 1.38 3.08 £.31 12.71 31.82 6366 31829  636.58
2 1.06 1.89 2.92 4.30 6.96 992 2233 31.60
3 0.98 1.64 2.35 318 4.54 584 10.21 12.92
4 0.04 163 2.13 278 3.75 460 717 8.6
5 092 148 2.02 257 3.36 403 589 6.87
6 0.91 1.44 1.94 245 3.14 371 5.21 5.96
7 0.90 1.41 1.89 2.36 3.00 350 479 541
8 0.89 1.40 1.86 2.31 2.90 3.36 4.50 5.04
9 0.88 1.38 1.83 226 2.82 325 4.30 478
10 0.88 1.37 1.81 223 276 317 4.14 459
1 0.88 1.36 1.80 220 272 311 402 4.44
12 0.87 1.36 1.78 218 2.68 305 393 4.32
13 0.87 1.35 1.77 216 2.65 3.01 3.85 422
14 087 1.35 1.76 214 2.62 298 379 4.14
15 0.87 1.34 1.75 213 2.60 295 373 4.07
16 0.86 1.34 1.75 212 258 2.9 369 4.01
17 0.86 1.33 1.74 21 2.57 2.90 3.65 3.97
18 0.86 1.33 1.73 210 2.55 288 3.61 3.92
19 0.86 1.33 1.73 2.09 2.54 2.86 358 3.88
20 0.86 1.33 1.72 2.09 2.53 285 3.55 3.85
21 0.86 132 172 208 252 283 353 382
22 0.86 1.32 1.72 2.07 2.5 282 350 379
23 0.86 1.32 1.71 2.07 2.50 281 348 377
24 086 1.32 1.71 2.06 2.49 2 80 347 375
25 0.86 1.32 1.71 2.06 2.49 279 345 373
26 0.86 1.31 1.71 2.06 248 278 343 371
27 0.86 1.31 1.70 205 247 277 342 3.69
28 0.85 1.31 1.70 205 247 276 341 3.67
29 0.85 1.31 1.70 205 246 276 3.40 3.66
30 0.85 1.31 1.70 2.04 246 275 3.39 3.65
31 0.85 1.31 1.70 204 245 274 337 363
32 0.85 1.31 1.69 2.04 245 274 3.37 362
33 0.85 1.31 1.69 203 244 273 336 361
34 0.85 1.31 1.69 2.03 244 273 335 3.60
35 0.85 1.31 1.69 2.03 244 272 3.34 3.59
36 0.85 1.31 1.69 203 243 272 333 358
37 0.85 1.30 1.69 203 243 272 3.33 357
38 0.85 1.30 1.69 202 243 271 332 357
39 0.85 1.30 1.68 202 243 271 3.31 3.56
40 0.85 1.30 1.68 202 242 270 331 355
50 0.85 1.30 1.68 2.01 240 268 326 350
100 0.85 1.29 1.66 1.08 2.36 263 317 3.39
z 0.84 128 1.64 1.96 233 258 309 329
60% 80% 90% 95% 98% 99% 99.8% 99.9%

Confidence Level
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Statistical Table C

Chi - Square Distributions

cum probability 0025 080 090 095 0975 099 0995 0999 0999
right tail 0.975 0.2 01 005 0025 0.01 0005 0.001 00005
df
1] 000098 1.64 271 3.84 502 6.63 785 1083 1212
2| 0051 322 461 540 738 6z1 1060 1382 1520
3| 0216 4.64 6.25 781 635 M3 1284 1627 1773
4 045 540 775 046 1114 1328 1486 1847 20.00
5 0.83 726 624 1107 1283 1000 1675 2051 2211
6 124 856 1064 1259 1445 1681 1856 2246 2410
7 1.69 980 1202 1407 1601 1848 2028 2432 2602
8 218 103 1336 1651 1753 2009 21085 2612 2787
9 270 1224 1468 1692 1902 2167 2359 2788 296/
10 326 1344 1589 1831 2048 2321 2619 2959 3142
11 382 1463 1728 1965 2192 2473 2676 3126 3314
12 440 1581 1B5S 2103 2334 2622 2830 3291 3482
13 501 1698 1081 2236 2474 2700 2082 3453 3648
14 563 1815 2106 2368 2612 2014 3132 3612 3671
15 626 1031 2231 2500 2746 3058 3280 3770 3072
16 691 2047 2354 2630 2885 3200 3427 3925 43
17 156 21861 2477 27159 3019 3341 3672 4079 4288
18 823 2276 2683 2887 3155 3481 3716 4231 4443
19 891 2380 2720 3014 3285 3619 3858 4382 4507
20 959 2604 2841 A1 347 3757 4000 4631 4750
211 1028 2617 2062 3267 3548 3893 4140 4680 4601
22| 1098 2730 3081 3392 2678 4020 4280 4827 5051
23| 1169 2843 3201 3517 3808 4164 4418 4073 5200
24| 1240 2055 2320 3642 3036 4298 4556 5118 5348
25| 1312 3068 2438 3765 4065 4431 4693 5262 5495
30 1679 3625 4026 4377 4698 5089 5367 5970 6216
400 2443 4727 5181 5576 5934 6369 6677 7340 76.10
50| 3236 5816 6317 6750 7142 7615 7949 8666 8956
60| 4048 6897 7440 7908 8330 8838 91095 9961 1027
80| 5715 9041 9658 1019 1066 1123 1163 1248 1283
100 7422 1117 1185 1243 1296 1358 1402 1494 1532
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Statistical Table D

Random Number Table

10838 39674 89911 16909 83608 63979 66741 42709 46563
76944

64601 07625 01465 64301 71790 26366 62953 79705 33810
87546

54643 18925 93054 95890 38892 62488 70789 25861 03719
03970

77348 16408 55270 06117 61493 61510 89303 51985 34871
76215

40104 83291 32504 42842 30286 43155 95258 67060 69903
65423

85216 98509 78323 77764 69896 95662 27286 10722 36265
39615

28588 29907 20466 26485 14847 33531 64206 93115 86752
82449

33751 55762 25276 54916 62443 66464 92239 43236 02699
16769

67723 34495 98411 43515 97707 42557 13714 16347 50418
83529

79005 11664 04796 11857 40223 02676 19535 59259 22257
20256

56119 43690 42472 64297 54310 40488 35266 70226 83504
32941

73588 60392 18412 84417 98384 35002 12488 99278 91876
82296

67554 64737 55638 12651 23054 90869 79381 46283 13366
90955

11414 09278 66628 69337 66686 17579 43505 08991 33382
53675

39323 75978 63972 65640 98032 83002 61684 43222 11423
79214

98319 50678 02023 58482 24355 21029 13134 03311 57265
41429

54432 06585 59008 84337 76569 38336 38606 64179 73219
49716

40763 24174 33999 31368 06454 83040 96709 68371 16423
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96239

72332 58963 53537 11469 41213 89216 44909 23066 43871
80858

69761 55042 14891 54426 43936 27407 33293 74938 17011
85482

87873 72273 42944 96894 80898 53445 10201 45928 18629
48959

42278 79931 62099 60437 04587 87458 36577 01702 78616
12841

23165 50501 89317 36867 80958 53072 96652 78267 73213
48715

87237 95685 95952 06582 27022 94823 32451 91855 60943
70454

82041 03514 70485 37985 36667 50861 25091 34252 03632
61015

88355 92247 97975 34543 64945 19461 52918 91425 99176
34515

21806 74545 61188 41797 70002 02872 81656 48758 80149
91556

20975 55582 19259 81095 83846 71903 41044 42770 15231
40263

21954 52543 38566 70988 54325 50596 22218 18191 45111
28703

85089 51557 93609 12622 77329 03640 46631 31689 97070
97309

54546 92819 29149 83084 76654 01076 16724 41000 09300
94014

01754 26721 35183 81988 95253 66582 17299 11590 63272
31238

85944 94433 39537 42614 92225 68449 00686 93847 26511
83890

65048 86902 25259 31229 00884 17551 14667 53141 55042
62400

64566 07756 37967 47665 51022 75362 25983 04358 51045
25764

66807 39597 17885 88457 99223 78718 10317 92847 22848
57867
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74376 70644 78935 71771 00968 37679 28158 06380 07794
97288

36289 11045 19039 32468 03741 89949 41237 78992  9988I]
17457

58775 96668 88083 07075 97464 80930 52419 88715 29610
81945

61967 73958 19022 23434 33644 13965 29412 38380 79516
79784

44599 63827 49516 19684 73974 61937 05509 73239 41654
59515

87642 46835 82761 23171 58925 80287 95276 12317 38956
59263

20894 77185 62758 531091 53308 94052 25645 83344 97397
54852

00063 50788 27707 53380 35336 78882 19694 35263 76266
50012

52164 03882 61518 41259 04339 99445 87718 88667 95976
93395

50227 34832 44018 65324 96496 39452 34156 54608 52973
57582

30791 03929 11465 15231 73803 36884 85922 37016 35578
36857

75571 05560 36721 19356 95323 57307 43905 14986 59411
44459

98282 05260 29189 17703 47898 78429 61024 09437 82549
97519

15226 22165 94521 97756 11952 51760 13639 55584 45015
00274

90071 96443 89545 57984 23338 33513 64438 59374 60922
54590

35516 42718 14975 99311 70361 67973 70508  9388I 80740
72654

83534 35519 13563 70391 92580 43793 76317 21841 92024
21042

07913 32658 40684 89058 30871 58201 04093 94240 45802
19662

53911 98376 54105 61312 72897 97267 19826 03550 38889
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34372

06611 71427 86220 01651 50706 03371 68021 44810 55915
69745

67835 15129 21479  5598I 33983 35052 38793 89938 35127
69740

17920 18189 60459 21770 29817 60924 12956 91157 75225
00152

69140 67908 16162 80889 03778 49272 30940 30028 02963
98890

78664 22562 14009 90031 84138 49871 05602 00085 79120
69736

36642 48525 60857 42785 57213 95511 53848 85046 90118
43322

85767 91313 66425 07807 13484 08988 13442 52051 60111
67097

18583 99430 49043 90191 17544 68245 45880 51766 80235
95131

44224 46949 92903 39420 56241 89091 59884 85652 93960
59985

73416 86414 52221 68380 24971 12698 29227 96480 56508
03972

45631 39129 75122 35139 48095 65345 79502 42583 08254
56918

71640 76478 53036 03742 52239 71564 87264 60563 23244
53558

94477 94860 45942 23401 26917 80508 28066 86525 20607
16941

38335 19327 96470 78482 71887 90036 33425 23548 15009
76164

24372 18391 82636 45725 51053 55091 27039 94408 38679
68467

41130 55906 76286 81601 04852 27562 13751 34669 48060
78543

71399 76753 28345 32725 23165 25332 47243 43457 39200
23138
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Mrs Seema R. Patrikar & Col RajVir Bhalwar

Introduction to Statistical Software for Analysis of
Epidemiological and Medical Research : Epi - 2002

Overview of Epi Info

Epi Info is a package which is most suitable for doctors
and researchers. It is a package which sufficies for nearly
all the wusual clinical research and epidemiological
settings. Epi Info is a public domain database and
statistics program for performing statistical applications
in clinical research. Statistics, graphs, tables, and maps
can be produced with simple commands. Epi Info is free,
downloadable software provided by the CDC
(www.cdc.gov/epiinfo/) and has been developed as a joint
collaboration between WHO and CDC, Atlanta. In our
experience Epi-Info 2002 is the best for all the statistical
requirements of most clinical researchers and
epidemiologists and it would be worthwhile that we
master the use of this programme.

We are providing a copy of EPI 2002 in a CD alongwith this
book. A file (sample.dbf) is also given in the CD for you to
practice analysis with EPI.

A word of caution, however, is required. Statistical
software are actually “enlarged calculators”, which make
easy your problems of calculation. However, they can
never substitute for the essential knowledge of
epidemiology, research methodology and bio-statistics.
In fact, inadvertent use of statistical software without
adequate background of research methodology and
biostatistics may create more problems than do good.
Secondly, please do remember that no statistical software
can substitute for accurate, valid and reliable data. In the
field of Information Technology, there is an old saying
“Garbage In, garbage Out” (GIGO) !

Installing Epi Info 2002

You will need to uninstall any earlier versions of EPI that
may already be on your system.

(@) On your desktop, click Start, then Programs, then
EpiInfo 2000, then Uninstall Epi Info 2000.

(b) Continueto follow the instructions on your screen.
(c) Whenthisis complete, install the new Epi Info.
Installation from the Internet

Step 1 : Log on to CDC's website at
www.cdc.gov/epiinfo/epiinfo.htm

Step2 : Click the Download button to perform a Web
Install of the latest Epi Info.

Step3 : Save the file to a temporary folder on your hard

drive (anywhere except where Epi Info will be
stored).

Step 4 : Go to this temporary folder and double click the
Setupweb.exe icon for a complete installation by
following the directions on your screen. You
must be connected to the Internet while this
installation occurs. Web Install will NOT resultin
a copy of setup files after the installation is
complete. This means that you will not be able to
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install the program onto another system with
these files. To do so, you must download the
Complete Installation Package, then save onto a
CD-ROM.

Step 5 : Beginusing Epilnfo

Installation from a CD-ROM

Step1 : Insertdiscin CD-ROM drive.

Step2 : Open My Computer, click on (E:) (CD Drive)

Step3 : Click on Epi Info folder and select Full Version
folder

Step4 : Click on Setup icon. The Installation Wizard
should begin. Follow the instructions as they
appear. Most of your selections should be OK
and Next.

Step5 : Click OK to put Epi Info icon on your desktop.
Make sure icon is on your desktop; double click
to make sure it works.

Step6 : Beginusing Epi Info.

How to Run Epi Info

Once Epi Info is installed on your computer, the easiest
way to “run” the software is clicking the Epi Info icon on

frt Epi Info 2002

=18l x|

Revision 1
November 4, 2002

your desktop. The Epi Info main menu should then appear:
Main Menu

The main programs of Epi Info can be accessed either
through the PROGRAMS menu or by clicking on the

buttons. The components of the Main Menu of Epi Info
2002 are -

MakeView, Enter Data, Analyze Data, Epi Map, Nutrition,
Epi Info Website and Exit

Though all these programs are being mentioned we would
concentrate on two major programs- Statcalc (assessed
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through Utilities) and Analyze Data because these are the
major requirements for epidemiologists and clinical
researchers.

Statcalc

Statcalc is assessed through the dropdown menu in
Utilities on the top of the main menu. Statcalc is an
epidemiologic calculator that gives various statistical
analysis of the data entered in the table form which
appears on the screen. Three types of analysis are offered.

(a) Tables(2x2,2xn)
(b) Sample size and power
(c) Chisquarefortrend
Each option can be assessed by pressing <Enter>.

=4 CA\Epi_Info'

8 le size & power
Chi square for trend

Tables

It provides statistical analysis of tables (from2x2to2x9
tables) along with the exact confidence limits for odds
ratios. Stratified analysis of 2-by-2 tables can be carried
out to produce odds ratios and risk ratios (relative risks)
with confidence limits. Several types of chi-square tests,
Fisher exact tests, Mantel Haenszel summary odds ratios
and associated p values are provided.

Single 2-by-2 Tables

2-by-2 tables are frequently used in medical research to
explore associations between EXPOSURE (to risk factors or
the intervention in a clinical trial) and DISEASE (or other
outcomes, if the outcome is not a disease but rather
improvement from disease as may occur in a clinical trial).
The table in STATCALC is set up with EXPOSURE on the left
and DISEASE across the top. STATCALC produces results
that test for relationships between EXPOSURE and
DISEASE. The 2X2 layoutis givenin Table- 1.

Methodology. When a 2 x 2 table appears on the screen we
need to enter four numbers in the table. To do this enter
the number in the first cell and press <Enter>, the cursor
goes in the next cell. Again enter the next cell entry and
press <Enter> to go to the next cell. (If any entry is wrongly
entered this option does not allow you to edit hence you
have to keep on pressing <Enter> till we are back to the
empty 2 x 2 table). After the entry in the 4™ cell press
<Enter> or <F4> to calculate the single table statistics
showing associations between EXPOSURE to the risk factor
and DISEASE or other outcomes. Generally an association
is suggested by an odds ratio or relative risk. The
statistical significance is interpreted by 'p' values for chi
square tests.

Pressing <Enter> or <F4> displays the statistical result
which gives all the summary statistics i.e. Odds ratio along
with the 95% confidence interval, Relative Risk along with
95% confidence interval. Remember that only one of these
will be appropriate so don't quote both. You will also get
some test statistics, such as X° values. If the computer
says that Cornfield not accurate, you can generally ignore
this, but take advice from Epidemiologist or Statistician.
Depending on the study design (a case-control or a cohort
or a cross sectional design) we should select summary
statistics (as either OR or RR). Generally, an association is
suggested by an odds ratio or relative risk larger or
smaller than 1.0. The further the odds ratio or relative risk
is from 1.0, the stronger the apparent association. The
significance is assessed by the p value. Whenever p<0.05
it is considered to be statistically significant; also when
the confidence limits for the odds ratio do not include 1.0
it is significant. Whenever the frequencies entered in the
table are very small (<5) the program recommends Fisher
Exact Test Results and the Exact confidence limits to be
used.

Consider an example where we picked up 100 diagnosed
patients of IHD from our Cardiology centre and another
100 subjects from the same centre in whom IHD had been
excluded (Total = 200). We took the history from each and
every one regarding smoking. Suppose we observed from
our data that out of the 100 IHD cases, 80 were smokers
and 20 non-smokers; while out of 100 healthy (non-IHD)
subjects, there were 20 smokers and 80 non smokers. We

Table - 1:2 X 2 Table

Disease Disease Total
present Absent
(D+) (D-)
EXposure present(E+ a b a+b
Exposure Absent(E-) C d c+d
Totat a+c b+d atb+c+d

Table - 2
Disease Disease Total
present Absent
(D+) (D-)
Exposure present(E+) 80 20 100
Exposure Absent(E-) 20 80 T00
[ Total 100 T00 200

would then consolidate our dataintoa'2 X 2'table. Datais

giveninTable-2

The details of 2 X 2 table have already been covered in
detail in the sections on Epidemiology and Research

Once we enter this data, press <Enter> or <F4> to get the
table statistics.
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Analysis of Single Table

Odds ratio=16.00 (7.60<OR<34.18)
Cornfield 95% confidence limits for OR
Relative Risk =4.00 (2.6 7<RR<5.99)
Taylor Series 95% confidence limits for RR
Ignore relative risk if case control study.

Chi-Squares P-values
Uncorrected 72.00 0.0000000
Mantel-Haenszel : 71.64 0.0000000
Yates corrected 69.62 0.0000000

F2 More Strata; <Enter> No more Strata; F10 Quit

On pressing <Enter> or <F4> following analysis is
provided

The output given by the software includes the odds ratio
as well as the relative risk along with the 95% confidence
interval (which is shown in parentheses after the value of
OR or RR. Depending on our study design we select
between the two estimates. If the study design is a case
control study (as was in this example) then select odds
ratio (OR) along with 95% confidence limits. If the study
design is a cohort study then select RR and if cross
sectional then also select the odds ratio which is
approximately equal to the prevalence odds ratio.
Whether you select the RR or OR, also select the chi square
along with the p value for mentioning in your results. To
be on the safer side, select Mantel-Haenszel Chi-square
along with the p value.

Stratified Analysis of 2by2 tables

Associations between DISEASE and EXPOSURE can be
missed or falsely detected if CONFOUNDING is present. A
confounding factor is one that is associated with both the
DISEASE and the EXPOSURE. Age is a frequent confounder.
Any factor other than the main EXPOSURE being
considered can be treated as a confounder. For details on
confounding and its control refer to chapter on
confounding in Research Methodology section.

Stratification means making a separate table of DISEASE
by EXPOSURE for each possible combination of
confounders. In the simplest case, this could mean
separate tables for males and females, if SEX is the
potential confounder. If AGE, SEX, and CITY are
confounders, separate tables would be made for each
possible combination of age, sex and city. The Mantel-
Haenszel weighted odds ratio, relative risk, summary chi
square and p value combine results from different strata
to remove confounding caused by the variables used for
stratification. Thus, if tables are entered for males and
females, confounding by SEX will be removed. The degree
of confounding can be judged by comparing the crude and
weighted odds ratios; if they are identical, there was no
confounding by SEX. The approximate and exact
confidence limits provide additional measures. If the
weighted odds ratio or relative risk has confidence limits

that do not include 1.0, then there is a significant
statistical association between the DISEASE and the
EXPOSURE, after controlling for confounding by the
stratifying factor.

Consider following example. A study was done to see
whether consumption of alcohol is a risk factor for oral
cancer. 100 cases of oral CA and 100 healthy subjects

Table - 3

History of Alcohol Oral cancer

Present Absent Total
Present 80 20 100
Absent 20 80 100
Total T00 T00 200

were asked regarding history of alcohol consumption
during past 15 years. The results are shown in Table - 3.

Analysis of Single Table

Odds ratio=16.00 (7.60<OR<34.18)
Cornfield 95% confidence limits for OR
Relative Risk =4.00 (2.67<RR<5.99)
Taylor Series 95% confidence limits for RR
Ignore relative risk if case control study.

Chi-Squares P-values
Uncorrected 72.00 0.0000000
Mantel-Haenszel: 71.64 0.0000000
Yates corrected 69.62 0.0000000

F2 More Strata; <Enter> No more Strata; F10 Quit

(Also see chapter on Confounding in the section on
Research Methodology). Enter the four numbers in the 2 X
2 table on the screen.

Press <Enter> or <F4>. On pressing <Enter> or <F4> the
following outputis given.

Since above is a case control study we select odds ratio =
16 which concludes that the risk of getting oral cancer is
16 times higher if a person drinks alcohol.

Now we also know that tobacco use is related to oral
cancer. Hence stratifying the data by Tobacco status, we
have two tables, one for tobacco users and the other for
non-users of tobacco. This becomes stratified 2 X 2 tables
with 2 stratums. In this case enter the four numbers for
the first stratum and press <F4> or <Enter> to calculate
the related statistics. Press <F2> to enter another stratum.
Enter the four numbers for this second stratum and press
<F4> or <Enter>. Repeat the process for all the stratums
available. Pressing <Enter> when there are no more
stratums will present the stratified analysis summary for
all strata entered. Pressing <Enter> again will then offer an
opportunity to do exact confidence limits. Stratified
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analysis are not done for tables larger than 2-by-2

History of Alcohol

Oral cancer

Present

Absent

Total

Present
Absent
Total

60
20
80

15
5
20

75
25
100

Uncorrected
Mantel-Haenszel :
Yates corrected

Analysis of Single Table

Odds ratio=1.00 (0.28<OR<3.46*)
Cornfield 95% confidence limits for OR
*Cornfield not accurate. Exact limits preffered.
Relative Risk =1.00 (0.80<RR<1.25)

Taylor Series 95% confidence limits for RR
Ignore relative risk if case control study.
Chi-Squares
0.00
0.00
0.08
F2 More Strata; <Enter> No more Strata; F10 Quit

P-values

1.0000000
1.0000000
0.7728300

In the example considered the stratums for Tobacco users
and non-Tobacco users are as follows. Substituting the
values for first stratum and pressing <Enter> or <F4>

History of Alcohol Oral cancer

Present Absent Total
Present 5 20 25
Absent 15 60 75
Total 20 80 100

yields the following output
Stratum | : Tobacco users
Since we have one more stratum of non-Tobacco users we

Analysis of Single Table

Odds ratio =1.00 (0.28<OR<3.46*)

Cornfield 95% confidence limits for OR
*Cornfield not accurate. Exact limits preferred.
Relative Risk =1.00 (0.40<RR<2.47)

Taylor Series 95% confidence limits for RR
Ignore relative risk if case control study.

Chi-Squares P-values
Uncorrected 0.00 1.0000000
Mantel-Haenszel : 0.00 1.0000000
Yates corrected 0.08 0.7728300

F2 More Strata; <Enter> No more Strata; F10 Quit

press <F2>.
Stratum Il : Non users of Tobacco
On pressing <F2> another 2 X 2 table appears on the

Stratified Analysis

Summary of 2 Tables

Crude odds ratio for all strata = 3.45
Mantel-Haenszel Weighted Odds Ratio=1.00
Cornfield 95% Confidence Limits
0.41<1.00<2.37

Mantel-Haenszel Summary Chi Square =0.04
PValue=0.83907676

Crude RR for all strata=1.86
Mantel-Haenszel Weighted Relative Risk

Of Disease, given Exposure =1.00
Greenland / Robins Confidence Limits =

0.77 <MHRR < 1.29

<Enter> for more; F10 to quit

screen. Enter all the four cell values for non-Tobacco users
and press <Enter>. The following output appears on the
screen.

Since no more stratum are available press <Enter>. On
pressing <Enter> the stratified analysis or the summary of
2 tables appears on the screen as follows:

The odds ratio for each table is 1.0 and the Mantel-Haenszel
summary odds ratio is 1.0. The crude odds ratio and the
Mantel Haenszel summary odds ratio are quite different,
leading to the conclusion that use of tobacco was a
confounding factor and that there appears to be no risk of
cancer due to alcohol after considering the effect of
tobacco.

Sample Size & power
Determining sample size is a very important issue, as
already emphasized in the section of biostatistics. In the

sample size calculations, an initial screen explains the
data items and allows input of a single set of values.

 CH\Epi_Info\STATCALCEXE

Epilnfo Uersion &

=12 x|
Novenber 1993

Pressing <F4> then shows the results on the second
screen. On pressing Sample size & power three options are
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made available
(a) Population Survey
(b) Cohortorcross-sectional
(c) Unmatched case-control
The screenis as follows

Sample size calculations are possible by both Statcalc as
well as EpiTable. However if you are calculating the sample
size for population survey, we recommend that you use
EpiTable programme that is separately given for sample
size calculations, and not Statcalc. For cohort, cross
sectional and unmatched case-control design you can
calculate by either EpiTable or Statcalc. For matched pair
case-control design calculate sample size using Epi Table.

Population Survey
We recommend the use of EpiTable, described later.
Cohort or cross-sectional studies

For this type of study the proportion of disease in the
unexposed group and the relative risk that the study
anticipates to detect needs to be specified. Also the
confidence interval along with desired power of the study
requires to be specified. Once all the specifications are
filled up, pressing <F4> calculates the minimum required
sample size for our study.

Consider following study. We want to try acetazolamide as
a prophylactic therapy against the development of High
Altitude Pulmonary Oedema (HAPO). Our background
information based on available data tells us that till now
people have not been taking Diamox (i.e., are "not
exposed' to Diamox) and 10 out of every thousand such
persons develop HAPO; thus proportion of "~outcome'
(HAPO) among those who are "not exposed' (i.e., not
taking Diamox) is 10/1000=0.01 or 1%.

Considering the cost and problems of logistics, we would
say that putting this prophylactic therapy into routine

T DI_Idu\STATCMEm

Unmatched Cohort and Cross-Sectional Studiesz (Expozed and Honexposed>

Probability that if the two SAMPLES differ this reflects a true _
difference in the two POPULATIONS <Confidence level or i-a} = 95.88 x

Probability that if the tuwo POPULATIONS differ. the two SAMPLES
will show a "significant" difference (Power or 1-p) : B9.88 =
Ratio (Mumber of Unexposed : Mumber of Exposed) = 1:1

Expected frequency of disease in unexposed group : 1.0 x

Please fill in the closest value to be detected For ONE of the Following:

Risk ratio <(RR> or relative risk-—closest to 1.80 = B.58
Odds ratio COR»--closzest to 1. : B.58
: A =

Percent disease among exposed——closest to % For unexposed

Unmatched Cohort and Cross- ‘im_l.lmml Studies (Exposed and Monexposed>
Sample Sizes for 1. sease in Unexposed Group

Di Risk Oddsz
Power ¢ Ex ™ d Ratio Ratio Unexp.
0.8 1:1 a 8.5 5.865

Sample Size
Expozed
5.865

preventive use will be worthwhile only if Diamox reduces
the load of HAPO by at least 50%; thus the minimum
detectable RR =0.5. We specify an alpha error of 0.05 (two
tailed) (i.e., confidence level of 95%) and beta error of 0.20
i.e. power of 80%.

Substituting the required values as above the required
minimum sample size is obtained by pressing <F4>. The
result screenis as follows.

Thus we would require a total of 10130 subjects to be
studied, 5065 subjects who would get Diamox and
another 5065 subjects who would not get any drug.

Case-control study

This option deals with the sample size determination
when the study design is case control study. For this type
of study the proportion of exposure in the not ill group
(control) and the odds ratio that the study anticipates to
detect needs to be specified. Also the confidence interval
along with desired power of the study requires to be
specified. Once all the specification is filled up pressing
<F4> calculates the minimum required sample size for our
study.

Continuing the same situation of HAPO, a research study
wanted to find out whether even a slight physical exertion
during first 24 hours of entry into high attitude may be
associated with the development of HAPO. To proceed
with this question as a case-control study, we want to take
up cases of HAPO admitted to the hospital and healthy
subjects who did not develop HAPO as a control group.
Our background information from pilot study gives an
indication that out of the healthy persons who did not
develop HAPO (i.e., in whom outcome is absent), about
10% did engage in physical exertion within 24 hours after
entry into high altitude (i.e., had the “exposure' to
physical exertion); thus percentage of exposure among

101
-_ :

Inmatched Casze—Control Sl:uuly (Comparizon of ILL and NOT ILL>»
Sample § s for 18.88 posure in HOT ILL Group
Sample Size
HOT TLL TL]

2
1
2

1

1
12
6
e
44
6
218
52

controls is 10% or 0.1. We think that physical exertion
during first 24 hours should carry at least 3 times higher
risk for developing HAPO; a risk less than this may not
have public health significance since the administrators
may not agree to “waste” so many man-days in rest if the
risk is not really high (3 times). Thus, the minimum
detectable OR that we chooseiis 3.

Once all the required information is substituted in the
Case-control study screen and press <F4> the required
minimum sample size is displayed on the screen as under.

Thus a total of 224 subjects are needed. In other words we

—E—
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will we will need 112 cases OF HAPO and another 112
healthy controls to do this study.

Chi Square for Trend

Many times the variables of interest are measured on
qualitative polychotomous ordinal scale, i.e., there are
more than two exposure categories and these multiple

- C:\Epi_Info\STATCALC.EXE

Analysis For Linear Trend In Proportions

Stratum * 1

Fe-Stratum

categories have a definite common-sense ordering . In
such situations, it is advisable to do the chi-square test for
linear trend in proportions and not a simple chi-square
test for rXc contingencey table. The Chi Square for trend
tests whether the odds (risk) increase or decrease in each
group with respect to the first group, which is taken as the
baseline for comparison. Epi calculates the chi-square for
trend there are at least three or more exposure levels and
which have a sensible ordering of categories. For this we
have to choose Chi square for trend and press return
(<enter>). The screen looks as under

You have to choose an exposure score. The first category
should be your unexposed (or least exposed) group.
Choose 1 as their exposure score, then go on to fill in the
cases and controls columns, which refer to the outcome.
Fill in your next group as the next least exposed. Typically
their exposure score would be 2 and the next group's 3
and so on. When you have entered all your data, press F4
which will calculate the X°

trend

This statistic always has 1 degree of freedom. Also the p
value is given to you. When finished press F10 to exit.

Consider an example to understand this concept in detail.
Suppose we have a hypothetical cohort study, which was
undertaken to assess whether smoking by mothers during
pregnancy is a possible determinant of congenital
malformations in the foetus. Let us assume that a total of

Exposure| Smoking habits |Status of delivered child

Category |during pregnancy

(Exposure (Exposure score) | Congenital Normal

Malformation | (controls)
(cases)

1 Non-smokers 81 1995

P "to TO cigg/day 10 162

3 tt—20cigg/day 28 15

4 >20 \_igg/day 21 56
TFotal 1406 2322

2462 pregnant ladies were taken up and their average
daily cigarette consumption was assessed. 2076 ladies

Analysis for Linear Trend In Proportions
ChiSquare for

lineartrend :128.167 ExposureScore Odds Ratio

p value : 0.00000 1.00 1.00
2.00 1.52
3.00 6.00
4.00 10.34

were non smokers, while 172, 143 and 71 were smoking
upto 10 cigarettes, 11 to 20 and more than 20 cigarettes
per day respectively. It was observed that 81 (i.e. 3.09%) of
the non-smoker mothers delivered congenitally
malformed children. The proportion of such malformed
children increased progressively. It was 10, 28and 21 as
the smoking category increased respectively. Putting the
following information in a table form we have the
following, which is clearly an qualitative, ordinal,
polychotomous data:

After entering all the numbers in the table, pressing <F4>
gives the following output

Interpretation

There exist highly significant linear trend in the odds of
successive levels of the smoking and congenital

malformation. The odds of congenital malformation in
ladies who are smoking 11-20 cigg/day increases by 6
times and in ladies who smoke > 20 cigg/day the odds
increases by more than 10 times as compared to non

smokers. In addition with a p value of < 0.0001, this
overall 'trend' (of increasing risk of congenital
malformation with increasing smoking) is statistically very
highly significant.

Epitable

EPITABLE is statistical calculator with many statistical
functions and graphs which you should become
acquainted with to carry out various research analysis.
EPITABLE is separately given in the CD with this book. This
programme can be accessed by first pressing on the EPI6
icon and then subsequently pressing EPITABLE calculator
through Programs. The EPITABLE appears as below.

—E—
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The components of Epitable are:
(@) Describe
(b) Compare
(c) Study
(d) Sample
(e) Probability
(f) Setup
Describe

This option calculates confidence intervals around an
estimate of a proportion, a mean, or a median.

Proportion

Simple random sampling

Numerator 12
Total observations . 997
Proportion :1.2036%

Fleiss quadratic 95% Cl
Exact binomial 95% CI [0.6234 2.0930]
Mid-p 95% ClI [0.6538 2.0372]
Select the Exact binomial 95% CI

[0.6534 2.1552]

Confidence interval is calculated for
estimated from simple random samples or cluster
samples. Three methods for calculating confidence
intervals of a proportion are presented. These are Fleiss
quadratic, exact binomial and mid-p.

Example : Suppose in a survey we wish to detect the
seropositivity for HIV in blood donors. Total of 997 cases
are considered. Out of these 12 are found to be positive. In
the describe dropdown menu select the proportion option
and then select Simple random sampling. Substitute 12 in
the numerator and 997 in the denominator. On pressing
calculate, the following output is given.

Mean

This command provides the confidence interval of a mean
using the alpha risk specified in the setup option. The
inputs required are the mean and the standard deviation
values for the given data. If the size of the population from
which the sample is taken is not known, we should use the
default maximum value 0of 999999999.

Let us consider an hypothetical example where 10
volunteers are weighed in a consistent manner before they
start consuming an experimental diet. Weights in kg for
these 10 volunteers are as follows, 81, 79, 92, 112, 76,
126, 80, 75, 68, 78. We calculate the mean in the usual
manner by adding all the observations (weights) and then
dividing by 10 to give us the mean weight as 86.7.
Similarly we calculate the standard deviation which is
equal to 18.33. Now if we wish to calculate the 95%
confidence interval for mean we select 'Mean' and
substitute the requisite information, i.e. value of mean as
86.7, Sample standard deviation as 18.33 along with the
sample size as 10. On pressing calculate following output

proportions

ample size

onf idence interval of the median position
1pha= 5z

ample size - 18

T1LE
3

edian position

5.58
onfidence interval (95x> 2.48, 8.68

renders the 95% confidence interval.
Median

This option gives the confidence interval of a median
using the alpha risk specified in the setup option. The
inputs required are the median and the sample size for the
given data. For example we ask the 10 patients attending
OPD to evaluate his pain on a scale of 0 (no pain) to 10 (the
worst pain). The scores given by the patients are
3,4,2,6,1,8,1,9,3,6.

Note that the package gives the median position along with
95% confidence interval for median position and not the
median value.

& EPIB.EXE

|lml
~ ercentages
r x c data able

Trend - uvantitative data
Trend - rdered data (Rill.i.t)

oodness of Fit
ater agreement (Kappa)
unpleteneu of reporting

The median score of pain after arranging the patients in
ascending order is 3.5 which is the middle most position
i.e.5.5.

Compare

This menu compares the proportions, means and
variances using various statistical methods. Under
proportion menu following components are available:

Proportion

This option compares several proportion expressed either
as percentages, rows or columns, quantitative or
qualitative manner using the chi square test. The various

Chi? 7.34
Degrees of freedom : 1
p value 0.006748

options available are as follows.
Percentages
When we have the percentages in the two groups which we

—E—
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are interested to compare we use this option. The
program requires the percentage values along with the
sample sizes for each group. On analyzing it gives the chi-
square statistics along with the significance value i.e. p-
value. Consider an hypothetical example where we
sampled 55 males in their adolescent ages. 44% of them
were obese. Another sample of 149 females had 24%
obese ladies. To test whether from the sampled
populations the proportion of obese males was
comparatively higher than that of females, we use the
Percentage option of Proportion in Epitable.

Since p<0.05 we reject the hypothesis i.e. we can conclude
that there is significant difference in proportion of obese.
In other words we say that the percentage of obese males
is greater than percentage of obese females in the
sampled population.

Chisquare forr x c data table

This is applicable when we have qualitative data in terms
of counts which can be compiled in terms of rows and
columns. The procedure is as follows. First indicate the
number of rows and the number of columns. Then enter
the data for each cell. Chi square calculation will be
performed when the calculate button is selected. The
percentage of cells with an expected value <5 is returned
if any such cells are found. When more than 10% of the
cells have expected values <5, chi square calculation is no
longer recommended. The chi square calculation is not

Mothers Status of delivered child
Congenital Malformation Normal
Upto 35 years
of age 50 950
> 35 years 50 450

valid if there are expected cells with values <1. In this case,
an error message is displayed.

Chi square calculation

Chi? : 13.39
Degrees of freedom o
p value 0.000253

calculate. The following outputis displayed.

Since p<0.05 we can conclude that there is statistically
significant association or that there is a definite
relationship between advanced maternal age (>35 years)
and congenital malformations in the offspring.

Trend Quantitative data

This is same as discussed under chi square for trend in
'Statcalc’' and henceis not repeated here.

Lab Technician's Diagnosié Microbiologist's Diagnosis
Positive | Negative| Total
Positive 21 11 32
Negative 37 251 288
Total 58 262 320

Let us illustrate the procedure of Chi-square for r x c table
using the hypothetical example on the association
between maternal age and congenital malformations. Let
us say, we started with the research issue by taking two
groups of mothers, one group upto 35 years of age and
other above 35 years of age. We took a sample each, 500
pregnant ladies aged > 35 years and another 1000
pregnant ladies aged upto 35 years and followed them till
delivery. We found that out of the 500 children born to
ladies > 35 years, 50 had congenital malformations, while
out of 1000 ladies upto 35 years, there were again 50
children born with congenital malformations. Converting
itintoa 2 x 2 table.

Substitute all the observed frequencies and press

Two rater agreement (Kappa)

This allows us to measure the inter observer reliability.
The consistency of measurement by different observers is

Ohserved agreement

A
:@.850000
Chance expected agreement: 5068

assessed by kappa coefficient. This measure is carried out
only for categorical data upto 6 categories. Each cell of the
table corresponds to the count of observation classified
by rater 1 and rater 2. For example we may be desirous of
undertaking a study on Pulmonary TB, with AFB on sputum
smear as the method of measurement. Let us say we are
using Laboratory technicians to examine the sputum
slides after training given to them by microbiologist. For
doing an inter observer reliability assessment (between
the microbiologist and Lab technician) we took 320
stained slides and eah slide was examined by both of
them. The results are as follows:

On pressing Rater Agreement (Kappa) and substituting
the values as given above the following output is
rendered.

The Kappa coefficient of 0.38 is interpreted as moderate
agreement.

Means

This option performs a test (F test), which is equivalent to
a student's t test

for 2 samples. -
This test is not Yarlance between samples
valid if all samples | . _ 2135.62
come from |[Residualvariance :901.95

F Statistic :2.37
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normally distributed populations with variances not
statistically different.

Consider a hypothetical data of a research study to answer
the question whether the serum cholesterol of healthy
adult males, living in hot desert areas is, on an average,
different (ie., significantly higher or lower) from the
average serum cholesterol of healthy young males living
in temperate climates. The serum cholesterol values of 12
subjects from the deserts yielded a mean value of 216.25
mg/dl with variance of 795.24 mg/dl. Similarly 14
subjects from temperate climate yielded a mean value of
198.07 mg/dlwith variance of 992.25 mg/dlI.

The details of the two population means along with
variance (SD? and sample size are substituted to give us
following output.

Since p>0.05 we accept the null hypothesis i.e. we can
conclude that Serum Cholesterol levels of healthy adult
males, living in hot desert areas is, on an average, not
different from the average serum cholesterol of healthy
young males living in temperate climates.

== =BlX
le Pro ability Setu

Gsu-cnn ol i
accine efficacy
creening

Study

This option gives methods of measuring association for
cohort and case control studies. Different methods for
measuring vaccine efficacy are also presented. There are
various methods available. The control method uses the
proportion of population vaccinated and the proportion of
cases vaccinated. Methods based on the estimation of
attack rates in cohort study, estimation of odds ratio in
case control and matched case-control study is given. Also
measures of parameters in screening studies are
performed using this module. Examples are not carried
out for each.

It is expected that students solve few modules on their
own with real life data set.

The screen appears as given below.
Cohort/ cross sectional

Cohort/cross sectional (In cohort study, associations are
measured for data tables with cumulative incidence and

incidence density). In stratified cohort studies, after

specifying the number of strata,

associations are measured on -+ -

cumulative incidence and |Exp+| 150 | 1350
Exp- | 175 | 3325

incidence density
(@) Cumulative incidence
(b) Incidence density

111+ I111-

158 1358 15688
175 33as 3588

325 4675 5888

sount denominator cohort study

Incidence rates

Incidence rates

10.08-/180
5.08-/188

In the exposed group
In the non exposed group

6.58-/188

est of significance

ODne—-tailed p-value(Fisher):
wo—tailed p-value(Fisher):
earson’chi square X2:43.19
ates’chi square ®2:42 .37

interval

2.08 1.62, 2.47
5.80-100 3.32. 6.68
50.8x 38.3. 59.5
1.5/188 1.8, 2.8
23.1x 1?7.7. 27.4
2.11 1.68, 2.65 1

upulatlon risk dif.
opulation attr. fraction
ratio

Ple c)e cStl’atIerd currgs% ttsl,vas they are shown in the above
scr@q ﬁnﬁ?%ﬁé’té ¥ons of RR, AR and PAR% which
ﬁmemnlate‘dmf@taiﬁﬁmeheab;hmd uht thalesh aprenam
INRaswae eactisf®islbasethear ctishae pid smiokigy. and
&ﬁ sxgreise ECG. Then, on asking them about history
m we fo nd that 1500 were smokers and 3500
r{anUE foIIowed up these 2 groups (1500
smdk)erMaaddecBEOO non-smokers) for 20 years and
obseyved dfdfeduring this period there were 150 cases of
IHD(@mgngtsfmgkers and 175 cases of IHD among non-

PREETdIng et kecazes A gantols e nalced

means num ero

co'%;rols will be tW|ce the number of cases) we select that
twgﬁga gtfepiculate following output is given. Again

LSRR TE PRl AL SHSNSVIES e B SREFS)
easuremen k”. We observed from our data that
out of the 100 IHD cases, 80 were smokers and 20 non-
smokers; while out of 100 healthy (non-IHD) subjects;
there were 20 smokers and 80 non smokers. Substituting
the values ina 2 x 2 table and pressing calculate gives the
following output on the screen.

Vaccine efficacy

—E—
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Output

Measures of association and 95% confidence interval
Odds ratio: 16.00 8.00,31.99
Attributable fraction 93.8% 87.5, 96.9
Exact confidence limits of the odds ratio

Fisher: 7.6013 34.0195
Mid-p: 7.9638 32.1333

(a) Control method

(b) Cohort study

(c) Case-control study

(d) Matched case control study 1:1
(e) Matched case control study 1:2

Vaccine efficacy is measured by comparing Attack Rates
among Vaccinated and Attack Rate among Non vaccinated
people. There are four different methods presented which
corresponds to different approaches for measuring or
estimating Attack Rates among Vaccinated and Attack
Rate among Non vaccinated people. The first method i.e.
control method is not very precise method. Also
confidence interval cannot be calculated unless
denominators are known for calculation of various
proportions. Other methods are used depending on the
study design.

Let us take an hypothetical example where isoniazid
chemoprophylaxis and development of tuberculosis is
studied. The information gathered is set in the form of a 2
x 2 table.

Exposure Outcome

Developed Did not

B develop TB Total

Given isoniazid
(intervention group) 3 42 45
Not given isoniazi
(Control group) 9 36 45
Totat 12 78 56

Substituting all the four cell values of the cohort study
with the aim to find beneficial effect of the drug or vaccine
we press Calculate.

111+ 111-
Uac + | EET— | v—
Vac- | EE— | E—

R*:3.46
X*:2.48

[Pearson’chi square
ates’'chi square

PO.B62812
p:8.121837

easure of association and 95 confidence interval

[Relative risk 8.33 B8.18, 1.15
accine efficacy 66 .7 -15.1, 98.4
Population vaccine effica 16.7= 22.6, -3.8
Ddds ratio 8.29 .87, 1.14

This yields us the efficacy of 66.7% and hence we conclude
that insoniazid chemoprophylaxis reduces the occurrence
of TBin close contacts by 66.7%.

Screening

This option is used to evaluate the performance of a
diagnostic test. On substituting the true+ and true- values
(Gold standard + and - values) and the test+ and test-
values the option gives the sensitivity, specificity along
with the Predictive value positive and predictive value
negative.

Consider an example on evaluating the performance of
ELISA as a diagnostic test for HIV infection as compared to
the gold standard as PCR. We took 1,00,000 subjects and
subjected each and every one of them to both, the ELISA as
well as the PCR tests. After substituting the values of
a=990, b=9900, c=10 and d=89100 in the table the

Screening

Measures of association and 95% confidence interval
Sensitivity 99.0% 98.1, 99.5
Specificity 90.0% 89.8, 90.2
Predictive Value Positive  9.1% 8.6, 9.7
Predictive Value Negative 00% 100.0,100.0

following outputis given.

The interpretation of each of the parameters listed above
is explained in detail in the section on Research
Methodology.

Sample
On pressing sample following options are made available.
(a) Samplesize
(b) Power Calculation
(c) Random number table
(d) Random number list
Sample size

The first option gives the desired number of minimum
sample size required for the various studies. The
parameter under consideration can be single proportion
or two proportions. Also sample size can be calculated for
cohort and case-control studies.

Single proportion

Let us understand this with an example. Suppose a study
on gestational diabetes is undertaken. The expected
proportion is p=10% with the desired precision or
acceptable deviation as 7% to 13% i.e. 3% on either
side.(d=0.03). We specify the alpha error as 5%. To
estimate the minimum sample size for the above
proposed study we first have to press sample and then
select the first option single proportion which displays the
screen requesting the information on the size of the
population, desired precision (%), expected prevalence (%)
and design effect. Design effect is a bias introduced in the
sampling design and is taken as 1 which means that there
is no design effect. (Note: In case of cluster sampling the
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design effect is taken as 2). After substituting the required

999999
3

18
1.88

Size of the opulation

Desired recision <)
xpected prevalence <x)
esign effect

Desired precision (X2
[Expected prevalence (x>
Design effect

onfidence level

Sample size

information press calculate.
The required minimum sample size is calculated as 385.
Two proportions

This option is used when we are interested in comparing
two groups with respect to variable of interest. The
specifications required are the anticipated or expected
proportions in both the groups along with the alpha error
and power of the test. Let us calculate the sample size for
the following situation. Suppose the proportions of
patients who develop complications after a particular type
of surgery is 5% while the proportion of patients who
develop complications after another type of surgery is
15%. We wish to test whether the second surgery has more
complication rate than the first type of surgery with a
power of 90%. The level of significance or type | error is
assumed to be 5%. In this given situation to arrive at the
number of patients that would be required in each group
we first press sample size from the menu sample. From
the sample size select Two Proportions. After specifying
the requirements as given above and then pressing

atio group 1/group 2 1.68088
Percentage group 5
Percentage group 15

onfidence level
Sample required in group 1
Bample required in group 2
otal #

Calculate the results on the screen appear as follows:

Thus a total of 414 i.e. 207 patients in each group are
required to study.

Cohort study

Refer back to the example on HAPO which was considered
for sample size determination using Statcalc. Substitute
the required values of attack rate among non exposed as
1% and the detectable RR as 0.5. Also substitute the alpha
error and power as 5% and 80% respectively. After
pressing Calculate the minimum required sample size is
10134. In other words we would require to study 5067
subjects who would get Diamox and another 5067
subjects who would not get any drug.

Case control study

157

Refer back to the example on HAPO which was considered
for sample size determination using Statcalc. Substitute
the required values of percentage of exposure among
controls as 10% the OR worth detectable as 3. Also
substitute the alpha error and power as 5% and 80%
respectively. After pressing Calculate the minimum
required sample size rendered is 226. In other words we
will we will need 113 cases OF HAPO and another 113

atio of ontrols per cases
dds ratio worth detecting
# of xposure among controls (%)

onf idence level
umber of Cases
umbhber of Controls

otal #

healthy controls to do this study. (Note that the sample
size determined are almost same when calculated by
sample size option of Statcalc)

Power calculation

The power calculation option calculates the power of the
study. It is the complement of the beta error. In other

Ratio of on exposed per exposed
elative risk worth detecting
ttack rate among non exposed (x>

atio of ontrols per cases
dds ratio worth detecting
# of xposure among controls <)

words it is the probability of making the correct decision.
It can be calculated in both the cohort studies and case-
control studies. The specifications required in both the
situations are as under.

Substitute the sample size along with alpha error and
other information of the study. Pressing Calculate reveals
the power of the study.

Consider the two examples that we have discussed above
in the sample size determination option for cohort and
case-control study. If we substitute retrospectively all the

Please note that the calculations for sample size and
power by the package differ from the manual way of
calculations by slight margin. Hence it is recommended
that for calculation of sample size and power the reader

preferably uses the ready tables from WHO manual.

specification (except power) taken into consideration
including sample size which was calculated. On pressing
Calculate the power of the study is detected as 80% for
cohort study and 84% for case-control study.

Random number table
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This option generates a table of random numbers with a
specified number of digits. Available options include the
number of digits of generated numbers, as well as the
total number of random numbers generated.

Example : Let us consider a hypothetical study where we
require selecting 25 subjects by simple random sampling
technique using random number method. Thus we want
to generate 25 random numbers. On the screen we specify

How many random umbers

File: Edit Sea

12 58 73 15 54 48 42 4281 96 56 36 14 74 B2 66 55 27 21 97
21 49 39 68 17 20 87 86 15 76 28 83 41 98 79 43 68 29 53 27

the number of random numbers as 25 and the digits per
number as 2 (Since we have population which consists of
subjects numbered in two digits). Pressing calculate gives
alist of 25 two digit random numbers as follows.

Thus from the population we will choose the subjects with
numbers 12, 58, 73 and so on, to form our study
sample.

Random number list

This option generates a list of random numbers ranging
from a minimum to a maximum value. These random
numbers can be drawn with or without replacement. In
without replacement duplicate are not allowed whereas in
with replacement duplicates are allowed. The random
numbers generated are presented in sorted order.

The difference between random number table and
random number list is that the random number table
generates the specified number of random numbers from
all the available digit number that we have specified. For
example in the above example the 25 random numbers

ow many random numbers 25
Mi imum range of numbers 10
aximum range of numbers 58

are generated from 01 to 99. Whereas the random number
list gives us a list of numbers where the range can be
specified by us. For example if we want a list of 25 random
numbers from 10 to 50 without replacement then the
outputis as follows

Note that none of the random number repeats itself in the
list.

Random number List generator

ow many random numbers 25
Mi imum range of numbers 18
aximum range of numbers 58

ing with » placement

Let us draw the same number of random numbers (25) but
now if we specify with replacement then the output is as
follows.

Note that the random number 12, 26 38 and 47 are repeated
in the study

Analysis of data

Let us once again revert back to the main menu of Epi
2002. One of the most important component of Epi 2002
is Analyze Data. This program allows access to data
entered in 20 data formats (e.g. Epi Info data files, Foxpro
data base files, Excel files, Access data base files, etc) to
perform statistical analysis. Though you can directly enter
data in the EPI INFO we strongly recommend that the data
be first entered in Excel, Foxpro or Access and then
imported to EPI. To understand this option in detail a
practice data file named “SAMPLE.dbf” is provided to the
readers in a CD, alongwith this book. It is suggested that
the readers use this file and try out all the options
available in the Analyze Data menu of Epi 2002. The
description of the data set in “SAMPLE.dbf “ is given at the
end of the Epi section.

Using this menu following statistical analysis can be
carried out.

(@) It produces tables, epidemiologic statistics &
graphs.

(b) It can also produce lists, frequencies, cross
tabulations, and other epidemiologic statistics,
such as odds ratios, relative risks and p-values.

(c) Graphing and mapping are also available using
this component

First, to activate the analysis screen, click on the "Analyze
Data" button on the main screen of EPI - 2002. The menu
appears on the screen as shown on next page.

Read

By using READ command, located in the left hand column
we can tell EPIINFO which file or table to analyze. The Data
Formats requires the format in which the data is entered.
In our case the data set enclosed in the CD is of type
“foxpro” named “SAMPLE.dbf”. Hence to read this
particular file we should type dBASE IV in Data format. The
Data Source requires the source destination of this file
from where it can be extracted to read.
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List

List does a line listing of the current dataset. If variable
names are given, List option will list only these variables
whereas List * will list all variables of all active records,
using several pages across to accommodate all the
variables, if necessary. The simplest and sometimes the
best way to analyze data are to produce a line listing,
using the List command.

Frequencies

The Freqg command is used to determine the frequency of
values for numeric character. The output shows a table of
the values for a variable, the number and percent of
records having each value, and the confidence intervals
for each value as a proportion of the total. For numeric
data only, descriptive statistics such as mean and
standard deviation are also shown. On selecting the
variables and clicking OK the results appear in the browser
window. The yellow bars accompany each table to the
right which indicates the frequencies. Statistics will be
displayed below the table if the value of the variable is
numeric.

Example

Suppose in the example “SAMPLE.dbf” we want to find the
frequencies of the personnel of different rank structure.
The variable we have used for rank is RANK. Click
frequencies and specify RANK in the drop down menu of
Frequency. Pressing OK yields the Frequencies, Percent,
cumulative percent along with 95% confidence intervals

RANK

Frequency

Percent

Cum Percent

JCO

105

17.1%

17.1%

OFFICER

25

4.1%

21.2%

OTHER_RANK

487

78.8%

100.0%

lotal

ol4

00.0%

00.0%

95% Conf Limits
JCO

OFFICER
OTHER_RANK

14.3%
2.7%
75.3%

20.4%
6.0%
82.0%

for the frequencies in the following manner. The yellow
bars also indicate the frequencies for each category.

Tables

The Tables command is used to create a table of
categorical data, often called as cross-tabulation. Two
variables can be compared using Tables. This is similar to
the "Tables (2 x 2, 2 x n)' option of “Statcalc”. In Statcalc
when 'Tables' option is used either for analyzing a single
table or carrying out stratification analysis for
confounding effect, we make use of the readymade 2 x 2
tables. The disease status as well as the exposure status
cross classification cell values are directly entered by
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variable is the Help | hd
variable in the < | I

database considered

as the Disease of

consequence. Click on OK when done. A single table of 2
or more rows and 2 or more columns can be provided,
which is called as an R x C table (Row by Column). In
addition to the row and column variables, the user can
stratify on additional variables, which is then called as an R
x C x S table (Row by Column by Strata). This is used for
control of confounding and is equivalent to stratification
in Statcalc. The output gives frequency tables
accompanied by confidence limits on the proportions and
2x2 tables by odds ratios, risk ratios, and several types of
confidence limits on these ratios, as well as chi square and
Fisher exact tests. Stratified analyses result in Mantel-
Haenszel summary odds ratios and confidence limits.

SYNDX

WHR_CAT 0 1 Total
0 233 7 240
Row % 97.1 2.9 100.0
Col % 41.5 13.5 39.1
1 329 45 374
Row % 88.0 12.0 100.0
Col % 58.5 86.5 60.9
Total 562 52 614
Row % 91.5 8.5 100.0
Col % 100.0 100.0 100.0

We will understand the usage of this command by
considering our hypothetical data set of “SAMPLE.dbf”. Let
us say that we are interested in exploring association
between SyndromeX and central obesity. Central Obesity
(WHR_CAT) is considered to be a risk factor for
development of SyndromeX and hence is selected as
exposure factor and SyndromeX as our variable of interest
as Outcome. We select these variables and then press
<OK>.

Single Table Analysis

Point #5% confidence interval

Estimate | Lower Upper
PARAMETERS: Odds-based
Odds Ratio (cross product) [4.5528 2.0176 10.2735(T)
Odds Ratio (MLE) 45438 | 2.0979 TT.0869 (M)
1.987% T2.T557(F)
PARAMETERS Risk-based
Risktratio(RR) 1636 6567 +1+526+(H
Risk-differenee{RB%) 954 51966 13-6403FH
har

(T-Taylor series; C=Cornfield; M=Mid.P: F=Fisher Exact)

STATISTICAL TESTS (‘hi-<n|||:|r 1-tailed o} 2
tailed p
Chisquare - uncorrected |1 5 . 6 6 9 8

0.0000765860

Chisquare - Mantel-Haensze
0.0000776106

1%
o
N
N
w

i - ) 1
0.0001401431
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Let us now consider another variable BMI. We now wish to
explore whether BMI is a confounding variable in the

WHR_CAT : SYNDX, BMICAT_01 =1

observed association between central obesity and SYNDX
syndromeX. Hence along with exposure and outcome  \WHR_CAT 0 Total
variable we also give the variable BMI in the Stratify By on
the screen. R ¥ % 9%)09 921 1550
. . . w . . .
The procedure is to click on Tables in Analyze Data after Cool (yo 14.8 6.5 13.3
the data file is imported through 'Read' command. In the ° : : :
exposure dropdown we select the exposure variable as 1 115 29 144
WHR_CAT and the outcome variable as SYNDX. Along with Row % 79.9 20.1 100.0
these we also select the confounding variable Col % 85.2 93.5 86.7
gBMICAT_O]) from the_d_rop;:lowp list of “Stratify By”. T_hls Total 135 37 166
is equivalent to stratification in Statcalc. On pressing Row % 813 18.7 100.0
<OK> the output is rendered as a single 2 x 2 analysis of °W°° : : .
WHRCAT and SYNDX but taking into consideration Col % 100.0 100.0 100
BMICAT_01 as 0 and 1. In other words the cross tabulated
frequencies are onlylfor the group haw_ng BMICAT as O Single Table Analysis
(<25) and another single 2 x 2 analysis for the group - - -
having BMICAT_01 as 1 (=25). A SUMMARY TABLE Point  95% confidence interval
provides the summary statistics after removing the effect Estimate Lower Upper
of confounder. The outputis given as under. PARAMETERS: Odds-based
Odds Ratio (cross product) [2.5217 0.5573 TT.4T0T (T)
WHR_CAT : SYNDX, BMICAT_01=0 Odds Ratio (MLE) Z.5T06 | 0.6309 16.720105
SYNDX )
WHR_CAT 0 -I TOtaI 0.5560 23 38830(F)
IPARAMETERS: Risk-based
R 0 % 927]37 253 ]%)1080 Risk ratio (RR) 1.1383 0.9744 1.3299(T)
COVIVVO 299 538 48,7 Risk difference (RD%) 11.0480 | -2.6348 24.7308(T)
o1 ’ : . (T=Taylor series; C=Cornfield; M=Mid-P; F=Fisher Exact)
1 214 16 230
Row % 93.0 7.0 100.0 tailed p
Col % 50.1 76.2 51.3 Chisquare - uncorrected |1 5 3 3 3
02155466879
TOtaI 427 2] 448 Chisauare - Mantel-Haanczhl 1 c 2 4 Iy
Row % 95.3 4.7 100.0 0.2169343585 | -
Col % 100.0 100.0 100.0 Chi square - corrected (Yatels) 0 . 8 9 2 6
. . Warning : The expected value of a cell is <5. Fisher Exact
Single Table Analysis Test should be used.
Point 95% confidence interval Summary
Estimate Lower | Upper
PARAMETERS: Odds-based Summary information
Odds Ratio (cross product) [ 3.1T850 1.1463 8.850T (T) Point 95%Confidence Interval
Odds Ratio (MLE) 31775 [ T.1831 9.853T (M) Parameters Estimate Lower Upper
OS] T2 (7)) Odds Ratio Estimates
: : o Crude OR (cross product) | 4.5528 2.0176, 10.2735(T)
N e B meRteay Crude OR (MLE) 45438 20979, | TT.0869 (M)
Ricle differance(RPo) 4 6620 N-L211 Q CNAR (T
Risk-difference (RD%) 4.6629—1-0-82H 8.5048(T) 9874, 2-TS57°F)
(T=Tavlarseries: C=Cornfidld:- M=Mid\P:- F=Ficher Fxadt) o :
\ TOTTEE o JASTNSASARILY =D '.' YIS U AT LSARIAINY ] AdJusted URTVIH) 2.9415 1.250/2, 0.8838 1T (R)
SLALSTICALIESLS Chi-squar 1-tailed p 2 AdjustedOR (MLE) 2:9617 13062, 7-470H(M)
talledp 1220 QL Q2D 7 (N
Chisquare - uncorrected |5 . 4 4 6 7 LD tine (DDA eet” Srees iy
0.0T96061809 NELSSEAEEAINIAY
CrudeRisk Ratio(RR) 1. 1036 1 0567 1. 1526
Chrsquare - Mantel-Haenszgl ) o a 3 4 &) = T B
0.0197431181 Adjusted RR (MH) 1.0614 1.0188, 11057

i 5 ) 4 4 5 3
0.0348403277

(T=Taylor series; R=RGB; M=Exact mid-P; F=Fisher exact)
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STATISTICAL TESTS (overall assqc) Chi-squaLe 1-tailed p| 2-tailed p
MH Chi square - uncorrected 6.7724 0.0093
MH Chi square - corrected 5.8796 0.0153
Mid-p exact 0.0039
Fisher exact 0.0060

Tn the following two tests, low p values suggest that ratios differ
by stratum

Chi-square for differing
Odds Ratios by stratum (interaction) 0.0630

Chi-cauarefordiffaring
of afFetroreaHerhg

H-5>t

Risk Ratios by stratum

0.8018

0.9671 0.3254

Since Chi-square for differing Odds Ratios by stratum
(interaction) is not significant. We conclude that BMI_CAT_01 is
a confounder variable as the crude odds ratio and adjusted odds
ratio differ. Based on Adjusted OR(MH) of 2.94, we conclude
that the risk of syndromeX due to high WHR, after controlling
(adjusting) for the confounding effect of raised BMI, increase the
risk by almost 3 times.

Means

The Means command can compare mean values of a
variable between the groups. The Means command can
also compare mean group values before and after the
event. This method, however, ignores the matching that
occurs from using the same student or subject for both
tests. A better method is to subtract the before score from
the after score to find the difference for each student, and
then to see if the average difference is significantly
different from zero, using Students t-test. Epi Info
performs the t-test every time the Means command is
given with a single variable, just in case the variable
represents a difference and you would like to know if it
differs, on the average, from zero. If there are only two
groups, the equivalent of an independent t-test is
performed. If there are more than two groups, then a one-
way analysis of variance (ANOVA) is computed. Thus
Means provides the equivalent of ANOVA for two or more
samples. “One way’ means that there is only one
grouping variable. If there were two grouping variables,
then that would be a two-way ANOVA, which Epi Info does
not perform. The one-way ANOVA can

age parameter, we use one way ANOVA. For carrying out
this analysis we first click on Means. The following screen

s Meass x|

Cross-tabulate by Value of Steatify by

T | . sl
Means of
| - A
elgnt oI
5 6520 | 2020 |
625 | 37| 5o
—— Optional Page Settings
Output to Table [ cotmns per Page
| I~ No Line Wrap
Settings | saveonty | oK |
Clear | Help | Cancel |
will appear.

In the Means of we substitute the continuous numeric age
variable and in the Cross Tabulate by values of substitute
groups which is given in the column of Rank i.e. press
Rank and then Press OK. The output is provided in 5
different sections:

(@) A table of the two variables with the continuous
variable forming the rows and the grouping
variable forming the columns.

(b) Descriptive information of the continuous variable
by each group such as number of observations,
mean, variance, and standard deviation; minimum
and maximum values; the 25th, 50th (median),
and 75th percentiles; and the mode values are
described.

(c) An Analysis of Variance (ANOVA) table and a p-
value for whether or not the means are equal.

(d) A test to determine whether the variances in each
group are similar (Bartlett's test for homogeneity
of variance).

(e) A non-parametric equivalent, Kruskal-Wallis test
instead of the independent t-test and one-way
ANOVA s also provided.

For the example considered from SAMPLE.dbf following

be thought of as an extension of the |pegeriptive Statistics for Each Value of Crosstab Variable
independent t-test to more than two -

Obs Total Mean Variance Std Dev
groups. Because the ANOVA test
requires certain assumptions about the JCO 105 4652.0000 44.3048 18.6947 4.3237
another test (Kruskal-Wallis, also | OTHER_RANK 484 18191.0000 37.5847 8.9804 2.9967
knovyn as the Mann Whitney/WiIFoxon Minimum  25% Median 75% Maximum Mode
test if there are only two groups) is also | jco 36.0000  41.0000 45.0000  48.0000 53.0000  46.0000
E’gsot"";':g'émn;ht';alsita d(:‘:s”‘np(j‘tr??qe:irr'g OFFICER 35.0000  40.0000 46.0000  51.0000 55.0000  36.0000
assumptions about the underlying OTHER_RANK 35.0000 36.0000 37.0000 38.0000 55.0000 35.0000

population. We will discuss in detail
each of the output section separately.

Consider again the example of “SAMPLE.dbf”. One of the
numeric variables considered is age of the person. If we
wish to test whether there is any significant difference
between the three ranks of the personnel as regards to the

outputis given on the screen.
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ANOVA, a Parametric Test for Inequality of Population
Means (For normally distributed data only)

Variation SS df MS F statistic
Between 4921.3197 2 2460.6599 203.9088
Within 7373.2145 611 12.0675

Total 12294.5342 613
P-value = 0.0000

Bartlett's Test for Inequality of Population Variances
Bartlett's chi square= 64.7890 df=2 P value=0.0000

Mann-Whitney/Wilcoxon Two-Sample Test (Kruskal-Wallis
test for two groups)

Kruskal-Wallis H (equivalent to Chi square) = 183.0437
Degrees of freedom =2
Pvalue= 0.0000

A small p-value (e.g., less than 0.05) suggests that the
variances are not homogeneous and that the ANOVA may
not be appropriate.

The overall one-way ANOVA results are said to be
significant (p= 0.0000) so we conclude that the mean age
in the three ranks (groups) are not same.

Note that All statistical methods require assumptions

(a) ANOVA requires distributional assumptions of
(i) Independence
(ii) Normality
(iii) Equal variance

(b) Bartlett's Test for Inequality of Population Variances
test for the assumption of equal variances. It also
advices you as to whether ANOVA results are

appropriate or Non-parametric test are more
appropriate.

(c) Kruskal-Wallis Test

The Kruskal-Wallis test is the nonparametric analogue
to one-way ANOVA. It can be viewed as ANOVA based
on rank-transformed data. The initial data are
transformed to their ranks before submitted to
ANOVA. The p-value suggests the significance. The
null and alternative hypotheses for the K-W test may
be stated in several different ways. We choose to
state:

H,: the population medians are equal
H,: the population medians differ

(d) In case when the ANOVA results are significant
(p<0.05), multiple comparisons between two groups
at a time should be carried out. Since in our case
results are significant (p<0.05) we now compare two

means at a time. This is a post hoc (after-the-fact)
comparison. In other words it means that after
rejecting H, we conduct the following three tests:

Test1:H,: Groupl =Group2 vs. H,Group
1 =Group 2

Test2:H,: Groupl =Group3 vs. H,Group 1 = Group
3

Test3:H,: Group2=Group3 vs. H,Group 2 = Group
3

This is carried out by the procedure explained in

EPITABLE section of COMPARE.
Match

MATCH performs a matched analysis of the specified
exposure and outcome variables, which are assumed to be
yes/no variables. One table is produced for each number
of cases in a match group. The first variable will appear on
the left margin and will contain values from zero to the
number of cases in the match group. The second variable
will appear on the top margin and will contain values from
zero to the number of cases in the match group. The cells
contain the number of match groups showing the
combination of positive exposures and positive outcomes
shown in the margins. The output table produced by the
command is similar to that produced by TABLES.

Graph

The GRAPH command in Analysis offers many types of
charts for displaying the values of one or more fields in a
data table. A toolbar within the graphing module can be
activated to allow customization of the resulting graphs.
Settings can be saved as templates and used again from
Analysis.

Advanced Statistics
Linear regression

Regression analysis deals with developing a mathematical
relationship between two variables of interest. Regression
is used when the primary interest is to predict one
dependent variable (y) from one or more independent
variables (x1, ... xk). When only one independent variable
is used to predict the dependent variable then it is termed
as simple linear regression. When multiple independent
variables are used to predict the dependent variable it is
defined as multiple linear regression and for quantifying
the relationship between two variables we calculate
correlation. To analyse the relationship between the
independent and dependent variables we click on Linear
Regression. From the dropdown menu in Outcome
Variable select the outcome or dependent variable. In the
Other Variables select the multiple independent variables
and press OK. On pressing OK the output is visible on the
screen.

Consider the example SAMPLE.dbf given separately in the
CD. Suppose the outcome variable is diastolic blood
pressure (DIA_BP). Let the independent variables or
predictors be BMI (BMICAT_01), Waist-hip ratio
(WAIST_HIP), serum cholestrol level (S_CHOL) and heart
rate (HR_CAT_0_1). Follow the instructions given above
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and arrive at the solution.
[Hint: Inthe above example, the regression lineis:
DIA_BP=a+b,x, + b,x, + b,x; + b,X,

DIA_BP = 58.892 + 6.216(BMICAT_01) +
2.141(HR_CAT_0_1) + 0.047(S_CHOL)+ +18.3(WAIST_HIP)

For any given value of independent variables, diastolic
blood pressure (DIA_BP) value can be predicted.]

Logistic Regression

Logistic regression shows the relationship between an
outcome variable with two values (i.e. dichotomous) and
explanatory variables that can be categorical or
continuous. In Epi Info 2002, either the TABLES command
or logistic regression (LOGISTIC command) can be used
when the outcome variable is dichotomous (for example,
disease/no disease). Analysis with the TABLES command
in Epi Info is possible if there is only one “risk factor.”
Logistic regression is needed when the number of
explanatory variables (“risk factors”) is more than one. The
method is often called “multivariate logistic regression.” A
model might predict the probability of occurrence of a
myocardial infarction (MI) over a 5-year period, given a
patient's age, sex, race, blood pressure, cholesterol level,
and smoking status. Please note that the outcome variable
has to be of YES/NO type or logical (TRUE/FALSE). The
latest version of EPI 2002 can take the outcome variable in
logical form as 0 & 1. Epi Info 2002 uses a process called
“maximum likelihood estimation” to arrive at the best
estimate of the relationships based (usually) on a follow-
up study. The results include values for the beta
coefficients 'R' but more important for epidemiologists,
can produce an odds ratio (OR) for each value of a risk
factor compared with its baseline (“absent” or “normal”)
state.

Consider in SAMPLE.dbf the dependent outcome variable
as having IHD(which is coded separately as FINAL_IHD and
is logical type) given the different risk factors as
BMICAT_01(categorized 0 for BMI<25 and 1 for BMI = 25),
weekly exercise (WK_EX_CAT categorized 0 for no
exercise and 1 for exercise), waist-hip ratio, (WHR_CAT
categorized 0 for having normal waisti.e.=0.90and 1 for
having central obesity i.e. >0.90), heart rate (HR_CAT_01
categorized O for heart rate =72 beats/min and 1 for >72
beats/min) and SyndromeX (categorized 0 for all those
who did not qualify as having syndrome X and 1 for all
those who qualified as having or presence of syndrome X).
Follow the instructions given above and arrive at the
solution.

Survival Analysis

Survival Analysis deals with situations where the outcome
variable is dichotomous and is a function of time. The
analytical methods used to draw inferences regarding the
chances of surviving / dying / getting cured / getting
diseased (in short, the chances of developing the
“outcome of interest”), over the various points of time are
answered by “survival analysis”. The accompanying CD
gives data set for survival analysis named as
“SURVIVAL.dbf". This is a HYPOTHETICAL data of a new
drug which was being tried out for treatment of Leukemia.

100 patients of confirmed leukemia was randomized into
two groups. One group of 50 subjects which continued
with the existing standard therapy (Group1) and another
50 subjects (Group?2) were given the trial modality. All
subjects were followed up for maximum period of 7 years
(84 months) from the point of starting treatment or else
till they died due to leukemia or lost to follow up or died
due to some other disease. If subject died because of
leukemia they are called as uncensored data (0) whereas
subjects who died of some other cause and not leukemia
or were lost to follow up or were still alive by the end of 7
years are called as censored data (1). The defined
outcome of interest was the subject who was living at the
end of followup. (This includes those who were loss to
followup assuming that they would have lived).

There are three columns. The first column named
“Time_since” represents the time in months of the event
(death) taking place. The second column, named
“Outcome” represents the status of the patient, whether
the patient is alive or has died, and the third column,
named “Group” represents the group to which the patient
belongs, with 1 = existing treatment given and 2 = new
trial treatment given. Press Kaplan-Meier Survival from
Advanced Statistics and give input of all the required
variables. The Censored Variable is the Outcome variable,
Time Variable is Time_Since and Group Variable is Group
respectively in our example. Value of uncensored is 0
whereas Time Unit is taken as months. Once you press OK
the survival curve along with statistical difference
between the two survival curves are provided. (The details
on Survival Analysis are given in the section of
Biostatistics). Follow the instructions given above and
arrive at the solution.

Description of the data set : SAMPLE.dbf

SAMPLE.dbf file is a HYPOTHETICAL data meant for
practicing only. It was a cross sectional study in which 614
healthy army subjects aged more than equal to 35 years
were randomly selected from various army units in a very
large cantonment. General particulars included age, rank,
native state. History was recorded of details of physical
exercise, alcohol consumption and tobacco use. Clinical
measurements included measurement of height, weight,
waist circumference, hip circumference and systolic &
diastolic blood pressure. Biochemical measurements
included fasting and 2 hour PP blood sugar, lipid profile
and fasting insulin levels. Resting ECG was recorded and
assessed for evidence of coronary insufficiency (Cl) as per
the standard Minessota code criteria. Syndrome X was
defined as per standard international code criteria. A total
of 52 persons out of 614 studied were found to have
syndrome X as per defined criteria.

The description of various variables coded in the data
sheetis as follows

AGE : Actual age in completed years.

RANK : Self explanatory - Officers/ JCO/Other
ranks

STATE : The state of native residence of the
subject.

WK_ALC : Average amount of alcohol (in terms of
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TOBACCO

gms
of ethanol) consumed in one week as a
routine

users

WK_EX_CAL : The number of K-calories spent on an

average in one week in structured physical

exercise (as PT, Games, Walking or sports
under own arrangements)

EXCAT : NIL-undertaking no exercise; Similarly
MILD,
MODERATE & HEAVY INTENSITY EXERCISE.

WEIGHT : Weight in kgs to the nearest whole
number.

HEIGHT : Height in cms to the nearest whole
number.

BMICAT_01 :0 means <25and1>25

WAIST : Waist circumference in cms.

HIP . Hip circumference in cms.

WAIST_HIP : Waist-Hip ratio (WHR)

WHR_CAT : 0 = Having normal waist, normal WHR <
0.90; 1= Having central obesity
i.e. WHR>0.90

SYS_BP : Systolic Blood pressure in ml/mercury

DIA_BP : Diastolic Blood pressure in ml/mercury

BL_SUG_F : Fasting Blood sugar mg/dlI

BL_SUG_PP : 2 hours post prandial blood in mg/dI

S_CHOL
INSULIN_F
HYPERINSUL : 1 = Having hyperinsuliniea as per defined

: Serum total; cholesterol mg/dl.
. level of fasting insulin in mIU/ml

criteria of fasting insulin in uppermost
quintile; 0 for Normoinsuliniea
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: Coded as 1 for Users of Tobacco: 0 for non

HR

: Heart Rate in beats/min

HR_CAT_O1: O Heart Rate =72 beats/min, 1 for Heart

Rate>72 beats/min

IHD_EVI : Evidence of coronary insufficiency (Cl) on
resting ECG; 1=Cl present; O=normal

SYNDX : 1= SyndX present as per defined criteria;
0= SyndX absent

FINAL_IHD : TRUE=evidence of Cl present; FALSE=No

evidence (Normal)

Using SAMPLE.dbf answer the following questions:

Ql:
Q2:

Q3:

Q4:

Q5:

Q6:

Q7:

Q8

Qo:

Q10:

Q11:

Write the scales of measurement for all the variables
considered in the SAMPLE.dbf

If the investigator is interested in assessing whether
there exist any association between the occurrence
of IHD and systolic blood pressure as risk factor.
How will the investigator proceed to test this
association?

In the above situation how will the investigator
check whether age is a confounder variable or not?

Describe the following variables along with the 95%
confidence interval.

a) HeartRate

b) Serum Cholesterol Level
c) Tobaccoconsumption.
d) Age

Test whether there is any difference in the
proportion of subjects consuming tobacco in the
two groups with presence of IHD and absence of
IHD.

To test whether there is any correlation between
Waist Hip Ratio and BMI (taking both as
dichotomous variables) what type of statistical
analysis will be carried out?

Taking Fasting Insulin as a continuous variable and
age as dichotomous variable (0 for = 35 years of age
and 1 as > 35 years of age) test whether there is any
difference between the insulin levels in the two age
groups.

Carry out analysis to find out whether there is any
association between the exposure variables
WK_EX_CAL and the outcome variable FINAL_IHD
with and without considering the confounder
variable BMI

If we wish to test whether there is any significant
difference in the proportion of people of different
ranks (RANK) with outcome of “SyndromeX” using
EPITABLE and ANALYZE DATA, what would be the
difference?

Which statistics will be used to predict the outcome
of SyndromeX in subjects, considering the risk
factors as Age, Exercise (WKEXCATO1), TOBACCO
consumption (categorizedas O and 1)?

Correlate Fasting Insulin and Fasting Sugar using
'Graph' from “Analyze Data”
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Effects of Hot Environment

The term “heat stress” is applied to any degree of
environmental heat that causes physiological
thermoregulatory mechanisms to get activated. Human
beings are homoeothermic creatures whose physiology
attempts to maintain a constant core body temperature of
37°C (range 36 to 38°C). Obviously, this requires
balancing of the body heat production with heat loss
which is achieved by a combination of physiological
mechanisms (as peripheral vasodilatation or
vasoconstriction, changes in heart rate, sweating or
shivering) and behavioural mechanisms (increase or
decrease in voluntary physical activity, seeking
appropriate shelter etc). In addition, environmental
conditions viz., temperature, humidity and speed of air
also greatly determine whether a person will be subjected
to thermal stress. Prevention and management of thermal
stress disorders therefore requires an understanding of
these physiological, behavioural and environmental
mechanisms and manipulating them appropriately. For
the purpose of thermoregulation, the human body can be
conceived of having two “layers” - an outer periphery or
“shell” consisting of skin, subcutaneous tissue and
muscles, and an inner “core” consisting of brain, heart and
viscera.

Magnitude of the Problem

Epidemiological descriptions provide evidence of
diseases and deaths due to hot environment since Biblical
and Alexandrian times (1-4). Medical descriptions of heat
related llinesses have been made in relation to various
human activities, ranging from adventure and sports to
industries, occupation, pilgrimages and, of course,
military operations (5-9).

In terms of the burden of mortality, hyperthermic brain
injury is the third largest cause of brain-injury related
deaths, next to Cardiovascular and traumatic diseases
(10, 11). Scientific published data on the magnitude has
described the death of almost eleven thousand people in
the month of July, in China, during the eighteenth century
due to hot weather conditions. The adversities faced by
Napoleon's army in 1798, during his Egyptian campaign,
were poignantly summarized by Larry. Another
description by Marshall enumerates the death of
thousands of soldiers due to physical exertion in hot
environment, during the Arab-Israeli war of 1956 (12).
Again, very high incidence of heat illnesses has been
reported from the Middle East, among the Haj pilgrims
(13). It has been estimated that the massive heat wave that
swept over Europe in 2003, claimed more than 35,000
lives, with France accounting for 14,000 deaths (14). Even
in developed countries like United States, heat illness is a
major public health issue (15). Data from Centers for
Disease Control and Prevention (CDC) indicates that
during the period 1979 to 1997, as many as 7000 deaths
in the USA were attributable to excessive heat (16).
Reports of high incidence of heat illnesses from various
other developed countries have appeared recently (17-
20).

In India, more than 1600 heat related deaths were
reported during the year 2003 (14). Areport by Larsen, on
behalf of Earth Polity Institute, as quoted by Sri Ramachari
(14) makes a pointed reference to India, as “where heat
related fatalities in thousands are no longer uncommon’”,
thus exhorting all professionals concerned with human
development towards addressing this problem. More
recently, apprehensions have also been raised regarding
the world wide climatic changes and global warming,
which may increase the incidence of heat related illnesses
in the human populations (21-23). In India, 3,194 deaths
due to heat-stroke have been recorded over the 5-year
period 1999 to 2003; the actual magnitude may be much
more. The central and northern plains, western deserts
and tropical forest areas of North East have
environmental conditions causing heat stress during the
months of April to September.

Epidemiological triad in heat ilinesses

In the conventional “Epidemiological triad” of agent, host
and environmental factors, the “agent” is “heat”. However,
who would get adversely affected by this agent is
determined by a complex interplay of various factors in
the human host or the environment.

Human (Host) Factors
A wide array of host factors have been implicated in

Box - 1: Persons at high risk of heat stress
Z Extremes of age (<5 years or >65 years)
2 Pregnancy

Z Occupation: Workers in military, agricultural,
construction & industrial settings, labourers, sports-
persons and miners.

2 Low level of physical fitness

2 Lack of acclimatization to environmental heat
2 Obesity

Z Alcohol use (acute and chronic)

2 Skin diseases: Extensive prickly heat, psoriasis,
pyoderma

Z Sleep deprivation

/7 Co-existing febrile illness, renal, thyroid, cardio-
vascular and metabolic diseases.

2 Previous history of heat-illness
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increasing the risk of heatillnesses, as summarized in Box
1.

a)Age

Children upto five years of age and the elderly (aged more
than 65 yrs) are at a higher risk and need special
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preventive efforts. A considerable portion of such decline
in heat tolerance with increasing age may be actually due
to reduction in physical fitness, increase in body weight
and chronic diseases, which all accompany advancing age
(24).

(b) Gender

Earlier workers had been of the general opinion that
females are less able to work in hot environment and
hence more susceptible to heat illnesses. However, more
recent evidence suggests that if women are fully
acclimatized and physically conditioned, the differences
between males and females as regards susceptibility may
not be significant. On the other hand, hospitalization data
may show a preponderance of males since, in most parts
of the world, males are more employed in hazardous heat-
illness-prone jobs (25). There is indication that women
may be less tolerant to exercise in hot environment during
the luteal phase of menstrual cycle as compared to
follicular phase (26). There is an indication that pregnant
women may be at higher risk of heat illness.

(c) Racial and genetic factors

Morbidity and mortality data from the US, British and
British- Indian Army, during the world wars, tends to
indicate a paradoxical situation that while the overall
incidence of heat related ilinesses were higher among the
whites as compared to soldiers with black colored skin the
incidence of severe forms of the disease and death was
higher among the latter. More recent evidence, however,
indicates that race, per se, may not be an important
determinant and any observed differences between
racial/ethnic groups may be actually due to socio-cultural
reasons. Further studies are required in this field (14). Itis
also being increasingly realized that certain genetic
factors may determine the susceptibility to heat stroke, as
those which encode cytokines coagulation proteins and
heat shock proteins (HSPs) involved in the process of
adaptation to heat stress (27-33).

(d) Level of physical fitness

Low level of physical fitness (as indicated by lower levels of
VO, max), in relation to the occupational or recreational
requirements, reduce the heat tolerance (25, 34).
Similarly, hot environment also has an effect on physical
performance in that maximal exercise capacity, as
measured by VO, max, is reduced in hot environment, as
compared to temperate environment (35-37).

(e) Overweight and obesity

Overweight/obesity (body mass index >25) is also a well
accepted risk factor, predisposing to heat illness (38-42).
From ergonomics point of view, obesity translates into
“additional load” being placed on the body, and hence
increases the heat production in a geometrical manner,
especially when moderate or heavy exertion is being
undertaken. In addition, obesity is often associated with
reduced physical fithess which, in turn, is a risk factor for
heat illness (43). In fact, there seems to be an interactive
effect between obesity and poor physical fitness, with the
risk of heatillness multiplying if both are present (38).

(f) Occupation

There are certain groups who are well documented to be at
high risk by virtue of their occupation or indulgence in
certain recreational habits. These include military
personnel, mine workers, industrial workers especially
those employed around furnaces and foundries, farmers
and labourers, especially in tropical countries, fire
fighters, sports persons, hazardous waste site workers
(particularly due to their impervious clothing ) and
adventurers especially when carrying load. Not only
sports persons, even spectators may be often atrisk (44)

(g) Physical activity

Physical activity in a hot /humid environment is a major
determinant of heat illness. Within the broad group of
“physical activity”, certain variables determine the
occurrence and severity as follows:

(i) Nature of physical activity

The nature of physical activity and its
strenuousness, at a given time is one of the most
important determinants since it directly
determines the metabolic heat being produced by
the body which, in turn, reflects the intrinsic heat
load of the body. It also needs to be noted that
running or jogging at fast pace leads to very high
metabolic heat production and may be particularly
hazardous during hot weather.

(i) The amountof load being carried

For every additional kilogram of “load”, an
additional 2 kcal / hour of additional heat will be
produced, when walking at ordinary pace. This
would further increase as the pace increases.

(iii) The type of terrain

As compared to walking on an ordinary black
topped road, the metabolic heat production will
progressively increase when walking (at the same
speed), on a cross country track, on recently
ploughed fields, on snow or over heavy sand. In
the last case the heat production may be almost
two times when compared to walking on road.

(iv) ThelInclination (Gradient)

Heat production increases, at a given pace, as the
gradient increases. Even a 10% increase in the
gradient may substantially increase metabolic
heat production.

(v) The duration of physical activity

In harsh, hot & humid environment even well
trained persons may suffer from adverse effect of
hard physical activity if continued for more than
half an hour unless adequate rest pauses are
interspersed.

(h) The type of clothing being worn

There are 3 aspects, in relation to clothing, which
determine the dissipation of metabolic heat, being
produced in the body.

(i) The insulation, measured in Clo units (45). The
insulation should be, ideally, as low as possible in
a hot environment.
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(ii) The permeability to moisture, which should be as
high as possible.

(iii) Absorption of “radiant energy” which is quite high
for dark clothing.

Synthetic material has poor permeability and
should be avoided. Similarly multilayered clothing,
which 'trap' layers of still air between them tend to
increase the insulation even if they have good
permeability. Thus the correct approach would be
to use light colored loose fitting clothing, in one or
two layers, and made of 'breathable’ material as
cotton.

(j) Acclimatization to hot environment

Acclimatization implies physiological adaptation so as to
be able to work in the given hot environment without
being adversely affected by hot weather. The details of
acclimatization are discussed subsequently. Lack of
acclimatization is a risk factor for being affected by
adverse affects of heat, particularly for exertional heat
illness (EHI) which is more common in certain
occupational groups as described earlier.

(k) Lack of concurrent hydration

It needs to be noted that adequate water has to be
replenished, hour by hour, when working in hot
environment. The concept of “hardening” the persons to
hot environment so that they drink less water on exposure
to hot environment (known as “water discipline” or hard
scale water rationing”) is scientifically incorrect and is
likely to do more harm. In fact, dehydration reverses the
advantage which is conferred by physical fitness and heat
acclimatization (46-48). As would be appreciated
subsequently, one of the major pathways through which
acclimatization itself works is by increase in sweating.
Dehydration will therefore negate the very physiological
basis on which acclimatization works. Similar to
inadequate replenishment of water, diuretics which are
often used by sports persons to reduce their weight before
competitions, can have the same adverse effects on heat
tolerance, as is caused by dehydration due to drinking less
water (49). There is also some evidence that drinking
some water, say half to one liter, before physical exercise
(pre hydration) may provide some additional advantage as
compared to normal (euhydrated) state (50,51).

() Alcoholintake

It is generally agreed that alcohol intake, in acute or
chronic forms, is a definite risk factor for developing
adverse effects of hot environment. Kilbourne etal (52), in
a case control study, observed that history of alcoholism
was associated with a very strong (OR=15.02) and
statistically significant risk of fatal form of heat stroke. It
is quite likely that the dehydration caused by even
moderate amounts of alcohol, as well as the inhibition of
secretion of anti-diuretic hormone (thus leading to
diuresis and further dehydration) may be the main
reasons. The adverse effect of alcohol on heat tolerance
may continue for many hours, even for a day, after
consumption.

(m)Skin diseases

Any impairment of the functioning of sweat glands due to
unclean skin, exposure to chemical agents, absence of
sweat glands or skin diseases involving a large area, will
reduce heat tolerance. The commonest skin disease which
interferes with sweat function, thereby reducing heat
tolerance, is prickly heat (milaria rubra) (53), which,
interestingly, is itself a heat related illness. Similarly,
Psoriatic lesions also increase the risk of heat illness (54).
Even sunshine may adversely affect tolerance to exercise
in a hot environment. The adverse effects of rashes may
persist for almost a week after resolution of rash (55, 56).
(n) Sleep Deprivation

Sleep deprivation leads to impairment of heat tolerance
and also reduces the tolerance built up by acclimatization.
The possible mechanism are alteration of
thermoregulatory responses during exercise, as also
disruption of the cyclical mechanism by which minimum
body temperature is achieved as a part of normal circadian
pattern (57-60). Available evidence strongly suggests that
peaceful sleep of at least 7 to 8 hours in the night and
cooler hours of early morning is a good adjunct for
preventing heatillness.

(o) Febrileillness

Febrile illness, as a consequence of infection or following
immunization, increases the “heat load “of the body, as
well as the heart rate. It is always a good practice not to
exert in hot climate, till 48 hours have elapsed since full
recovery from short term febrile illness. For long term
febrileillness, re-acclimatization after full recovery should
be undertaken. Similarly, gastroenteritis increases the
vulnerability by causing dehydration.

(p) Otherillnesses

Chronic diseases which affect the haemodynamics of
circulation, particularly cardio vascular, renal and thyroid
diseases or diabetes mellitus will affect heat tolerance
mechanism and such persons should be careful when
exposed to hot environment (61). In this regard, care
should be exercised for providing cool environment in
hospitals and nursing homes since it has been shown by
Machenbach et al (62) that patients admitted to nursing
homes (for different diseases ) are at a higher risk of
mortality during hot months vis-a-vis general population.

(q) Medications (Drugs):

A number of pharmacological substances reduce
tolerance to heat. These include substances often present
in "over-the-counter" (OTC) drugs. The important
pharmacological agents include tranquilizers of
phenothiazine group, anti-cholinergics, anti-histaminics,
anti-depressants, beta blockers, ACE inhibitors, diuretics,
MAO inhibitors and thyroid hormone preparations (63-
66). Kilbourne et al also observed that taking major
tranquilizers and anti-cholinergics was an important risk
factor for fatal heat stroke (52). Besides pharmacological
agents in medications, as above, use of additictive
drugs/substances as cocaine, cannabis and
amphetamines is also an important risk factor for
increased susceptibility to heatillness.

(r) Previous history of heatillness:
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For reasons which are not still clearly understood, persons
who have suffered from heat injury previously are at an
increased risk of recurrence (67-69). Moreover, another
interesting finding is that there is approximately 40%
increased risk of overall (all cause) mortality (mainly due
to IHD and cerebrovascular disease), among those who
have history of prior hospitalization for heat iliness. Thus,
being affected by heat illness may also serve as a marker
for increased susceptibility to death from others causes.
(70).

(s) Resumption of physical activity without adequate
recovery

Bout of physical activity, followed by another bout, which
is likely to be more strenuous than the previous one and
undertaken before proper recovery (in terms of
stabilization of heart rate), is likely to increase the risk of
heat-related illness (71). Similarly, the “last minute dash”
in sports events indulged in by sportsperson / military
personnel, wherein all available physical energy is used
during the last few minutes of a strenuous event may be
particularly hazardous (72).

(t) Type ofresidential building

In an earlier study by Parries et al (73) it was observed that
a disproportionately large number of heatstroke victims
lived on the top floors of buildings. Similarly, in a case
control study, Kilbourne et al (52) found out that people
staying on floors above the second floor were at 60%
increased risk. The same results were observed by
Semenza et al (74) who found more than four fold risk for
people staying on top floor. It is plausible that heat illness
would be greater on the higher floors of building because
hot air rises within a building, or else, because of close
proximity to a roof heated by the sun. In general, it seems
that the higher one stays from the ground or if one stays in
the top floor house, the chances of being affected by heat
illness are higher, and hence such persons should be more
careful regarding prevention.

(u) Cool environment at home / work place

Earlier workers had felt that air conditioning at home
might actually increase the chances of heat illness, by
inhibiting proper acclimatization to hot weather (75).
However, Kilbourne et al (52) found quite different results,
in that they observed that absence of air conditioning had
significant, independent and strong risk for both fatal as
well as non fatal heatstroke as compared to persons who
had 24 hours air conditioning at home. The workers also
observed that spending increased time in air conditioned
places (out side the place of residence) also reduced the
risk of fatal as well as non fatal heatstroke by one fourth.
Similarly Semenza et al (74) have also reported a
significant protective effect of residential air conditioning
during condition of heat wave.

(v) Rural-Urban Differences

It has been observed in western countries that, during
heat -wave conditions, the morbidity and mortality in
urban areas tends to be higher as compared to rural areas.
In fact, urban areas tend to have a 'heat island effect'. The
higher effect of heat in urban areas may be due to the
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higher temperature in cities as a result of increased
retention of solar heat by concrete buildings and
pavements, increased heat production by motor vehicles,
factories and increased concentration of human beings,
and, decreased heat loss due to lower wind velocity. In
addition, other as yet undefined economic and social
differences between city and rural residents may
contribute to the higher adversity of heatin cities (76-78).

(w) Vegetation around places of residence.

Kilbourne et al (52), in their case- control study, observed
that presence of trees and shrub growth around the
residence was a strong and significant protective factor,
reducing the risk of non-fatal heat stroke by almost half. It
is quite logical, since trees and shrubs may shield a
residence from direct sunlight.

(x) Social and religious conglomerations

A simple epidemiological reason for the observed
increase in the incidence of heat illnesses during social
and religious conglomerations could be because the
“affected” people are much more, hence more cases.
However, even when the numbers of the cases are
converted to rates by relating them to the population size,
it is seen that during such collections in hot / humid
weather, the risk of heat illnesses increases. Public Health
authorities should therefore keep this aspect as a priority
while planning preventive activities during such
gatherings (79-81).

(y) Other social factors

It has been observed that persons who are living and being
cared for, in organized family groups, those who have
social contacts and support and who have access to
transportation are relatively protected against adverse
effects of heat (74).

Environmental Factors

While various attributes of the human host, as described
earlier, play an important role in determining who will
ultimately get affected by heat illness, a major role in
these healthissues is played by the physical environment.

From the physical environment point of view, the major
factors which emerge as determinants of heat illness are,
the temperature of ambient air (usually determined by dry
bulb thermometer, DBT), the relative humidity (usually
determined by using psychrometric charts and the
reading of both the DBT and the wet bulb thermometer,
WBT), the Mean Radiant Temperature (MRT) whose main
source is either solar radiation or radiations from hot
objects as furnaces, and which is usually determined by
the globe thermometer (GT), and the speed of the air
(usually determined by anemometers or specialized
thermometers). Based on the permutation and
combination of these parameters, certain indices of
environmental heat illness have been developed. A brief
description of these indices is as follows:-

(a) Effective Temperature

ET is defined as the subjective feeling of warmth (or cold)
at a given temperature of air (DBT), when RH is 100%, the
air is almost still (minimal air movement) and the subject
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is ordinarily clothed. In general, when a person is at rest
with a body metabolic heat production of 100 kcal/ hour,
in an environment of 100% RH and minimal air
movements, an air temperature (DBT) of 36°C marks the
upper limit of heat tolerance. If heat productions
increases, by strenuous activity to about 425 kcal/hour,
under the same environmental conditions, a DBT of 31°C
is the upper limit of ET for 4 hourly tolerance (82). For the
outdoor setting, the preferred index is Corrected Effective
Temperature (CET), where Globe thermometer
temperature (GT) is used in place of DBT.

(b) Oxford (syn: Wet-Dry: WD) Index:

The Oxford Index is a simple and quite effective Index,
based on DBT and WBT

WD Index =0.85WBT + 0.15 DBT.
(c) Wet bulb globe temperature (WBGT)

WBGT index is most commonly used index of thermal
stress. It takes into account the effect of MRT (as
measured through globe thermometer (GT) in addition to
WBT and DBT as follows:

Outdoor WBGT=0.7WBT +0.2 GT+0.1 DBT
Indoor WBGT =0.7 WBT + 0.3 GT

WBGT levels of 30° C and above indicate definite thermal
stress and care needs to be exercised (83). From May to
August, most of the Indian subcontinent (except the
northern hilly areas) tends to have WBGT values of more
than 30°C.

Prevention of Heat Related Iliness

No country, particularly the armed forces and industries,
can ignore the potential dangers of sustained heat wave.
Every community should assess its resources and develop
a contingency plan. Although heat stroke is amenable to
medical treatment, control can best be achieved by
applying the principles of public health. Sentinel
Surveillance, public education, outreach to vulnerable
persons and enlistment of the help of the entire
community can save lives (81).

A structured approach towards prevention and control of
Heatillnesses in communities consist of

(a) Health measures directed towards communities
and large populations groups

Specific preventive measures directed towards
individuals/small groups identified to be at high
risk of heat illnesses due to certain occupational
characteristics

(c) Earlydetection and first aid.

Public health measures directed towards communities and
large populations groups:-

In tropical countries like India, millions of people among
the general population are at risk during the hot/humid
months, especially when spells of heat wave strike. In such
settings, heat related casualties may occur in large
numbers in short duration (84-86) creating almost a
disaster like situation and hence the need for public

(b)
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education, provision of evacuation and treatment
facilities, and quick first aid. From the public health point
of view, the following aspects need to be addressed:

(a) Public education on various preventive measures

Creating public awareness should be high on the list for
the public health administrators. Studies have revealed
that subjects who listen to media messages through radio
or television are less prone to developing heat illness,
hence full use of audio-visual and print mass media must
be made during the onset of hot weather and also well
before the expected heat wave. In Armed Forces settings,

Box -2 : Education for prevention

Z7 Do not venture out in the sun, especially between 10
amto 4 pmunless the same is necessary

2 Avoid strenuous physical exertion between 10 am to
4 pm during the hot weather unless the same is
necessary for reasons of occupation.

27 Drink atleast 4 to 5 liters of cool water in a day even if
not feeling thirsty. If undertaking strenuous physical
activities, drink a quarter to half liter of water after
every half hour, as long as strenuous activity
continues.

27 Do not wait for 'thirst' to develop. Keep drinking
water regularly even if not thirsty.

Z If exposure to sun is necessary, place a wet hand
towel around your neck.

Z Puton awide brimmed hat of light colour when going
out. Simple caps as golf cap may not give enough
protection.

27 Puton sunglasses when going out in the sun.

2 Apply a sun screen ointment with a sun-protection-
factor (SPF) of at least 15, which should be able to
protect against both UVA and UVB rays , when going
outinthe sun,.

Z Avoid alcohol consumption during hot humid
months. If consumption becomes necessary, keep
the same within limits of less than 2 small drinks of
hard liquor or one bottle of light beer.

/7 Keep children less than 5 years and elderly (aged 65
years and above) away from sun as far as possible.

2 Never leave children (or pets) in a closed, parked car.
Try and park your car in cool, shaded place

Z Use a car-sun visor to minimize the effect of direct
radiant heat produced by the sun.

2 Dress for hot, humid weather should be 'breathable’
i.e. Loose fitting, light weight, light colored,
preferably of cotton material and in one or two layers
only.

/7 Carry a water bottle with cool drinking water
whenever you go outin summer months.
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all Medical Officers, especially RMOs should endeavour to
educate the troops and families regarding these points, as
shown in Box - 2.

In addition to providing the messages for simple Dos and
Don'ts, the general public should also be made aware of

Box 3:Myths that need to be removed

Z Alcohol especially if chilled is good (or harmless)
during hot weather.

# Track suits or windcheaters should be worn while
doing sports or physical training.

Z Tough people do not need to drink water.

Z After acclimatization (getting used to) to heat, one
can do well with only limited amounts of water.

Z Drink water only when you are thirsty.
# Sports drinks are better than water.
7 Salttablets are good for preventing dehydration.

whom to contact during an emergency (telephone
numbers and addresses). In addition, messages should
also tackle certain myths which need to be busted (Box -
3).

(b) Provision of basic preventive amenities at vantage points on
alarge scale basis, during high risk periods:-

There are four basic amenities which all public health
managers must strive to provide to the general public
during the hot weather or else, if some high risk activity as
sports events or religious/social gatherings are
likely. They are:-

(@) Cooldrinking water at vantage points.
(b) Covered/shaded areas for taking rest pauses.

(c) Facilities for first aid in a way that they are early
accessible to all, particularly the high risk groups.

Public information system to make all aware about
the facilities and the telephone
numbers/addresses of persons / first aid facilities
who may be contacted during need.

(c) Identification of high risk groups and enlistment of
community support

Studies have revealed, there are certain high risk groups
like agricultural workers, manual laborers, young
children, old people, those who are unable to care for
themselves or do not have a family to care for them, those
staying on higher floors of high rise buildings, people
staying in “concrete jungles" of urban areas without much
vegetation around, and those using major tranquilizers,
anti-cholinergic, alcohol, cocaine or cannabis, and those
who form part of large social or religious
gatherings/festivals, are more vulnerable to the effects of
heat. Enlistment of community support as part of
voluntary services with outreach efforts towards these
high groups can be of much utility in minimizing the
public health impact of heat.

(d) Public Health Surveillance, Early Warning Systems and
DisasterPlan

(d)

The need to have a good epidemiological surveillance
system for heat illnesses as well as various environment
conditions that determine those illnesses, need not be
over emphasized. This should be established not only for
specialized groups like armed forces or industries, but
also for the general community as well. It is only through
ongoing collection of data and monitoring of trends of
occurrence of illness and environmental factors, that
proper policy decisions on public health aspects of heat
illnesses can be taken (44,87, 88). An effective heatillness
surveillance system must include reporting of all heat
illness cases according to diagnostic categories, both for
inpatient and OPD cases separately. It should include the
time and place of exposure, basic clinical data, the
antecedent / precipitating factors, personal risk factors
and the essential meteorological data (WBT, DBT, GT)
according to time and for various locations. The data
should be analyzed in an ongoing manner and a "Heat and
health early warning system" should be developed to issue
early warnings to the physician as well as to the general
community. Simple warning criteria for outdoor exercises
or events as running, cycling, for general public can be
that if the WBGT is >28°C or else if the oxford (WD) index is
>26.5°C than the event should be preferably cancelled
(87). It should be noted that the Dry bulb / wet bulb /
Globe temperature should be recorded as near the place
of event and at about the same time when the event is
scheduled. More detailed guidelines for use by medical

Table - 1 : Rough Guide For Outdoor Physical Exercise based
onDBTand RH

Dry bulbs Moderate risk of High risk of
temp (DBT) °C| heat effects heat effects
Relative Humidity (RH) levels (%)
29.5°C 100% -
32.2°C 70-99% -
35.0°C 50-70% >80%
37.8°C 40-50% 60-80%
40.6°C 20-40% 50-60%
43.3°C 10-30% 40-50%
46.1°C 10-20% 30-40%
48.9°C 1-10% 20-30%
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officers in Armed forces are given in Table -1. For
combination of DBT and RH which fall in moderate risk
category, medical officer should advise the commander to
be extra cautious. If the combination fall in high risk zone
medical officer should advise the commander to consider
canceling the event unless operationally required.

Note
(@) These meteorological parameters should be

recorded as near the place of outdoor exercise as
possible and around the same time.

(b) Calculation of RH based on DBT and WBT readings
is described subsequently in the chapter on
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meteorology in this section.

Specific Preventive Measures Directed Towards Individuals and
Small Groups

Specific preventive measures directed to individuals or
specific high risk groups as industrial workers, military
personnel, sports persons etc, are set out to achieve the
following objectives :-

(a) Toreduce the “heatload”:-This is achieved by

(i) Proper protective measures in the industries as
isolation of furnaces, air conditioning of works
areas, and spray with cold aerosols.

(ii) Seeking shade and wind to the extent possible.

(iii) Frequent rest pauses interspersed between
phases of physical activity.

(iii) Putting on proper clothing of low insulation, low
energy absorption and high permeability.

(iv) Reducing the amount of exercise in terms of
duration or intensity or both especially during hot
part of the day.

(v) Avoiding carrying of load or reducing the load.
(b) Improving and maintaining the individual capacity to
dissipate heat

This is achieved through acclimatization to heat and
proper hydration, as described later.

(c) Avoiding antecedent factors which increases the risk :
Theseinclude

(i) Avoidance of obesity.

(ii) Avoidance of alcohol and other habit forming
agents as cocaine, cannabis and caffeine.

(iii) Avoidance of self medication.

(iv) Avoiding physical activity and exposure to hot
environment during febrile illness, until fully
recovered.

(v) Ensuring proper sleep of 7 to 8 hours in the night
and cooler parts of early morning. An afternoon
rest in a shaded place may be of further protective
value.

(vi) Avoiding exposure to heat for extremes of age
(less than 5 years or more than 65 years) and
during pregnancy.

(vii) Maintenance of general hygiene and sanitation,
regular bath and care of skin, proper
immunization and food/water hygiene to avoid
GIT infections.

(viii)Nutritious and palatable meals with plenty of
drinking water.

(ix) Treatment of skin conditions as prickly heat,
psoriasis, sun burns etc.

(d)Acclimatization to heat

Acclimatization to heat is a process of undertaking
gradually increasing physical exercise in gradually
increasing hot environment with a view to develop
physiological changes, so that the individual, so
acclimatized, is able to perform physical activities in the

hot environment for which he/she has been acclimatized,
with much less risk of suffering adverse effects of heat
(88, 89).

The individuals to be acclimatized are subjected to
physical exercise in a hot environment in which they are
ultimately required to work. The schedule should be in a
graded manner, starting with lower intensity of physical
exercise for lesser duration (about an hour) in less hot
environment. This is gradually increased, both in intensity
and duration (to about 90 -120 minutes) and to the
required hot environment, by the 6" or 7" day and
continuing thereafter for another 7 days. It takes about 10
to 14 days for status of acclimatization to be achieved.

During the process of acclimatization, individuals should
be encouraged to drink plenty of water/oral fluids and
additional salt may be given with meals (not as salt
tablets). The dictum should be to replace water loss hour
by hour and salt loss day by day.

The physiological changes consequent to acclimatization
are increased sweating in response to exercise, lowered
threshold for exercise induced sweating, lesser rise in
heart rate and lesser rise of skin and rectal temperature in
response to exercise. In addition, the amount of salt
excreted in sweat decreases with acclimatization; there is
increased ability to sustain sweat production during
prolonged exercise and redistribution of sweating from
truncal region to the extremities. Use of heavy or
impervious clothing will negate the advantage achieved by
acclimatization. Itis important to ensure proper hydration
to compensate for the water loss.

Secondly, it must be noted that acclimatized people are
rendered “heat-fit” only for the particular level of hot
environment for which they have been acclimatized;
sudden requirement to work in a harsher environment will
need further acclimatization.

There is some evidence that physical exercise programme
of 2 months, undertaken in temperate environment may
lead to improvement in exercise heat tolerance. However,
for achieving the ideal state of exercise heat tolerance,
acclimatization should ideally be undertaken in hot
environment (89). It has also been reported that while
acclimatization in a hot and dry (desert like) environment
also provides adequate protection in hot and humid
(jungle like) environment the reverse may not be
completely true, since acclimatization in humid heat
produces physiological changes which are more specific
for hot and humid conditions (90, 91). Hence, personnel
moving to hot and humid areas, even from hot & dry areas,
need to be additionally acclimatized.

The tolerance which results from acclimatization may be
reversed by use of alcohol, dehydration, sleep
deprivation, infections and by salt depletion and hence
these aspects must be taken care of, even after individuals
have been fully acclimatized (92-94). Moreover, without
ongoing heat exposure, it is likely that nearly all the
beneficial changes of acclimatization may be lost in about
two-and-a-half to three weeks time, although partial
losses due to non-exposure for few days can be made up
by the body on re-exposure to hot environment. Hence,
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acclimatized subjects should continue to exert ohysically
in the hot environment once thay have been acclimatized,
to retain the acclimatized state. Physically fit subjects are
likely to retain the beneficial effects of acclimatization for
alongertime (90,91, 95, 96).

As regards the role of supplemental salt, for a fully
acclimatized person, the same may not be required. This
is because, with acclimatization, the secretion of sodium
in the sweat is greatly reduced so that healthy,
acclimatized persons can secrete up to 9 liters of sweat
in a day and live in perfectly well salt balance, with 5 to 6
grams of dietary salt per day. However, subjects who are
not acclimatized or are in the process of acclimatization in
unusually hot environment or else are not consuming
normal diet, an additional 10 grams salt may be given in
the diet (not as salt tablets) till they are fully acclimatized,
taking care that adequate hydration is maintained.
Corticoids (Aldosterone, deoxycorticosterone)
sometimes administered during or before the process of
acclimatization do not seem to be having any useful role.
The role of heat shock proteins (HSPs) which are released
as a result of exposure to heat, in assisting during
acclimatization is still in the preliminary studies (97).

(e) Maintenance of Hydration

During the process of acclimatization and also after
acclimatization itis imperative that adequate hydration be
maintained, other wise the entire process of
acclimatization will be negated. In certain settings
particularly in military and industries, there is a general
feeling that once fully acclimatized; persons can do with
greatly reduced amount of water (the so called water
rationing or hard-scale of water or water discipline).
Medical persons must explain to commanders that this
feeling is scientifically unfounded and can, in fact, lead to
disastrous results. It needs to be noted, and explained,
that there is no substitute to adequate hydration even
after full acclimatization since acclimatization itself works
on the principle of increasing the sweating. One can
acclimatize to physical work in heat but there is nothing
like acclimatization to dehydration.

Persons should be encouraged (even, at times, forced or
ordered) to drink water regularly, while working in hot
environment, even when not thirsty. It must be explained
clearly that thirst is quite a poor index of dehydration and
should not be relied upon (98-100). Drinking only when
thirsty will result in inadequate replacement of water
losses and result in dehydration of more than 2% of body
weight, which may be dangerous. A very rough but useful
guide for the RMO / MO functioning at isolated areas is to
notice the colour of urine of the subject; increasingly
yellow shades of urine colour indicate increasing
dehydration.

The best fluid for drinking is cool, hygienic water. There
does not seem to be any scientific rationale for the so
called ‘Sports Beverages’ which contains large amounts of
electrolytes and glucose. Of course, the only advantage of
sports beverages seems to be their greater palatability, so
that subjects drink more as compared to plain water (101-
104). Glucose and electrolytes in such drinks do not

increase the intestinal absorption of water, compared to
plain water as often claimed (103). There is no place for
supplemental salt tablets as has already been emphasized
earlier. There is, however, some evidence that providing
carbohydrates, in the forms of oral 5% or 10% glucose or
sucrose solutions or oral “glucose polymer solutions”
(available commercially) can improve the exercise
performance and can be used in sustained sports
activities (soccer, hockey and tennis) or sustained military
operations (105,106).

It would be worthwhile to drink half a litre of water, about
an hour before starting physical activities in hot weather,
as a ‘prehydration’ method and to correct any pre-existing
water deficit (107). Thereafter, every person should drink
300 to 350 ml water (equal to the usual steel tumbler)
every half hourly, during the exercise, without waiting for
thirst. In fact, more frequent intakes of smaller amounts
(250 ml i.e., one ordinary size glass tumbler every 20
minutes) may be even better. At the same time, care
should be taken not to drink so much that it leads to
abdominal distension (108-109). A safe upper limit can
be a maximum of 500 to 600 ml at a sitting. There is no
harm in drinking cold water; there is no evidence that it
causes cramps. In-fact, cold water increases the motility
of gastric smooth muscle leading to rapid empting and
hence faster absorption of water from proximal intestine
(110).

First Aid

This is described subsequently under management of
heat effects

Clinical features of effects of heat & their management
Pathophysiology

As a part of thermoregulatory process, even an increase of
1°C in the temperature of blood generates signals to the
hypothalamic thermoregulatory center leading to
increase in heart rate and cardiac output, which, coupled
with the sympathetic cutaneous vasodilatation, greatly
increases the skin blood flow. Sweating is activated and its
evaporation cools the body surface, unless the air
surrounding the body is fully saturated with water, i.e.,
having relative humidity (RH) of 100%.

Increasing the movement of air in contact with the body
also increases cooling by promoting evaporation of sweat.
Sweating, however, leads to loss of water and salt, which
may be as high as 2 liters per hour under conditions of
high humidity and physical exertion. If the water and salt
are not replaced adequately and concurrently, the fluid
reserves would be depleted, even though the body core
temperature may not be very high. This condition is called
“Heat Exhaustion” (HE).

However, at times, the thermoregulatory response may be
overwhelmed by the hot environment, even though the
fluid and salt reserves of the body may be adequate. Such
thermoregulatory failure, coupled with exaggerated acute
phase response (increased production of inflammatory
cytokines & endothelium derived vasoactive factors and
activation of coagulation process) and alterations in the
expression of Heat Shock Proteins (HSPs), leads to “Heat
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Stroke” (HS). For these reasons, a number of cases of HE, if
not properly managed, would also pass on to HS.
Following HS, a Multi-Organ- System-Damage (MOSD)
results from a complex interplay between the cytotoxic
effects of heat and the inflammatory and coagulation
responses of the host.

The Clinical Syndromes Of Adverse Environmental Heat

Heat Stroke (HS) :-

The classical clinical description of HS is the triad of
hyperpyrexia (rectal temperature > 40°C), CNS
dysfunction and anhidrosis. Anhidrosis, however, is not a
diagnostic requirement since it may appear later when
volume depletion is severe. Moreover, in cases which
initially start as HE or cases of HS which occur among
young people who have been exerting physically, the skin
may be moist. Brain dysfunction is usually severe (coma,
stupor or delirium), but may sometimes be subtle,
manifesting as inappropriate behaviour or impaired
judgment. In fact, any person who develops irrational or
confused behavior following exposure to heat stress
either with or without a history of physical exertion,
should be treated as a potential HS patient. Other clinical
features include evidence of dehydration, shock,
convulsions and, sometimes, mild icterus. Two forms of
HS are recognized, viz. the classical (CHS) and the
Table - 2

CHS EHS
Age group Elderly 15 to 45 years
Previous health Usually
status compromised Healthy
Concurrent activity Sedentary Strenuous
:lr'fi\lii‘\ll
H/Q drug use Often present  Usually present
Sweating Often absent May be present
Skin Dry Frequently moist

exertional (EHS) form. The clinical differences between the
two forms are shown in Table - 2.

Differential Diagnosis

Heat stroke should be considered as a possibility in any
patient who presents with elevated body temperature and
altered mental functions. Important and common
diseases which need to be excluded are tropical infectious
diseases like cerebral malaria, encephalitis and
meningitis. Other diseases which need to be considered
are thyroid storm, pheochromocytoma, status
epilepticus, cocaine and amphetamine abuse, delirium
tremens and CVA especially pontine hemorrhage. The
diagnosis of HS is usually one of exclusion and the typical
history of exposure to hot environment during the
immediate past is a strong indication towards heat stress
hyperthermia.

Laboratory Investigations

Blood should always be drawn for a peripheral blood
smear for malarial parasite as well as for other infectious
causes of hyperpyrexia with CNS dysfunction. Laboratory

Box -4 : Heat Stroke : Management at First Aid Level

# Record rectal temperature. If it is not possible to
record rectal temperature, record oral temperature
and add 0.5°C.

Z Try and move patient to a cooler, shaded place.

Z Remove the clothes.

Z Spray skin with water at 25 to 30°C or wrap the
patient with a sheet soaked in water at 25-30°C.

Z Continue fanning manually or with an electrical fan.

Z Keep vigorously massaging the skin to prevent
cutaneous vasoconstriction during cooling.

Z If available, place ice packs or towel soaked in cold
water around the neck, axillae and groin.

# Nurse in the comatose position; clear oral secretions.

Z Transport to the medical facility as an emergency.

Box - 5 : Heat Stroke Management at the Level of
Solo-Physician or at Primary Health Care Level

Z Initiate measures outlined under first aid if not
already initiated

Z Establish Intravenous line; take blood sample for
investigations.

Z# Continue cooling measures as outlined in first aid.

Z In case temperature is not reducing, immerse the
patient in tub containing cold or iced water, keeping
the head and neck outside the water surface.

7 Start normal saline (or Ringer lactate) drip at 20-
25°C. Give a challenge of 1 litre fluid in 15 to 30
minutes. Add other electrolytes such as K’, as
guided by subsequent investigations.

Z If any evidence of seizures, give IV Diazepam 5-10mg
over 10 minutes

Z If facilities are available, intubate the patient and
initiate ventilatory support.

Z If rectal temperature is not coming down or there is
evidence of cerebral, hepatic or renal complications
transfer the patient to a hospital with adequate
facilities.
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findings of HS include haemoconcentration, mild
leukocytosis, elevation of blood urea and, in some
patients of EHS, hypoglycemia. Impaired blood
coagulation with lowered prothrombin, low platelet
counts, hypofibrinogenaemia and features of DIC may be
seen. Serum electrolytes studies generally show normal or
high chlorides, hypokalaemia, hypocalcaemia, and
hypophosphataemia. Enzyme studies show increase in
CPK, SGOT and SGPT levels. If rhabdomyolysis or acute
renal failure (secondary to acute tubular necrosis) has set
in, urine will show myoglobinuria, proteinuria, and hyaline
and granular casts, and there will be increase in BUN
levels.

Complications

The most serious complication of HS is Multi-Organ-
Systems-Damage (MOSD), manifesting as hepatic failure,
renal failure, cerebellar damage, cerebral oedema and
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arrhythmias. Rhabdomyolysis and DIC are other serious
complications.

Prognosis

HS must be treated as an emergency. Mortality may be as
high as 30% to 50% among cases in which treatment is
delayed. Mortality is directly proportional to the level of
core temperature and its duration. Prolonged coma of
more than 2 hours is a poor prognostic indicator. Among
survivors, neurological recovery generally occurs but
some deficit may persist in upto 20% of the cases.

Treatment

HS must be treated as a serious medical emergency. Delay
in institution of appropriate therapy by even few minutes
may make all the difference between life and death. The
treatment objectives are, firstly, rapid cooling to bring
down the core temperature to below 39°C, reducing it by
approximately 0.2°C per minute; secondly, rehydration
and care of comatose patient; and, thirdly to support the
organ system function. Cooling measures should be
stopped once core temp falls below 39°C. The steps in
management at the first aid level, and primary care / solo
physician level (RMO / OC ADS / MO at peripheral hospital
in context of armed forces) are shown in Box 4 & 5
respectively.

Heat Exhaustion (HE)

The features which differentiate HE from HS are that core
temp is less than 40°C and there is no evidence of CNS
dysfunction, though some patients may be anxious or
irritable. The main features are feeling of exhaustion,
nausea, headache or light headedness, features of
dehydration, hypovolaemia (tachycardia, loss of skin
turgor, dry mucous membranes and thirst) and syncope.
Sweating is usually profuse and skin is moist. Rectal
temperature is usually between 39°C to 40°C, though
some patients may have a normal temperature. In fact, HE
may actually be a point along the continuum which, if not
managed energetically, may move on to HS. Urinary
output is reduced and urine may be light to dark yellow in
colour. Depending on how energetically the patient has
been replacing either water or salt, two subtypes, viz.
Water Depletion HE and Salt Depletion HE may occur. In
water Depletion HE, as compared to Salt Depletion HE,
vomiting and muscle cramps are not a prominent feature,
while thirst is prominent, and serum Na’ is normal or
raised. However, mostly a mixed picture, as described
earlieris seen.

Treatment consists of shifting the patient to a cool,
shaded and ventilated place. The clothing should be
loosened, patient placed in recumbent position and feet
should be elevated. If patient can drink, give one liter of
water (or, preferably, “Oral Rehydration Solution” 1 packet
dissolved in one litre water or else a solution of 2.5g
common salt and 2.5g baking soda in 1 liter water) orally
in about 30 minutes Give a total of 2 liters in about one to
one-and-a-half hours. Simultaneously, measures for
cooling, as described under heat stroke, should be
initiated. Keep monitoring rectal temp; if rectal temp goes
beyond 39°C, the patient may be passing on to heat stroke
and should be shifted to a medical facility for appropriate

management.
Other Adverse Effects Of Hot Environment
Heat Cramps

These manifest as spasms of muscles, especially lower
extremity and shoulder, following heavy muscular
exertion in hot environment, with associated intake of
hypotonic oral fluids. Treatment consists of oral
administration of 0.1% to 0.2% salt solution. Severe cases
or those with vomiting should be given IV normal saline.

Heat Tetany

Symptoms include carpopedal spasms and paraesthesiae
following short exposures to excessively hot
environment, leading to hyperventilation and respiratory
alkalosis. Treatment consists of removing the patient to a
cool environment and asking him to slow down the
respiration.

Heat Syncope

This manifests as syncope following exposure to heat
stress as a result of peripheral vasodilatation. One should
exclude other serious causes of syncope. Treatment
consists of removal of patient to cool environment and
oral rehydration.

Heat Oedema

This presents with pitting oedema of hands and feet,
usually in the elderly, following exposure to heat stress.
Other causes of oedema should be excluded. Treatment
consists of reassurance, elevation of affected limbs and, if
required, compression bandage.

Prickly Heat (Lichen Tropicus, Milaria Rubra)

It manifests as erythematous, pruritic, maculopapular
rash. If the condition is allowed to progress, extensive
prickly heat that can progress to chronic dermatitis and
superinfection can occur. Prevention consists of regular
baths with cool water after gently scrubbing the skin, and
wearing loose, light weight clothing. Local application of
calamine lotion or chlorhexidine lotion alongwith oral
antihistamines is helpful. In case of severe forms, local
application of 1% salicylic acid cream and antibiotics for
superinfection (usually S. aureus) should be given.

Global warming & ozone attenuation

Increased human activity inclusive of rapid
industrialisation, urbanisation and increased burning of
fossil fuels coupled with deforestation has lead to Global
warming affecting the earth's ecosystem through the
changing climatic & environmental conditions.

The earth's mantle of atmosphere, consisting of various
gases, acts like a Green House allowing the passage of
short wavelength solar radiations in to the biosphere,
trapping longer wave length infrared radiations. Presence
of these atmospheric gases acts like an insulator for the
earth and prevents excess of heating and cooling during
the day and night respectively. Otherwise the mean
temperature of the earth would have varied from 49°C to (-
) 40°C during the day & night as compared to the existing
global mean temperature variation of 14°C to 15°C. This
phenomenon is known as Green House Effect. Increased
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combustion of petroleum fuels through ever increasing
automobiles, accelerated by global industrial and
commercial development are adding many pollutant
gases in to the atmosphere in large quantities. About 6
billion metric tonnes of carbon dioxide are being added to
the troposphere annually which is ever increasing.
Tropical rain forests, an important carbon sink, are being
rapidly depleted & unicellular phytoplankton present in
sea, another carbon sink, is damaged by increased ultra
violet radiation flux due to depletion of stratospheric
ozone resulting in increased concentration of carbon
dioxide in the green house which would trap more solar
radiation in the biosphere leading to Global Warming. The
annual average global temperature has risen gradually
from 14.5°C in 1886 to 15.4°C in 1995 which closely
relates to the increase in atmospheric heat trapping green
house gases. It is predicted that the mean temperature of
the globe mightincrease by 1°C to 3.5°C in the twenty first
century with all its adverse effects.

Ozone (O,) is formed by combining of an O, molecule with
oxygen atom under the influence of solar radiations. The
average concentration of ozone is about 300 parts per
billion by volume in the atmosphere of which 90% is
present in stratosphere. Ozone even in such quantities
plays a vital role in supporting life on earth. The
conversion of Ozone into oxygen molecules and
reforming into ozone under the influence of solar
radiations helps in conversion of solar energy to heat.
Ozone exerts its protective effect by absorbing ultra violet
radiations of wave lengths from 290 to 315 nm . Ultra
violet radiations are partially shielded by clouds, dust and
other air pollutants. Reduction in ozone concentration
with clear sky will have adverse effects.

The chlorofluorocarbons (CFCs) are used in refrigeration
industry, as propellants in aerosol sprays, as blowing
agents for plastic foam and as cleansers in electronic
industry. Over 7 lakh metric tonnes of CFCs are not
removed by rainfall as they are not soluble in water and
further their half lives are over 100 years and thus can
exert their influence for a long time. Chlorofluorocarbons
like each carbon monoxide molecule can destroy 10,000
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ozone molecules other compounds like halocarbons,
oxides of nitrogen can also destroy ozone.

Effects

The effects of global warming on human health are both
directand indirect which include the following :-

(a) Heat Stress

An increase in average global temperature will result in
experiencing of irregular heat waves in mid latitude levels.
Minimum temperatures in night and winters would
increase more rapidly than average temperatures. A
warmed atmosphere holds more water vapour (6% more
for each degree celsius) resulting in increased humidity in
heat waves.

(b) Weather Disasters

Global warming would result in frequent and more severe
storms with heavy precipitation and flooding. The
increased temperature of air and oceans result in more
evaporation, clouds and rains mainly in coastal areas.

(c) Rising SeaLevels

In the preceding 100 years, sea levels have risen by 10 to
25 cm. Even the expected rise of sea levels sea level by 50
to 100 cm due to thermal expansion of the oceans,
melting of glaciers and ice caps will inundate large
population centres and much fertile land, resulting in 50
million environmental refugees world wide. Mainland
coastal regions and low islands will be in danger. In
addition, adjacent land would be rendered unfit for
agriculture by the rising salinity of water table. In India 5.7
Lakh hectares and 7 million peoples are at the risk of
inundation.

(d) Climate change & Infectious Diseases

Outbreaks of vector borne diseases which are dependent
on climatological factors would be common as
temperatures coupled with increased humidity would help
the vector to develop early and live longer and thus could
transmit the disease for longer duration.

Ozone attenuation would adversely affect the life on earth
by allowing the ultra violet radiations in the biosphere and
their consequent ill effects are as skin diseases, varying
from simple sunburn like lesions to cancers (squamous
cell & basal cell carcinomas and other malignancies);
Keratitis, cortical / subcapsular cataracts and lowering of
general immune response.
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Adverse Effects of Cold Environment : Epidemiology and Prevention

Annals of warfare history have recorded cold injuries as a
major problem in military operations. Descriptions of
Xenophon’s march of Ten Thousand in 400 BC in
Armenian region, and Hannibal’s loss of large numbers of
his Army of half a lakh, while crossing the Alps in 218 BC,
are quite vivid (1,2). Deleterious effects of extreme cold
are inherent in the atmospheric environment at high
altitude, but they also occur at low altitudes as in the Polar
Regions. Even sub tropical areas like the plains of
Northern India experience severe winters, where such
illnesses do occur.

Human exposure to extreme cold produces significant
physiologic and psychological challenges. Cold is
considered as an important environmental stressor, in
view of its potential lethal / serious consequences (3). The
human body becomes even more susceptible to the
adverse effects of cold when chronic exertional fatigue,
sleep loss, and inadequate nutrition are also co-existent
(4). Initially, the relevance of cold was limited to the
militaries with operational deployment of troops at high
altitude and extreme cold areas; the effects of cold climate
get further complicated and aggravated due to hypoxia.
Thereafter, the medical fraternity got further interested in
this field, following the expeditions to the Polar Regions.
As of now, cold injuries have become a matter of study,
not only in context of military or polar expeditions, but
because of increased participation by the general
population in such outdoor activities as mountaineering,
ice skating, ice fishing, cross country skiing, snow-games,
etc.

Extreme cold conditions occur in India in the Himalayan,
Sub - Himalayan and the northern Indian plains with cold
waves and deaths being recorded every year. Over the 5-
year period of 1999 to 2003, a total of 3,524 deaths due to
cold exposure have been reported; the actual magnitude
may be higher. Groups at particularly high risk include
military personnel, agriculturists, mountaineers and
persons engaging in adventure or winter sports. From
socio - economic aspect, persons with low income, poor
housing and inadequate clothing are at particularly high
risk especially during the cold wave conditions. Extremes
of age (<5yrs or >65yrs), physical exhaustion, pre -
existent malnutrition or starvation, use of alcohol and
underlying diseases (hypothyroidism, hypoadrenalism,
diabetes and CV Disease) increase the risk.

Adverse Health Effects of Cold

Adverse effects of cold environment can manifest as
either generalized effects (hypothermia) or local “tissue-
freezing” effects as frost bite, or non-freezing cold injuries
(NFCI) as trench foot and chilblains. Besides, local effects
due to UV rays predispose to solar keratitis (snow
blindness) and sunburns, while exposure to cold, dry air
predisposes to rhinitis. Local effects on dental fillings due

to cold lead to bacterial invasions and dental problems.
Pathophysiology

The physiological protective responses to generalized
cold involve, firstly, peripheral vasoconstriction, which
tends to act as an “insulator” for the inner body core, in an
effort not to lose the core heat, and, secondly, increased
thermogenesis by shivering. Coupled with behavioural
factors as seeking shelter, putting on clothes and
increased muscular activity, the body physiology tries to
normalise the core temperature. In the initial stages, there
is increase in metabolism, heart rate and cardiac output.
However, as exposure to cold increases, the overall
metabolism slows down and there is reduction in heart
rate, cardiac output and respiratory rate.

Local cold induced injuries are due to formation of “Ice -
crystals” within the cells followed by rupture of cells due to
endosmosis or due to tearing by ice crystals. Distal areas
of the body and areas with high surface-to-volume ratio
(ears, fingers, toes, nails and cheeks) are more
susceptible.

Generalisied Hypothermia
Clinical Features

Early symptoms of generalised adverse effects of cold
become apparent as the “core” (rectal) temp. drops below
36°C and are clearly evident once it is below 35°C.
Depending on the core temp, hypothermia may be
classified as borderline (36 to 35°C), mild (35 to 32°C),
moderate (32 to 28°C) and severe (<28°C). One of the
earliest symptoms of hypothermia is change in behaviour
but, unfortunately, the victim is the last person to notice
such changes himself. There are mild mood changes, lack
of affect, apathy, uncoordinated movements, ataxia,
confusion and decreased ability to sense cold. Initially,
there is tachycardia, tachypnoea & shivering which can be
voluntarily controlled. However, as hypothermia becomes
more severe, (32 to 35°C) there is bradycardia and
decrease in respiratory rate. Higher reasoning becomes
impaired (e.g., the person may not be able to count
backwards from 100, subtracting 9 every time). Shivering
becomes violent and cannot be stopped voluntarily. Lack
of appreciation of cold may lead to “paradoxical
undressing” (the person starts removing the clothes
rather than putting on more clothes). Gait becomes
stuporous. As the core temp falls below 32°C, shivering
stops. Skin becomes blue and puffy. Patient becomes
semiconscious and muscles start becoming rigid. Trismus
is often present. There is marked bradycardia and
lowering of respiratory rate. ECG shows the ‘)’ (Osborn)
wave at the junction of QRS complex with ST segment in
about 80% cases and this may be confused with
myocardial ischaemia. Cardiac dysrythmias are very
common, especially atrial / ventricular fibrillation. Once
the core temp drops to 28°C or less, the patient is
completely unconscious with severe bradycardia. Radial
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pulse may not be palpable and carotid pulse may reveal as
low as 2 to 3 beats per min. Respiratory rate is also
reduced to 1 to 2 per min. Muscles become rigid and
pupils dilated. At this stage the patient may appear dead
but may not be so. Carotid pulse must be carefully
palpated inall such cases.

Investigations

The most important investigation in a patient of
hypothermia is to accurately monitor the core
temperature. If possible, an X-ray of the chest or other
regions may be taken, primarily to rule out other
traumatic injuries since coexisting trauma, haemorrhage
and shock may worsen the manifestations of
hypothermia. Blood biochemistry usually shows
metabolic acidosis, azotaemia and haemoconcentration.
ECG may show the ‘) wave as described above,
bradycardia and dysrhythmias.

Treatment

Hypothermia should be treated as a medical emergency.
Early recognition and institution of therapy may make all
the difference between life and death. The basic principle
of management is quick warming of the “core” without
causing simultaneous vasodilation of the periphery, from
the level of first aid till the most elaborately equipped
critical care facility. The steps in management at the first
aid level, and at the primary care/ solo physician level are
showninBox -1 &2, respectively.

During the process of rewarming, one should be very

careful as regards the phenomena of “after-drop”. This
happens if the extremities are also rewarmed or else the
patient starts exerting again, leading to vasodilation of
peripheral vessels in arms and legs, thus releasing
extremely cold blood as well as acidic metabolites (which
were trapped in this part of the vasculature). Once this
cold blood and metabolites are shunted back, it further
cools the brain, heart and viscera as well as making the
myocardium more susceptible to dysrhythmias. Hence,
during rewarming, do not warm the extremities and do
not let the patient exert even if consciousness has been
regained.

One also needs to be careful while instituting
cardiopulmonary resuscitation (CPR) in a patient of
hypothermia, who may appear dead with dilated, fixed
pupils and no discernible pulse or respiration. Such
patient may be still alive, in a “metabolic icebox”.
Instituting CPR in such a patient may precipitate an “after
drop” and dangerous dysrhythmias. Hence, in such a
patient, one should carefully check the carotid pulsation
and respiration to detect very low heart rate (2 to 4 min)
and low respiratory rate (2-3/min). If there is evidence of
life, one should start rewarming and not institute CPR. CPR
should be started only if it is confirmed that pulse is
absent. Once started, CPR should be continued as the
patient is being rewarmed. There have been cases when
patients with severe hypothermia have been given CPR for
as long as 3 hours and finally revived. The patient should
be declared dead only after he has been rewarmed to core

Box - 1: Management at FirstAid Level (NurAsstt./RMO)

2 Remove wet clothing only when patient has reached
a warm, dry and sheltered environment and not in
the open.

2 Immediately wrap the patient all around, including
head, with warm clothes, blankets, quilts, sleeping
bags - whatever insulatory material is available, even
news papers or rags. Make an “insulatory wrap” of
about 4 inches thickness all around the patient.
Provide a wind and water proof outer most layer, as
polythene sheets.

2 Make hot packs with warm water bottles covered
with a cloth, or warm pads, at 42°C to 45°C, and
apply them to axillae , groin and neck.

Z Do not warm the extremities at this juncture. Place
arms and hands on the sides and not on the
abdomen or in axillae.

2 Do not let patient do any physical activity. Treat as a
“stretcher case”.

2 If patient can take orally give warm, sweetend tea or
milk to provide “fuel”.

Z Do not massage the limbs.
Z Do not give alcohol or tobacco

/7 Evacuate to a sheltered place preferably to a medical
facility at the earliest.

Box — 2 : Management At Solo Physician / Primary Care Level
(RMO/OCADS/MO Peripheral Hospital)

Z” Check rectal temp and other vital parameters.

2 Quickly open up the insulatory layer, remove wet
clothing (if not already removed at first aid level).
Change patient to dry clothing.

2 Apply warm packs at axillae, groin and neck.
Reapply the “insulatory layer” around the patient, as
described under first aid.

/7 Establish IV line and start 5% dextrose (or any other
crystalloid) preferably warmed to 37 to 410C. Initial
fluid challenge should be 500 ml to 1 litre in half to 1
hour.

/7 Start oxygen inhalations with face mask, 4litres/min,
preferably warm and humidified oxygen, if
equipmentis available.

A If facility exists, pass an indwelling bladder catheter.
Start monitoring urinary output.

Z Keep monitoring core temperature. The rectal
thermometer should be inserted to at least 15 cm
into rectum. If there is no increase in core temp
despite rewarming efforts in more than an hour or
else if patient is not shivering and unresponsive,
consider evacuation to a well-equipped hospital.
Evacuate as a stretcher case.
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temp of 36°C and CPR fails at that temp. The dictum is “A
patient of hypothermia, in finality, is never “cold and dead”
butis “warm and dead”.

Localized Effects Of Cold

Frost Nip and Frostbite

Frost nip involves freezing of top layers of skin tissue. It is
generally reversible and manifests as numbness and
white, waxy or rubbery feeling of the affected skin but the
deepertissueis still soft. Frostbite is the more severe form
and affects all layers of the skin and often the deeper
tissue also. Frostbite is of four degrees, depending on the
depth of the tissue involved. As an urgent first aid
measure, remove any constrictive clothing or bands. Start
local warming by placing the affected part in a warm water
bath at 40-42°C. If nothing is available, place the affected
part in the axiliae or on the stomach of another healthy
person. Analgesics and sedatives should be given for
relief of pain. Initiate immunisation with tetanus toxoid
and evacuate to a surgical facility at the earliest
opportunity. If generalised hypothermia and local frost
bite both are present, first treat the patient for generalized
hypothermia. Local rewarming for frostbite should be
undertaken only after core temp has returned to normal.

Non - Freezing Cold Injuries

These include chilblains and trench (immersion) foot,
occurring due to prolonged exposure to cold environment
with wet conditions. Chilblains manifest with initial pallor
of affected area (usually fingers, toes, cheeks or earlobes)
followed by erythema, pruritus and intense pain.
Prevention by way of avoidance of exposure to cold and
wet conditions among susceptible persons is the most
important. Otherwise, there is no specific treatment,
though symptoms may be ameliorated by oral nifedipine
in some cases.

Trench foot is caused by prolonged exposure of feet to
cold and wet conditions. The skin is reddened with
tingling pain and itching. Gradually the skin becomes
pale, mottled and finally dark purple, gray or blue. If the
circulation remains impaired for more than a few hours,
permanent damage to the affected part can occur.
Treatment consists of gentle drying, elevation of the
affected limb and keeping it at an environmental
temperature of 18 to 22°C while keeping rest of the body
warm. NSAIDS may be given for relief of pain. The patient
should not walk on the affected limb till fully cured.
Prevention is, once again, very important and consists of
keeping the feet clean and dry, dabbing the feet with
aluminium hydroxide powder thrice daily, and changing
into dry socks and shoes at the earliest .

Epidemiology

Environmental Factors

Cold may exist in conjunction with very low atmospheric
humidity, or with high humidity. It may alternate with very
hot summers as in continental environs of the plains or
with mild summer as in the mountains. There may be
blizzards associated with it. The exact nature of the
effects of cold may vary from one type of cold

environment to another. The following major
environmental factors determine the severity of cold
induced diseases :-

Severity of Cold

Severity of atmospheric cold and its abrupt occurrence
increases the liability of incidence of cold injuries among
non-acclimatised, non-residentindividuals.

Duration of Exposure

It is an important factor determining the final injury.
About 10 hours of exposure to minus 10°C is needed to
cause the cold injury, but may occur in shorter period of
time, in intense cold.

Wind Movements

These hasten tissue cooling. The combination of ambient
low temperature and wind movement is termed as the
‘wind-chill factor’. The probability of cold climate to cause
cold injuries is directly proportionate to the ‘wind-chill’
factor rather than its temperature alone. Increased wind
velocity, by increasing the ‘wind-chill’ factor, increases
chances of generalised and localized injuries due to cold.
Wind makes a substantial difference; air currents on a
windy day magnify heat loss because the warmer

Table -1 : Danger zones for cold illnesses, based on
Combinations of air velocity & ambient temperatures

Ambient air Wind velocity (Kmph) at that
temperature temperature which will
(°C) indicate danger zone
-10 40
o 7 32
-15 24
18 24
20 16
23 16
-26 8
-29 8
-32 Even minimal wind movements

insulating air layer surrounding the body continuously
loses heat to the cooler ambient air. For example, at 0°C
ambient temperature, the conditions become equal to
minus 18°C, if the wind is blowing at a speed of 40 km per
hour. The danger zones, based on combinations of
ambient temperature (in degrees Celsius) and wind
velocity (in Km per hour) are as highlighted in table - 1.

Moisture

Moisture is a good thermal conductor and its presence in
contact with the skin interferes with the natural insulating
action of the sebaceous material on the skin. Presence of
moisture in the clothing increases its thermal
conductivity, obliterates air-containing meshes in
clothing, thereby decreasing its insulating action and
extracts body heat by evaporation. Wet clothing, either
due to external wetting or internal wetting due to sweat, is
therefore dangerous.
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Hypoxia

High altitude hypoxia deprives the cardiac muscle of
oxygen and thereby decreases the cardiac output,
lowering the peripheral blood and oxygen tension and
reducing the tissue oxygen saturation. Hypoxia also
devitalises the capillary endothelium and increases
exudation into tissues. All these increase the proneness of
the extremities to get cold injuries; skin, being the least
vital organ, suffers the most.

Clothing and shelter

An extremely important determinant of cold illnesses and
their prevention is the adequacy of clothing and shelter in
such weather. Clothing insulates the body from its
surroundings. It can also cause radiant heat gain (mainly
from solar radiations) as well as retard conductive and
convective heat loss in cold climate. The index of thermal

Table - 2 : Clo values required to maintain core temperature
according to various physical activity levels at various ambient
temperatures.

Level of activity Temperature °C
0 | -20 -50
Clo values of clothing
Heavy work (6 MET) 1.0 1.6 2.2
Moderatework [(3 MET) 1.6 2.8 4.2
LCightwork (ZMET) 2.6 40 6.2
Very tightwork (-5 MET) 34 5.6 82
+ L1 ANLET | i | Q 19 A
[AN\ =21 \TVICT) J. T 0.0 .=
Claap (0 R MET) 6 7 106 15 §
Sleep (0.8 MET) 6.7 10.6 155
Table - 3 : The Clo values of certain commonly used
clothing
Garment Clovalue
Brief 0.04
T shirt 0.09
Full sleeve shirt 0.25
Half slip, nylon 0.T4
Frannelfull'sleeve shirt 0.30
Ordinary trousers 028
Thicktongsocks 010
1 (£ 1 + | H \ VoVl ulal
mIreErsS (ram S1Iceve ves Udiu PJyJaltia) U.JoVU
Sweater 028
Thick sweater 0.35
Thick sweater, full neck 037
DinnerJacket 0.37
Full Coat 0.60
Parka 0.70
Boots 0.05
Fibre coveralls 1.03t01.13

resistance of clothing is measured in ‘Clo’units. It
indicates the insulative capacity provided by a layer of the
clothing. A value of ‘one Clo’ means that for a person at
rest in an environment of 21°C and Relative Humidity (RH)
of 50%, and absolutely still air (no air movement), clothing
of one clo unit will maintain the core temperature of such
person, under such circumstances, for indefinite periods.
Thus, to maintain a person in comfort, clothing with
higher clo units will be required if metabolic heat
production decreases, or ambient temperature decreases,
or RH decreases, or air movement increases. The values
required to maintain core temperature according to
various physical activity levels and at various ambient
temperature are given in Table-2. The clo values of certain
commonly used clothing are given in Table-3.

These values are for routine clothing used in cold climate
areas; special cold climate clothing have different and
highervalues.

Human (Host) Factors in cold ilinesses

Age and Sex

People at extremes of age (less than 5 years or more than
65 years) are known to be more susceptible. Women seem
to be protected possibly due to the increased
subcutaneous fat. There is preliminary evidence from
laboratory studies that dark skinned people may be more
susceptible to adverse effects of cold as compared to
whites. Circulatory Stagnation: Local circulatory
stagnation allows local temperature to be lowered,
increases liability of exudation through the already
damaged vascular endothelium and also deprives the
tissues of nutrition and oxygen, thereby increasing
devitalisation. This may be caused by forced immobility
due to being pinned down in shelters or vehicles, or
during conditions of prolonged bad weather. Tight fitting
clothes, boots or socks may also cause constriction.

Physical Inactivity

It increases risk of cold injuries. Activity increases the
metabolic heat production and is an important
prophylaxis against cold injuries.

Nutrition

Adequate, or even increased, calorie intake is necessary to
sustain the increased heat production and the increased
work required to function in a cold environment (5). It
plays an important part in resisting cold effects, and
malnutrition predisposes a person to cold injuries.
Vitamin A deficiency increases liability to infections
especially of mucous membranes. Vitamin C deficiency
increases capillary permeability and decreases healing
power of tissues. It also plays a part in ameliorating the
cold stress and helps in the General Adaptation
Mechanism. The presence of adequate subcutaneous fat
definitely increases the insulation and hence protects
againstcold (6, 7).

Poor Physical Health

Intercurrent /chronic diseases, convalescence and
physical exhaustion decrease the general tissue vitality,
physical activity and also power of acclimatisation, and
henceincrease the liability to cold injuries.

Poor Mental Health
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Mental apathy, fatigue, fear and anxiety which are
common in a cold climate, especially under hypoxic
conditions at high altitude, cause neglect of precautions
and increase in physical inertia, thereby increasing
liability to cold injuries.

Local diseases

Local injury or skin infection predisposes the particular
partto cold injuries.

Tobacco

Use of tobacco increases the risk of frost bite due to
severe vasospasm induced by it and definitely aggravates
the injury itself when once established.

Alcohol

Alcohol has been universally regarded as a very important
and avoidable risk factor in cold illnesses. Its
consumption, especially if followed by exposure to cold,
or excessive physical activity or lethargy after alcohol
consumption, increases risk of general hypothermia and
also local cold injuries.

Cold Adaptation

Adaptation to cold, although not as good as
acclimatisation to heat or high altitude, is nevertheless an
important factor determining individual vulnerability to
cold injuries.

Prevention of cold ilinesses

Clothing

Special attention should be given to clothing in cold
weather, in a scientific manner. In providing insulation
from the cold, the mesh of the cloth fibres traps air that
then becomes warm. This establishes a barrier to heat loss
because both, the cloth as well as the trapped air conduct
heat in a poor fashion. Several layers of light clothing or
garments lined with animal or artificial fur, feathers or
synthetic fabrics (with numerous layers of trapped air)
provide better insulation than a single, bulky layer.

The clothing layer in contact with the skin should
effectively “wick” moisture away from the body’s surface
to the next insulating clothing layer for subsequent
evaporation. Wool or synthetic (e.g. polypropylene) that
insulate well, as well as dry quickly, serve this purpose. A
woollen cap very effectively contributes to heat
conservation since nearly a third (33%) of all body heat
loss is from the head region alone. If clothing becomes
wet either due to external moisture (snow or rains) or due
to condensation from sweating, it looses as much as 90%
of its insulating properties; this may actually start
facilitating heat loss from the body rather than conserving
heat. Hence, wet clothing should be changed at the
earliest opportunity in cold environment. Secondly, it
must be ensured that while the clothing should provide
adequate insulation (by way of adequate material and
layers, as described above), it should, at the same time,
allow for water vapour to escape through the clothing, if
sweating occurs. If this does not happen and sweat
accumulates near the skin layer, its condensation may
become another hazardous situation, which was faced by
the expeditions to Polar Regions. Hence, scope must be
left to allow some layers to be removed if required,
without exposing the body to cold. Thus, the

undergarments and inner layers should move the
moisture (mainly from sweat) away form the skin by
wicking action (by use of artificial fabric material), the
outer layers should prevent the outside moisture (from
rain or snow) from penetration of the clothing but at the
same time allowing for sweat to move away (by using
directional-flow nylon and polytetrafluorethylene
material). The basic rules for dressing in a cold climate are

(a) Keep the clothing clean otherwise the wicking /
moisture repelling action will be compromised.

(b) Do not sweat unnecessarily; undertake activities
in away that sweating is kept to the minimum.

(c) Keep the clothing dry; wet clothing will grossly
reduce the insulatory power.

(d) Dressinlayers (as explained above).

It must be noted that clothing must be worn in sequence,
with undergarments and thermal inners being the
innermost layer, followed by shirt, trouser, sweaters, and
finally the jackets / thermal or feather coveralls. The fit of
each item is very important; each item should be tried in
its correct sequence. If clothing is too tight, it will restrict
the blood flow and increase the predisposition to cold
injury.

Boots

In cold weather when two pairs of socks are worn, boots
become tight and this may compel the individual to
discard them. Therefore, boots should be a loose fit, kept
soft and water proof and every person should have an
extra dry pair of socks and boots to change into, if feet get
wet. It is always advantageous to have “thermal lined”
snow boots. If activity requires work in water or slush,
gum boots are of advantage. Boots should always be
purchased / issued after the individual has tried them out
with thick woollen socks and walked about for some
distance. As far as possible, while moving, one must try to
wipe dry the inside of the boots with a cloth kept in the
haversack for this purpose, after every few hours. One
must remember never to sleep with boots on; before
going to sleep, boots should be removed and dried. Socks:
A pair of thin nylon / polypropylene socks should form the
inner layer, being worn next to the skin and the next layer
should be the heavy woollen socks to absorb moisture.
These should not be tight. Every person exposed to
intense cold should have at least four pairs of woollen
socks. Socks should be inspected daily and mended if
found to be torn / damaged. Badly darned socks become
dangerous by adding an element of trauma. Damp socks
should be changed immediately.

Shelters

An effective shelter should meet the requirements of
protection from wild life, heat retention, protection from
wind, ventilation and some facility for drying the clothes.
Shelter from strong wind is essential, especially when
resting or sleeping. Facilities for drying clothes should be
available in each camp. Shelter used in cold environment
should be designed on the same basic principles of
layering as for cold weather clothing. The tents should
have a strong, tightly woven outer shell, which should be
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impervious to rain and snow. The inside liner is a lighter
weight fabric and is hung to provide an air space along the
outer shell. Ideally the tent should have a floor made of
impervious material.

Precautions for Carbon Monoxide Poisoning

If ever a stove is burnt inside the tent for heating
purposes, the potential dangers of Carbon Monoxide
poisoning and fire hazards is to be kept in mind.
Arrangements for ventilation must be ensured in such
circumstances. Such hazard of CO poisoning can also
occur when people sleep in vehicles whose engine has
been left running and vehicle parked downwind. Alcohol
can further aggravate the risk of CO poisoning and fires by
decreasing consciousness and causing inebriation.
Similarly, chronic smokers are more susceptible to CO
poisoning, due to lowered threshold because of high
baseline carboxy-haemoglobin levels in a smoker. One
person of the party should always be awake when any
stove is placed inside a shelter for heating purpose, to
watch out against any fire.

Nutrition

Energy requirement in the cold environment is more due
to higher metabolism. In general, for civilian population,
who are also likely to be indulging in some sort of winter
or mountain sports activities, the energy requirement may
be 3000 to 3500 Kcal for women and 3500 to 4000 Kcal
for men. Provision of adequate hot and appetising meals
should be ensured. Well cooked, nourishing hot foods and
drinks increase resistance to cold, promote mental and
physical well being and fortify the body against infection,
fatigue, hazards of privations and climatic extremes.
Vitamin C is also necessary for the cellular reformation,
vascular endothelial integrity and as a steroid sparer. It
may be given in the form of multivitamin tablets. For
armed forces rations and feeding at cold climate areas, the
details are given in the section on nutrition and dietetics.

Exercise

Regular moderate exercise to keep up the circulation
without causing any exhaustion or excessive sweating
should be undertaken frequently. When climatic
conditions do not permit movement in the open, static
physical activity by frequent vigorous movements of
limbs, movements of neck and back, wriggling of toes and
moving of fingers should be continuously practised. Face
muscles should be wrinkled to keep up the circulation.

Venous Congestion

People should not sit for long periods cramped up in
enclosed places or upon the railing with feet hanging
down and especially over the edge of seats as this leads to
venous congestion. Too tight clothing also causes venous
stagnation.

Alcohol

Alcohol is best avoided when confronted with harsh, cold
environment. In any case, it should never be consumed in
excess over a short duration and none at all when likely to
be exposed to cold wind, required to undertake excessive
exertion or trekking / marching, or when proper shelters
for sleeping are not likely to be available.

Smoking

Itis advisable not to smoke at all. Those who cannot avoid
smoking should do so in moderation. It should be
definitely prohibited once the cold injury occurs.

Buddy System

For small parties on adventures / expeditions, it is always
a good practice to have a “buddy system”, i.e., to pair up
people and make them responsible to look after each
other, in harsh cold or wilderness type of environment. It
is practised by watching each other's face and feet for
observing any early tissue damage. Buddies also watch
out for each other’s personal hygiene, nutrition, and
behaviour so that any aberration is identified at the
earliest and first aid is given. For the buddy system to be
effective, the buddies must communicate very effectively
with each other.

General Personal hygiene should be maintained at the
highest level. Besides ensuring local cleanliness and
preventing infections, it will enhance the general feeling
of well being, so essential in tough, cold environment.
Proper bathing is preferred; however, even a basin of
water for a sponge bath will help. When no water is
available, simply rubbing the body, preferably with a wool
rag, is worth the effort. It is recommended that such a
procedure be followed weekly. Changing to clean or even
airing of soiled socks and underwear periodically will help
to maintain body cleanliness. At least two or three hot
baths in a week in snowbound and cold environs are
necessary. Bathing places should be sheltered from wind
and snowfall. However, too frequent use of too much soap
is not good as it removes the greasy sebaceous material
and decreases insulation.

Foot Hygiene The feet should be inspected before going to
bed every night, for any swelling, ulcer or numbness.
Wriggling the feet and toes before going to sleep and even
within the boots, while walking, should be an inculcated
habit. It is much better to make two partners responsible
for inspecting each other's feet. Feet must be washed with
warm water, thoroughly dried and smeared with a little
Vaseline, before sleeping. This helps prevent frost bite. An
individual with ulcers and abrasions on the foot should
not move around until they are healed. Talcum powder
should be used before wearing socks in the morning to
decrease dampness during exertion and reduce friction
with socks.

Oral Hygiene

By daily cleaning the teeth with a piece of gauge or other
cloth wrapped around a finger is an effective practice in
the absence of toothbrush. “Feel Good” :- Keeping well is
especially important when one is stranded. While physical
fitness of the body decides survival, yet a positive mental
attitude is just as important. Personal cleanliness, dry
clothing, ventilated shelter without drought, a warm bed,
and adequate recreational activities are helpful. Provision
of sufficient latrine accommodation and proper disposal
of all wastes must be ensured. Re-exposure: Persons who
have once suffered from cold injury should be very careful
when getting exposed to cold environment again.

Adaptation to Cold
Adaptation to cold is slower and less efficient than
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acclimatisation to heat or high altitude. It is automatically
effected when human beings are inducted to cold areas in
summers and allowed to stay on over one or two winters or
gradually move up the mountains in stages. When,
however, they are suddenly inducted to cold areas in
winter, the effects of cold may appear in a large number of
persons. Systematic acclimatisation to cold can be carried
out under such circumstances by exposing newly
inducted people to the atmospheric temperature of 0°C to
5°C for three or four hours a day for three consecutive
weeks. During the first week people should be dressed in
vest cotton, full sleeves flannel shirt, pullover, woollen
trousers, balaclava or fleece lined cap, gloves and boots
with only one pair of woollen socks. Outside the exposure
hours, people can put on the additional clothing as
jackets, coveralls, etc. During the next two weeks, jersey
pullover is also removed, so that people stay in flannel
shirt and trousers for 3 to 4 hours. The site selected for
exposure should be sheltered from wind. If there is any
wind or breeze, people should wear a thin nylon wind-
cheater. Since physical exercise warms the body and
hence impedes the acclimatisation process, during the
hours of exposure, therefore, physical exercise should
not be allowed; however, normal sedentary recreational
work as reading, knitting, playing cards etc., which do not
involve much physical activity, may be carried out. People
should be assured that exposure to cold for cold
acclimatisation will cause no harm. If any complaints like
rhinitis, pharynagitis, fever, excessive shivering or cramps
are noticed, the exposure should be discontinued for the
day or until cured. It can be restarted and gradually
increased day by day when the individual has recovered.

High Altitude Acclimatization

Often, cold environment co-exists with high altitude
environment. Adverse effects of high altitude will worsen
the physical and psychological adversities due to cold and
vice-versa. Proper acclimatization to high altitude should
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be therefore undertaken, as described in the chapter on
high altitude.

Prevention in Relation to Some Basic Survival Problems

In harsh, extreme cold climate, often co-existing with
wilderness type of environment, one may be faced with an
emergency at any time, especially when traveling. Hence,
survival techniques should be a major element of
preparation. Skills pertaining to shelter construction, first
aid, map and chart orientation and sanitation provide a
good foundation on which to base success in an
emergency. Detailed guidelines from technical point of
view (8- 11) as also of general nature (12, 13) are available
in various texts and websites and those interested may
refer to them. Similarly, serious accidents are often the
result of incompetence, ignorance or overconfidence
arising from inexperience. Success and survival depends
on planning, timing, common sense, and the intelligent
use of supplies and equipment.

Protection against Snow Blindness

Humans can make no natural adjustments to the
reflection of bright sun from snow. Dark glasses are,
therefore, a must. One must not wait until eyes start
hurting. If the glasses are lost, improvised eye protection,
by either wearing a muffler or stockings over one eyes
through which one can barely see, or, better yet, one can
make a “slit goggles” out of leather, cardboard, or any
other similar material. Cut a horizontal slit 1.5 to 3
millimetres high by 25 to 40 millimetres wide in the
material. Keep the goggles approximated around the
head with a string, cloth or leather strip, or slung around
the neck so that you donot lose them. Treat snow
blindness by getting the victim to a dark place. Apply eye
shades to both eyes, if required. Cool compresses may
help to relieve the pain. Time is the only cure for
temporary snow blindness.

Protection against Sunburns
Sunburn can occur even at temperatures below freezing
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Adverse Effects of High Altitude

High Altitude illness is a collective term for the syndromes
that can affect unacclimatised travellers, shortly after
ascent to high altitude (1) (The term “unacclimatised
travellers” also includes the native highlanders who are re-
inducted into high altitude after a sojourn to lower altitude
or if they move to a still higher altitude from the normal
place of stay in high altitude). The term “high altitude
illness” encompasses the cerebral syndromes of Acute
Mountain Sickness(AMS) and High Altitude Cerebral
Oedema (HACO) as also the pulmonary syndrome of High
Altitude Pulmonary Oedema(HAPO).(1)

With the present body of knowledge, there does not seem
to be any clear cut demarcation as to the height above sea
level that constitutes “ High Altitude(HA)”. The general
opinion varies and is dependant on the altitude at which
definite manifestation of high altitude illness are likely to
occur in a noteworthy proportion of the subjects.
Generally, an altitude of 2700 m and above defines high
altitude, with increasing grades of high altitude as 2700 to
3600 m, 3601 to 4500m and 4501 to 5400m. Altitudes
above 5400 m in are often referred to as “extreme high
altitude” wherein permanent successful acclimatization
becomes very difficult. However, the above levels cannot
be sacrosanct boundaries; in fact high altitude illness is
being increasingly recognised at “moderate” altitudes of
2200to 2500m(2)

Around 140 million people over the globe live
permanently at altitudes of over 2500 m (3) and
approximately another 40 million enter high altitude area
every year for reasons of occupation, sporting or
recreation. Miners in South America go for work to
altitudes as high as 6000 m, while Indian soldiers are
deployed at even higher altitudes. Persons who are at a
definitely increased risk of being affected by high altitude
illness include Native highlanders who re-enter high
altitude after stay at lower altitudes; Mountaineers;
Soldiers; Trekkers; Adventurers; Miners at high altitude;
and, Pilgrims and porters (4, 5).

The High Altitude Environment

Effects of high altitude are encountered among troops
deployed at high altitudes and in high altitude aviation.
The environmental conditions at high altitudes which
influence physiological processes are:- the lowered
atmospheric pressure and partial pressure of oxygen,
lowered temperature and humidity, increased intensity of
sunshine and cosmic electrical conditions and the
isolation under monotonous mountain conditions. The
chief hazards on health, however arise from the low
atmospheric pressure, coupled with low partial pressure
of O, in the alveolar air leading to low oxygen tension in
the blood and low ambient temperature, all of which
worsen as the altitude increases. The Effects of
hypothermia have been described in the preceding
paragraphs. There is no difference in their aetiology,
manifestation, prevention and first aid at high altitude,
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except that they are aggravated due to atmospheric and
tissue hypoxia.

The main problem with high altitude terrestrial
environment is, in fact, the declining atmospheric
pressure. For instance, the atmospheric pressure which is
760 mm Hg at sea level drops down to only approx. 500
mm Hg at Leh, which is at around 11000 feet above Mean
sea Level (MSL). Now, as we know from a very basic law of
physics (Boyle’s Law) that the partial pressure of a mixture
of gasses is equal to the sum of the partial pressure (pp) of
these gasses; and the partial pressure of these individual
gasses is proportional to their concentration in the
gaseous mixture. For all practical purposes, air is mainly a
mixture of Nitrogen (N) and Oxygen (O) in the proportion
of 80% and 20% respectively. Thus the pp of N will be four
fifth and that of O will be one-fifth that of the atmospheric
pressure at a given location. Hence, at sea level, where the
atmospheric pressure is 760 mm Hg, the partial pressure
of ‘N’ is 4/5 of 760 i.e., approx 608 and that of ‘O’ is
approx. 152 mmHg.

Now as the atmospheric pressure drops with ascent from
sea level (by very roughly, 25 mm Hg for every 1,000 feet
ascent), hence at Leh (11,000 feet) it would be approx.
500 mm Hg; and, by Boyle’s law, at this height, the partial
pressure of Nitrogen would be (4/5 of 500) i.e., 400 mm
and that of Oxygen will be 100 mm Hg. It is this
progressive decline in partial pressure of oxygen in
ambient air (commonly referred to as “thinning or air” or,
“rarefied air’) that results in reduction of alveolar oxygen
pressure, with all the resultant pathological issues of high
altitude. Thus, though the concentration of oxygen in
atmospheric air at high altitude is still one-fifth, the net
result because of such reduction of partial pressure of
oxygen is as if there were a lack of Oxygen in the air. Thus,
at Leh, at around 11,000 feet, the effect is as if oxygen in
the air were 13.8% instead of 21% normally seen at sea
level. The details are depicted in table-1. This is the basic
environmental issue that triggers a massive cascade of
physiological responses, intended to be protective, once a
human being is inducted into high altitude.

Physiological Adaptation

The lowered atmospheric oxygen partial pressure at high
altitude causes alveolar and arterial hypoxia leading to
tissue hypoxia. As described earlier, the oxygen partial
pressurein alveoliis decreased at high altitude and hence,
to compensate for this, more blood has to flow into the
alveolar capillary bed in a given unit of time, and also,
more air needs to be sucked in by the luings in a given unit
of time, as compared to sea level. In order to meet the
tissue oxygen demand at high altitude, in the face of such
altered alveolar oxygen pressure, the cardiac output per
minute has to increase and in order to ensure adequate
oxygenation of the blood, the pulmonary ventilation has
to increase. These requirements are initially achieved by
hyperpnoea and tachycardia arising out of hypoxic drive.
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As the stay at high altitude continues, the increased
pulmonary and cardiac frequencies are replaced by
increased amplitudes. A series of further physiological
adjustment take place depending on the rate of ascent,
the altitude attained, and the period of stay at that
altitude, by adaptation of the haemopoietic, cardio-
vascular, respiratory and nervous systems. Gluco-
corticoids and vasopressin are poured in the blood stream
to counteract stress of hypoxia. The number of circulating
RBCs, haemoglobin concentration in RBC, the size and
volume of red cells, pulmonary ventilation, vital capacity,
pulse rate, circulating blood volume, circulation rate,
cardiac output all undergo changes.

Circulatory and haemopoietic adjustments are variable
and do not normally occur to an appreciable extent among
Indians up to an altitude of 2500 m. Over that height the
variation in haemodynamics and concentration of
available RBCs in the peripheral circulation appear first;
the increased frequency of respiratory and cardiac rhythm
closely follow; haemopoietic response brought about by
the erythropoietin (produced by kidneys) comes next; and
finally the increased amplitude of respiratory and cardiac
movements gradually replaces the increased frequency.
This completes the early process of adaptation. Interstitial
fluid is diverted to the vascular compartment which alters

the haemodynamics and cause hypervolaemia, thereby
overloading the pulmonary circulatory system and cardiac
function. Due to increased pulmonary ventilation, the
tissue CO, is washed out, alkalosis occurs and the CO,
tension in the blood is decreased. Hypocapnia (lowered
CO, tension in the blood) due to hyperventilation leads to
shifting the oxygen dissociation curve to the left, and
decrease in cerebral and coronary flow thus leading to
other complications. The altered pH (alkalosis) of the
blood is partially rectified by increased excretion of
alkaline urine thus restoring the left shift of oxygen
dissociation curve as the acclimatization process
continues. But the major readjustment in the respiratory
system is brought about by increased 2-3-
diphosphoglycerate of RBC which in turn offsets the
effects of left shift of O, dissociation curve and thus
restores oxygen delivery to the tissues, increased
sensitivity of respiratory centre to lower CO, tension and
by increased diffusion coefficient of oxygen at the alveolar
level. The cause for Pulmonary hypertension which is a
common observation in high altitude is not known. At the
initial phases itis relieved by oxygen inhalation.

Stimuli for adaptation becomes operative when the
atmospheric pressure is decreased by 30 percent, which

Table - 1: Altitude, pressure, temperature, oxygen partial pressure and percentage

Altitude Pressure Temperature 0, partial Equivalent O,

Feet Meters mm Hg °C Decrease G Pressure mm Hg| Percentage
0 0 760.0 15 0 159.2 20.96
1,000 305 733.0 13 -2 153.6 20.18
2,000 610 706.6 11 -4 148.1 19.46
3,000 914 681.0 9 =5 142./7 [8./76
4,000 5,219 656.4 7 -8 375 1807
5,000 15524 6324 5 =10 1325 741
7:000 2:‘. 34 5864 1 14 1229 1615
8,000 2438 564.4 = -16 118.2 15.54
9 000 2,743 5432 -3 -18 113.8 14 .96
10,000 3,048 522.6 -5 -20 109.5 14.39
11,000 3,353 502.6 =7 -22 105.3 13.84
12,000 3,658 483.2 -9 -24 101.2 13.31
13,000 3,962 464.6 -11 -26 97.3 12.79
14,000 4,267 446.4 -13 -28 93.5 12.29
15,000 4,572 428.8 -15 -30 90.5 11.81
16,000 4,877 411.8 -17 -32 86.3 11.34
17,000 5,182 395.4 -19 -34 82.8 10.89
18,000 5,486 379.4 -21 -36 79.5 10.45
19,000 5,791 364.0 -23 -38 76.2 10.02
20,000 6,096 3492 -25 -40 731 961
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occurs at the height of 2500 m. These mechanisms are
usually uneventful and insensible up to about 3000 m;
however, above that height when pronounced
physiological mechanisms are called to action, the
symptoms of 'early mountain sickness' which in reality are
the symptoms of 'rapid acclimatization', become
manifest. If acclimatization is inadequate, or if it breaks
down, or if the ascent to higher altitude is too rapid, the
essentially beneficial adaptive responses become
aberrantand the disease processes occur.

The variable factors which determine the direction taken
by the responses are the rapidity of exposure to
atmospheric low pressure, severity and duration of
oxygen lack and the physical condition of the body. The
various symptoms of high altitude sickness essentially
arise from the lag in adjustment of the body to increasing
hypoxia and partial lack of cardiopulmonary co-ordination
to meet the challenge of tissue hypoxia in the face of
atmospheric hypoxia coupled with the altered
haemodynamics. The symptoms are, therefore, more
severe and frequent during rapid ascent and also at night
time owing to the dumping of blood in the lungs due to the
horizontal position of the persons. Cerebral hypoxia
causes mental symptoms. The most frequent and

Box-1 Clinical Syndromes At High Altitude
Z Acute mountain sickness (AMS).
2 Acute pulmonary oedema of high altitude (HAPO).

Z Chronic pulmonary hypertension.

Z7 Coronary and cerebrovascular insufficiency.
Z” Seroche- Monge's disease.

Z Flare up of precontracted infections.

/ Manifestations of diabetes mellitus.

important clinical problems encountered at high altitude
are shown in box-1.

Acute Mountain Sickness (AMS)

Latent period

The latent period of AMS (time elapsing from entry into
high altitude to onset of first symptom) is usually 6 to 12
hours. Sojourns to high altitude which last for less than 6
hours are not likely to be associated with AMS.

Incidence

AMS is quite uncommon below the altitudes of 2000 m.
The incidence of AMS has been quite variable in different
studies and primarily depends on the altitude reached, the
rate (speed) of ascent to high altitude and physical
exertion after entry into high altitude, besides other
variables. Thus, Hackett and Rennie reported an overall
incidence of as high as 43% among trekkers reaching an
altitude of approximately 4200 m (6). A serial and
proportionate increase occurs in the incidence, as
reported by Maggiorini et al, who observed the incidence
to be 9%, 13 % and 34% at altitudes of 2850 m, 3050 m and
3650 m respectively (7). In another study among tourist at

Colorado, arriving at altitudes between 1900 to 2940 m,
the overall incidence was 25% (8). It seems that at altitudes
of 4000m and above, the incidence is almost universal
among the new entrants, especially if those with mild
symptoms are also taken as AMS. Thus, the incidence was
observed to be as high as 85% among tourists who are
directly inducted, by air, to an altitude of approx 3700 m.
(9). Garlland et al (10) reported that among trekkers in
Nepalese Himalayas, tracking up to an altitude of 5400 m,
the frequency of AMS was 29% in the year 1998, which was
aclear decline as compared to the incidence of 43 % as was
observed in 1986. The authors attributed this decline in
AMS occurrence to better awareness which has developed
among the trekkers about AMS so that they climb slowly
and observe the necessary preventive measures. In
another study among pilgrims, at an altitude of 4300 m in
Nepal, Basnyat et al reported an incidence of as high as
68% (4) while in another study the incidence was observed
tobe20%at 4243 mas comparedto6%at3499m(11).

One of the reasons for the widely differing incidence rates
of AMS at corresponding altitudes could be due to
disparities in diagnostic criteria used by different workers.
In fact, the more recent “Lake Louise consensus” on
diagnostic criteria could streamline and standardize the
procedure, thus ensuring comparability of data.

Risk factors for AMS

Age

The evidence regarding susceptibility of any particular
age group to AMS is equivocal. The results may be
confounded due to the increase in volitional activity on
arriving at high altitude among the younger people,
particularly young soldiers, besides various other socio-
behavioral factors. In general, it seems that children and
adults seem to be equally affected, as reported by Yakon
et al who observed no difference between children and
adults as regards incidence of AMS. (12) On the other
hand, some studies indicate that young persons are
probably at greater risk (10,13 & 14) while Pollard
observed that people aged more than 50 years may be
more susceptible to AMS(15)

Gender

Kayser, in a study in Nepal at an altitude of 5400 m
concluded that the incidence was higher (69%) among
women trekkers as compared to 57% among males (16).
Similarly, Basnyat et al (4) observed that the risk of AMS
was much higher among women (OR-4.39, 95% Cl= 1.83
to 10.68). Murdoch et al also found a higher risk among
women (9, 17). However, one must consider the
possibility of information bias, since women may more
easily report their symptoms. At present, it may be apt to
conclude that while women may be at a slightly higher
risk, more studies using stronger epidemiological
methodology and increase study power need to be
undertaken to answer this issue.

Obesity/Overweight

There is some evidence that subjects who are slim have
lesser susceptibility to AMS as compared to subjects who
are overweight (or even towards the higher side of normal
BMI of 25)(16,18). On the other hand Garland et al did not
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find any association between body Mass index (BMI) and
AMS (10). It is possible that increase in body weight,
particularly the “dead weight” of obesity may impose
additional load on the body during physical activity and
may increase the predisposition to AMS. Though more
evidence needs to be collected, it is in any case desirable
that obesity be avoided for various other health reasons
also.

Altitude reached

One of the most important determinants is the altitude
which has been negotiated. The condition is very
infrequent below the altitude of 2000 m; as the altitude
reached is around 4200 m, a large majority will have the
symptoms, while it is almost universal at 5000m. Even the
native highlanders who return to their high altitude
residence after a stay for few days at low altitude, or else
the highlanders who move to higher altitude from their
usual residences in high altitude are also at risk.

Speed of ascent

Next to the altitude reached, the speed of ascent becomes
a major factor determining the risk. A much larger
population of subjects who move to high altitude by air
are likely to be affected, as compared to subjects who get
inducted by road transport to the same high altitude
locations. Level of Physical fitness:Prior physical fitness
seems to provide no immunity against AMS; similarly pre-
existing infection or disease may not be a necessary
predisposing factor. It is a common-place and repeated
observation in epidemiological descriptions that young,
strong and healthy men may be overcome by AMS while
people with lung diseases may not even get headache.
This was pointed out in one of the earliest scientific
descriptions on AMS, in 1913 by Ravenhill (19) and has
been consistently noted thereafter. Various workers as
Milledge, Brucher et al and Sowouney et al have not found
any correlation between occurrence of AMS and various
parameters of physical fithess, as VO2 max or physical
work capacity (20-22).

Exercise

In a study conducted under controlled circumstances in a
chamber, Roach et al produced simulated altitude of
about 4500m for 10 hours. Subjects were subjected to
physical exercise on one occasion and not subjected on
the other occasion. The results clearly showed that
exposure to physical exercise in high-altitude simulated
environment carried a significant risk for causing
symptoms of AMS (23). The finding is further supported
by observations of other workers that faster rate of ascent
on mountains among trekkers (indicating strenuous
exercise) is related to higher incidence of AMS and vice-
versa (14, 24, 25). Thus, it would be prudent to avoid
strenuous exercise on arrival to high altitude for
prevention of not only AMS but other high altitude
illnesses as well.

History of Previous episode

It has been shown by Forster that the rank scores (or AMS
score), achieved by subjects on induction to an altitude of
4200m showed strong correlation with the rank score
achieved by the same subjects when they were de-

inducted and then re-inducted at the same altitude after 5
days(26). However, other case series do not seem to show
such consistency and, with the present status of available
evidence, it seems very difficult to predict the probability
with which a subject is likely to develop (or not develop)
AMS, given that he/she has (or has not) developed AMS
during earlierinductions to high altitude.

Dehydration

In the study by Basnyat (25), higher fluid intake (up to 5Itr
per day) was found to be associated with a lower incidence
of AMS. However, in an earlier controlled, experimental
design, Aoki and Robinson did not observe any
relationship between dehydration and AMS incidence (27).
Similarly Cumbo et al (28) did not find any definite
association between dehydration and AMS. At present,
there does not seem to be a clear evidence-based answer
to this issue and more studies are needed. Till then, a
reasonable scientific practice would be to ensure proper
hydration, in view of the various other physiological
benefits it provides vis-a-vis a dehydrated state.

Tobacco Smoking

In an experimental design undertaken in a simulated
chamber it was observed that smokers tend to have fewer
symptoms than non-smokers (29). The plausible
explanation is that smokers seems to be habituated to a
pre-existing, modest level of carboxy-hemoglobin and
hence may be having a physiological state equivalent to
“pre-acclimatization”. On the other hand, Garland et al did
not find any association between AMS and smoking habit
(10). In general, it would be prudent to avoid smoking /
tobacco use, in any case, for various documented health
resaons, if not for prevention of AMS.

High Carbohydrate diet

There seems to be no significant difference between
normal or high carbohydrate diets as regards
susceptibility to AMS (30).

High Altitude Pulmonary Oedema (HAPO)

Epidemiology

The first scientific description of HAPO, in English
language, was provided in 1960 by Houston (31).
However, there are earlier descriptions too, though the
disease was not precisely identified as HAPO. For instance,
the description of the death of a Doctor at an altitude of
15000 feet during a rescue mission was most probably
due to this condition, (32). Similarly, Ravenhill’s
description (19) in 1913, of cases of cardiac failure at high
altitude would have actually been cases of HAPO. It is also
likely that the experiences of Hultgren and Spickard in
Peru, in 1959, of cases of pulmonary oedema actually
referred to description of HAPO (33). Since then, the
condition has become widely recognized. Pioneering work
in this field has been undertaken by Medical Officers of the
Indian Armed Forces, especially after the rapid induction
of thousands of troops into high altitude areas following
the Sino-Indian war of 1962 and subsequently during the
Indo-Pak conflict on Siachen Glacier which is considered
as the highest battle field in the world.

Incidence
The incidence of HAPO has been found to be quite
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variable, as reported by various workers. In general, the
incidence can be taken to be in the range of 0.1% to 4% (1)
In a study on Indian Soldiers in North Western Himalayas,
Menon found that the incidence was 5.7 per 1000 (34).
However, in a subsequent study on the same general
population in the same location, using more precise
information on the number of ‘inductions' into high
altitude areas of 3600 m and above, Bhalwar et al, in their
nested case- control study, found that the incidence was
1.42 per 1000 inductions (95% CI 1.11 to 1.73 per 1000
inductions) (35). A much higher incidence of 3.4% has
been reported by Hultgren et al from the Western world
(36), while a study in Nepal put the incidence of HAPO to
be 2.5% among trekkers (14). In another study in Peru, at
an altitude of 3750 m, the incidence of well diagnosed
HAPO was 0.6% among adults, while Basnyat et al (4)
observed that among pilgrims at an altitude of 7300 m,
theincidence was 5%.

High Risk Groups

Broadly, any person irrespective of age, gender or race,
who enters into a high altitude terrestrial environment, is
at risk of HAPO, including native highlanders who enter
into high altitude after a stay at lowlands. However,
certain groups seem to be at a higher risk due to Socio-
behavioral or occupational reasons. These include
soldiers, mountaineers trekkers, adventurers, mountain-
sports persons, miners working at high altitude, porters,
and land pilgrims to high altitude shrines.

Induction Time

Most of the epidemiological studies indicate that the
‘latent period’ or ‘induction time” (period elapsing from
entry into high altitude to the onset of first manifestation
of HAPO) is usually between 6 to 96 hours. Onset beyond
this range is quite uncommon. Bhalwar et al found the
induction time, among soldiers at 3600 m, to be 6 to 96
hours with a median of 54 hours (35). Similarly, in the
series by Menon, (34) Singh et al (37) and Kleiner (38) it
was observed that large majority of cases occurred within
3 days of entry into high altitude. From foregoing
epidemiological evidence, it is logical to conclude that,
firstly, if a subject, following exposure to high altitude
returns to low altitude within 6 hours, the risk of HAPO
would be quite low. Secondly, the period of first 72 hours
following induction into high altitude seems to be
important, with the initial 48 hours being most crucial for
enforcing preventive measures regarding acclimatization,
especially avoidance of any physical activity (except for
self-care activities of a routine nature). It may be noted
that though the induction time of 6 to 96 hours
encompasses avery large majority, rare cases can occur as
late as ten days also.

Recurrence Rate

The recurrence rate of HAPO i.e., occurrence for a second
time on a subsequent occasion in a subject who has
suffered from HAPO earlier, over a follow up period of 18
months, was worked out by Bhalwar et al, based on a well
established and scientific central registry for HAPO. The
workers reported that out of 152 cases who had the first
attack and followed up of 12 to 18 months, a total of 5
cases occurred for the second time during the follow up

period, giving a cumulative incidence of 3.29 % (95% Cl
0.46% to 6.1%) and incidence density of 1.83 per 1000
person months (95% CI 0.53 to 3.13). The time period
between the first and second attack was 115 to 208 days.
All the five recurrent cases occurred within 48 hours of the
second entry in high altitude (39).

Risk Factors for HAPO

Age

Case series have reported a preponderance of young
adults among cases of HAPO. However, this may not
represent atrue cause-effect relationship. Younger people
tend to visit the high altitude areas more often, besides
being more inclined to exert physically after arrival to high
altitude. In fact, in their nested case control analysis,
Bhalwar et al (35) did not observe any significant
association between age and HAPO; however, this study
was conducted in a narrow age zone, mainly in the group
of 20to 40 years. Thereis also no evidence to indicate that
children are protected; in fact, children aged 1 to 4 years
are at considerable risk (40).

Gender

Basnyat et al observed that at an altitude of 4300 m,
women had higher risk of HAPO (OR = 5.2, 95% Cl 1.24 to
24.73) (4). However, as pointed out by Heath and Williams,
itis the young male who is at higher risk (40). It is possible
that males are more likely to exert physically soon after
arrival to high altitude, thus making them more
vulnerable. With the present body of knowledge, it may
not be possible to comment with authority as regards the
gender differences unless comparison of proper
cumulative incidence rates between men and women,
controlling for potential confounders, is undertaken.
Ethnic /Racial differences:There does not seem to be any
particular ethnic or racial group which is specifically
predisposed to or protected from HAPO. (35).

Fresh inductees/Re-inductees

Re-exposure to high altitude environment has been
described to be an important determinant of HAPO. (40).
In the study by Menon, much more numbers of cases gave
history of having been exposed to high altitude
environment earlier, while a smaller proportion of cases
were those who had come to high altitude for the first time
(34). Similar findings were observed by Hultgren (36) and
Marticorena (41). However, it needs to be appreciated that
case series are based on simply numerator analysis and,
from epidemiological point of view, suffer from the flaw
that they do not compare incidence rates. It is quite likely
that a smaller proportion of cases of HAPO would give a
history of entering high altitude for the first time (fresh
inductees) simply because, as such, of all the people who
enter high altitude, a much smaller proportion is likely to
be fresh inductees while a larger proportion will be those
who would be entering high altitude after having been
exposed to high altitude at least once earlier, i.e., re-
inductees. In fact, Bhalwar et al, using valid ‘denominator
bases’, compared the incidence rates between inductees
and re-inductees, and did not find any significant
difference (35). Singh et al, in their case series, also found
that almost two third of their cases were fresh inductees
(37). Anecdotal reason has been cited to support the
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increased predisposition of re-inductees, by mentioning
that the native highlanders who returns to high altitude
after a sojourn to low altitude are quite likely to develop;
However this only suggests that the highlanders re-
entering high altitude is at risk but not that the risk is
comparatively higher among re-inductees. To summarize,
firstly it will be apt to treat all entrants into high altitude,
whether fresh (first time) entrant or re-entrant with equal
concern and apply the laid down acclimatization
procedures to all with equal vigor. Previous
acclimatization or previous successful sojourn to high
altitude does not guarantee protection during subsequent
exposure. Re-entry into high altitude, even after an
absence of only few days at low altitude, may make a
person susceptible to HAPO and complete acclimatization
schedule must be undertaken if a person has gone down
for more than 4 weeks. If the absence from high altitude
has between 11 to 28 days, acclimatization should still be
undertaken though in a “modified” (less strict) manner.
Secondly, it must be noted that the native highlander re-
entering into high altitude is in no way protected and
should follow similar acclimatization procedure as that for
the residents of low altitude. Thirdly, there is a need to
undertake scientific epidemiological studies, by
comparing ‘incidences rates’ (and not number of cases)
between fresh entrants and re-entrants to answer this
issue.

Tobacco and Alcohol use

Tobacco smokers do not seem to be at any significant risk
(35, 42). Similarly moderate consumption of alcohol after
entry into high altitude does not seem to increase the risk
(35). However, keeping in view the other health hazards, it
would be prudent to advise avoidance of tobacco and
alcohol use.

Genetic Factors

There are some indications that susceptibility to HAPO
may be, to some extent, determined by genetic drive. In a
study by Hanoka et al, an association was observed
between HAPO and certain HLA types, notably HLA-DR6
and HLA-DQ4 (43). Similarly Morrell et al also observed an
association between pulmonary hypertension and ‘D’
Allele of ACE genes among native highlanders of Central
Asia (44). At present only limited data are available.
Candidates for further studies in this field include
endothelial nitric oxide synthase gene polymorphisms,
angiotensin-converting enzyme gene polymorphisms and
genetic determinants of primary pulmonary hypertension
(45-49).

Previous history of high altitude iliness

Persons who have earlier suffered from an episode of high
altitude illness (AMS, HAPO or HACO) during their earlier
sojourns to high altitude seem to be at a slightly higher
risk of HAPO during subsequent sojourns. It has also been
observed that if both, previous history of AMS as well as
physical exertion within 24 hours of entry into high
altitude are present, these two factors tend to “interact”,
there by multiplying the risk of HAPO. As such, a past
history of AMS during earlier sojourns significantly
increases the risk of HAPO (OR =2.74, 95% Cl = 1.12 to
6.77) (35).

Cold weather

Observations based on case series indicate that cases are
more during the cold weather, particularly in January. It is
still not clear whether this is due to an interactive effect
between extreme cold weather and high altitude, because
the two, in any case, often coexist. It is also likely that
during cold weather, the roads leading to high altitude
areas may be snow bound and hence most of the entries
into high altitude are by air, thereby speeding up the “rate
of ascent”, a well known risk factor for HAPO. It is also

The three most important risk factor predictors of HAPO
are:-

2 The altitude reached
2 The speed of ascent to high altitude.

2 Physical exercise on arrival to high altitude.

possible that volitional physical activity soon after arrival
into high altitude may be more during cold weather, as a
part of generating body heat.

Existing physical condition

Most of the persons are young and of athletic disposition,
and have to undergo a mandatory clinical examination
before entering high altitude area. However, there is no
way to predict that even after a meticulous clinical
examination at low altitude, the person will not develop
HAPO or AMS (40).

Physical exercise afterinduction into high altitude

Physical exercise even of moderate intensity, undertaken
within 72 hours of arrival into high altitude is an important
determinant of HAPO, and is almost universally upheld by
all experts. The risk has been observed in nearly all the
studies (31, 35, 37, 38, 50, 51), at various places in the
world, and the estimates show a strong and significant
association. Thus, the association fulfils the required
epidemiological parameters of strength of association,
temporality, consistency, dose response and plausibility.
In the study on Indian Soldiers, a very strong and
significant effect was observed, of physical exercise
during first 24 hours of entry into high altitude and HAPO
(OR=3.19, 95% Cl 1.23.to 8.51). In addition, physical
exercise during first 24 hours was also strongly and

The key to prevent HAPO is to ensure acclimatization; in
particular, no physical exertion (except activities of daily
life) during first 48 hours of entry into HA

significantly associated with the severity of HAPO (35).
Similarly Singh et al (37) and Kliener et al (38) also
reported that a large majority of cases gave history of
undue physical exertion within 3 days of arrival into high
altitude. Thus, it seems that physical exertion in the first
72 hours of arrival into high altitude is important, the first
24 hours being crucial as a determinant for developing
HAPO. However, it is noteworthy that physical exercise is
not an ‘essential’ determinant, since the condition can
occur even among persons who have not exerted/are
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asleep/are at rest, especially if ascent to high altitude has
been rapid, as by air.

Lack of Acclimatization

HAPO commonly affects subjects who have not properly
acclimatized themselves to high altitude environment
soon after arrival. Acclimatization is a gradual process by
which the body physiology gets adjusted to high altitude
environment. In general, acclimatization is undertaken by
1 to 2 days of complete rest, followed by gradually
increasing physical effort for next 2 to 4 days at a
particular level of high altitude and the process should be
repeated for every 900 m (3000 feet) gain in altitude.
Armed Forces acclimatization schedule is described later
on.

Altitude of ascent

The “critical altitude” at which the risk of developing HAPO
is very high has been reported as 3350 m in the
Himalayas, 3660m in the Andes and somewhat lower
(2590m) in the Rocky mountains(40). This is not to be
confused with the definition of “high altitude” which is
generally taken as > 2500 mtrs, and, in context of Indian
Armed forces, >= 2700 mtrs (9000 feet).

Rate of ascent

Epidemiological studies have clearly shown that the speed
with which an individual reaches high altitude, especially
into a crucial altitude of 3000m and above, seem to be an
important determinant in causing high altitude illness.
Observations have shown that both among soldiers as
well as tourists who move to high altitude areas by air,
ascending almost 3000m (or even more) within less than
an hour, the incidence rates are much higher when
compared to the same location being reached by road
transport over 3 to 4 days. The slow ascent by road over a
few days may allow some acclimatization.

While negotiating high altitude areas, gradual ascent,
thereby giving time for acclimatization to develop, is the
key strategy in prevention. In general, at altitude greater
than 3000 m, each night should be spent at an altitude of
not more than 300 m above the previous night, with a rest
day after every 2 to 3 days (i.e., after every 1000 m of
ascent) (24). In certain situations, this rate of ascent may
be considered to be slow and unrealistic and may be
modified so that the altitude difference between two
consecutive “sleeping sites” should not be more than 600
m per day (52). All recommendations emphasise “sleeping
altitude” which means that it is permissible to ascend
more than the recommended daily rate as long as descent
is made for sleeping, i.e., the time tested maxim of
“climb/work high but sleep low”. A night spent at
moderate altitude of 1500 to 2500 m before ascent to
high altitude, is also likely to aid in acclimatization
process (1).

Otherrisk factors

There is preliminary evidence that neck irradiation or
surgery (53) and pre-existing respiratory tract infections
(54, 55) may be some of the newly described potential risk

factors for HAPO which need further study. On the
protective side, there are indication that ingestion of anti-
oxidant vitamins prior to induction may reduce the
severity and incidence of high altitude illness (56). The
role of “Gingko Biloba” (80 mg of the extract twice daily for
5 days before induction) also seems to be useful by virtue
of its antioxidant properties. Besides Gingko, the role of
sildenafil and gaube as preventive measures has been
postulated and needs further studies (57, 58). The role of
acetazolamide (250mg BID orally, starting from one day
before ascent) and dexamethasone 8mg per day in
divided doses in prophylaxis (mainly for AMS) has been
studied with convincing results (1).

Epidemiology of HACO and other high altitude illness

High Altitude Cerebral Oedema (HACO)

HACO was scientifically described as early as in 1913 by
Ravenhill (19), but it was only after half a century that the
importance of this condition was recognized (59,60).
There is very little published data on the incidence of
HACO, except the study of Hackett et al (14) in which the
incidence was found to be 1.8% among trekkers at an
altitude of 4243 m. In another study in Nepal, among
pilgrims at an altitude of 4300 m, Basnyat et al observed
that the incidence of HACO was as high as 31%. Women
were found to be at higher risk (OR=3.15, 95% Cl 1.62 to
6.12) (4). Experts agree, in general that HACO is a severe
form of AMS. The risk factors for HACO are same as for
AMS and HAPO; however, at present it seems difficult to
predict who will, and who will not, develop HACO.

Chronic Mountain Sickness (CMS) and Sub-Acute Mountain
Sickness (SAMS)

SAMS is characterized by pulmonary hypertension and
right ventricular hypertrophy/ failure, either among
infants or else among adults who have stayed at high
altitude for few months. CMS is characterized by excessive
erythrocytosis and hypoxemia, reversible on descent,
among people who have stayed at high altitude for very
long.

Very little published data is available on the
epidemiological aspects of CMS and SAMS excepting for
isolated case reports and few case series. There is paucity
of data related to population denominator base for the
purpose of calculating incidence rates or making analytic
comparisons.

The occurrence of infantile SAMS was well known to the
Spaniards who first colonized the Andes. Knowing that
their infants would not thrive if born at high altitude, they
used to arrange the deliveries at low altitude and did not
bring the new born to high altitude till they were one year
old (61). A case series from Tibetan region of fifteen
infants, who died of the condition, was described by Sui et
al. Majority of these infants were born at low altitude (62).
There is a strong possibility of genetic determinants since
infants of highlanders seem to be relatively protected,
while children of lowlanders born at high altitude or else
born at low altitude but moving to high altitude during
infantile period seem to be at particular risk.

Epidemiological descriptions of adult form of SAMS have
been provided in the form of case series among Indian
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Army Personnel who had stayed at extreme altitudes for
prolonged periods of many months (63, 64). A similar type
of condition called as “Brisket disease” among cattle
manifesting as oedema in the dependant part of the neck
has been described (65). Adult SAMS could be the human
counter part of Brisket disease. The condition manifests
with pulmonary hypertension, right ventricular
hypertrophy and /or failure and dependent oedema.

Chronic Mountain Sickness (CMS) was first described in
1925 by Monge, followed by case series in 1928, and also
known as Monge’s Disease (66). Thereafter another case
series was reported by Hurtado (67). Descriptions from
Tibet indicate that lowlanders migrating to high altitude
are at much higher risk vis-a-vis the native highlanders.
Males and tobacco-smokers are likely to be at higher risk
(68). However, the condition is now being reported among
the native Tibetans highlanders also (69). Among the
native highland populations, it seems that the native
Tibetans highlanders have lower hemoglobin values and
are less likely to be at risk of CMS as compared to the
native Andean highlanders, possibly due to certain (still
unknown) genetic determinants (70).

Flare-up of Precontracted Infections

Viral and amoebic hepatitis in individuals who had
contracted the infections at lower altitudes run a
considerable risk of a more fulminating course with
increased fatality, at high altitude. The course is otherwise
prolonged, resolution seems to be difficult and unless
evacuated to sea level, chronic protracted hepatitis may
result. However, serum biochemistry pertaining to Liver
Function is not altered in normal individuals located at
thigh altitude and do not indicate any adverse effects on
the normal liver except that the glucose tolerance may be
slightly impaired and a lag curve may be seen. Cases of
amoebiasis, who have been successfully treated by all
measures even before five years, may flare up into frank
amoebic hepatitis within 3 to 4 weeks of their arrival at
high altitude. An abscess may form without evidence of
liver tenderness, fever or leucocytosis and may even
rupture before the patient reports sick. The initial
response to emetine is satisfactory but a cure becomes
extremely difficult orimpossible if the patient is treated at
high altitude. Infections of malaria which have been kept
suppressed with chemoprophylaxis regime at lower
altitudes also break through when the drug is withdrawn
and the person is exposed to cold and hypoxia at high
altitude. An acute diabetes mellitus may be precipitated at
high altitude, more so among the patients who have been
stabilized at sea level. The condition remits completely
within a few days of return to sea level.

Other Effects

Prolonged exposure to hypoxia after acclimatization may
produce other minor effects insidiously after a long latent
period. Dimness of vision, loosening of teeth, progressive
diminution of work capacity, loss of weight, flatulence,
indigestion, loose bowels, anemia, thyroid deficiency and
increased severity of infections may be encountered.
These symptoms usually disappear within 3 to 4 weeks of
move to the plains. A very long stay at high altitude
somewhat habituates the tissue to low oxygen tension,

but causes subnormal tissue metabolism. A high protein
diet is thus essential. The atmosphere being cold, the air
has very low atmospheric moisture content. The exhaled
air on the other hand is at body temperature and hence
contains more moisture. Much water is thus lost from the
body through the breath. Lack of interest, irritability,
insubordination and irrational reaction and lengthening
of reaction time may occur. There is no increased
incidence of frank psychiatric disease at high altitude in
comparison with the plains. Lack of concentration and
mental impairment, which may occur on arrival at high
altitude, as part of acute mountain sickness, usually
subsides within a few days. Some individuals may take a
few weeks to acclimatize. In general, there is no scientific
evidence to indicate that long term decline in memory or
decrease in libido / sexual functions would occur either
during stay at high altitude or after return to sea level.

Prevention of adverse effects of high altitude

Individual tolerance to hypoxia varies and has no
correlation with physical fitness in its ordinary sense.
Complacency or bravado which in itself is one of the
symptoms of hypoxia, encourages excessive physical
activities without proper and adequate acclimatization.
Rapid ascent without acclimatization followed by physical
activity increases the risk of effects of hypoxia. As said
earlier, even after acclimatization physical activity of even
the most robust persons is less at high altitude than in the
plains. Therefore, commanders may be reminded that
more man-hours or more personnel are required to
perform similar physical tasks at high altitude than in the
plains (see next paragraph). Lack of appreciation of this

Box - 3 Preventive measures for adverse effects of high
altitude

2 Ensure acclimatization (details given subsequently).

2 Measures against adverse effects of cold (given in
previous chapter).

Z Education and motivation of Comanders and troops
about acclimatization and planning of manpower for
given tasks. Avoidance of tobacco; moderation in
alcohol

2 Adequate hydration
/ Hot palatable meals
Z Adequate shelter

Z7 Maintain morale and psychological well-being

fact can result in expectation of a high output of heavier
tasks in short duration or desire on the part of men
themselves to show off their prowess. Due to this, many
casualties have occurred. Adequate details of prevention
of adverse effects of high altitude and cold are laid down
in concerned Army Order and DGAFMS Medical
Memorandum (cited under “Further suggested readings”
at the end of this chapter) and armed forces medical
officers should consult these documents. The
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cornerstone of preventive measures is
“ACCLIMATIZATION”, which should be supplemented with
general measures as outlined in box-3.

Physical performance at High altitude

It needs to be noted that even after complete and
successful acclimatization, the capability to perform any
given exercise or physical task will be reduced at high
altitude in comparison to lower altitudes. This was clearly
evident during Mexico Olympics of 1968, held at an
altitude of 2300m wherein most of the world class
athletes experienced as much as 13% reduction in their
performance. Leaving aside the world class sports
persons, evidence suggests that for normal, healthy and
properly acclimatized subjects, the physical capability will
be just about 70 to 75% at an altitude of 3100 m
(Compared to capability at sea level altitude) and would be
about 50 to 60 % at 4000 m. Care should be taken,
therefore, by all subjects moving to high altitude, to make
realistic readjustment in their expectations regarding task
performance. Medical officers of armed forces should also
impress this aspect on their respective commanders, so
that they can make realistic estimates of requirements of
manpower for a given operational task at high altitude.
Available evidence also does not suggest that there would
be any definite, especially long term increase in
performance at sea level, among people who have trained
at high altitude (71).

Acclimatization

It is important that troops when posted above 2700 m
should be systematically acclimatized. It should be on the
pattern followed by mountaineers, i.e. the individual
works at a higher altitude than one at which he sleeps
during the period of acclimatization. When the troops
have acclimatized to a certain height, they can operate at
those heights or even at slightly higher heights without
any ill effect. This initial acclimatization is enough as long
as the individuals do not go beyond 3600 m. If they are
required to be stationed at a height of more than 36000m
they will require a further period of acclimatization. For
individuals who return to high altitude after a period of
stay in plains for more than 10 days at a time, re-
acclimatization is necessary. The tenure of stay should be
such that an individual remains in an excellent state of
health and physical fitness during his stay. It has been
found that the desirable maximum period of stay should
be 24 months between 2700-4200 and 12 months above
4200 m but below 4800 m, and about 2 months at a
stretch for staying at altitudes beyond 4800 m. However,
these recommendations need to be guided by operational
requirements. Medical Officers of armed forces should
advise the commanders regarding needful rotation of
personnel, with a view to maximize the performance and
minimize the ill-health.

Acclimatization Procedure
InIndian Armed Forces itis done in three stages.

First Stage Acclimatization

Applicable to individuals posted above 2700m and upto a
height of 3600 m. The acclimatization period of 6 days will
be as under: -

(a) Tstand 2nd day - rest except for short walks in the

unitlines only, notinvolving any climb.

(b) 3rd and 4th day - walking at slow pace for 1% -3
km, avoiding steep climbs.

(c) 5thand6thday-canwalkupto5 kmandclimbup
to 300 m at a slow pace.

Second stage Acclimatization
This applies to heights above 3600 and up to 4500 and is
carried out for 4 days and is as under :-

(@) T1stand 2nd day - slow walk for a distance of 1)2-3
km avoiding steep climbs.

(b) 3rdday-slowwalk and climbupto300m
(c) 4thday-climb 300 mwith equipment.

Third stage Acclimatization
This is for height above 4500 m, lasting for 4 days and is
onthe same lines as second stage acclimatization.

Re-entry

Individuals who have left high altitude area will require
acclimatization again if they were away for more than 10
days. Individuals away for more than 4 weeks will require
complete acclimatization in 3 stages, as described above,
while those who have been away for more than 10 days but
less than 4 weeks, will have acclimatization for 4 days at
each stage as under: -

(@) 1stand2ndday- restexcept shortwalk.

(b) 3rd day-walk at slow pace for 1-2 km, avoid steep
climb.

(c) 4thday-walk 1-2 km with climb upto 300 m.

Notes

(@) If anindividual is directly taken to a higher stage,
the complete acclimatization as applicable for
first stage should be recommended. For example,
if a person is inducted by air, from plains, directly
to a height of 14,000 feet (4200 mtr), he should
have six days of first stage acclimatisation (and
not only 4 days of schedule normally
recommended for this height, for second stage).

(b) For induction via Road axis Pathankot - Manali-
Upshi - Leh, specific instructions of Northern
Command regarding acclimatization for persons
inducted by this route are given in the succeeding
paragraphs and may be further checked form
Headquarters Northern Command (Medical
Branch).

(c) The role of Acetazolamide, Aspirin, Ascorbic acid
and oral antioxidant vitamins is under study but
no evidence based proof is available for their
introduction for mass prophylaxis.

Acclimatization schedule : Leh-Manali Axis

Details of acclimatisation schedule to be followed with

base at “P1” for all 6 days (with entire day to be spent at “G”

hts (9000 ft) and night at “P1” transit camp will be as per

AO 110/80 with modifications as under:

New inductees

(@) Day1&2:12hrsat9000 ftand 12 hrs at 8000 ft.

Troops to be taken up to “G” in vehicles for rest at
HAA at 9000 ft during the day for 12 h and
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brought down to transit camp, “P1” for night for
12 hrs

(b) Day 3 & 4: Walking 3 km. Troops taken up to “G”
stay there for 12h. Only activity is to walk for 3km
without much climb during their stay of 12 h at “G”
and brought down to transit camp, “P1” for night
for12h

(c) Day 5 & 6 : Walking 5 km with climb up to 300
mtrs. Troops taken upto “G” stay there for
12h.Walk up-hill for 2.5 km (Climb should be upto
300 mtr) and men walk down hill for distance of
2.5 km during their stay of 12h at “G” and brought
down to transit camp, “P1” for night for 12h.

(d) Day7:Adm haltat“P2”
(e) Day8:Adm haltat“P3”

Re-entry in HAA. (Away from HAA more than 10 Days but
less than 4 wks).
(@) Day1&2:12Hrsat9000 ft and 12 hrs at 8000 ft.
Troops to be taken up to “G” in vehicles for the
Rest at HAA at 9000 ft during the day for 12 h and
brought down to transit camp, “P1” for night for
12 h.

(b) Day 3 :Walking 1-2 km. Troops taken up to “G” to
stay at 9000 ft for 12 h. Walk for 1-2 km during
their stay of 12 h at’"G” and brought down to
transit camp, “P1” for night for 12 h.

(c) Day4 : Walking 1-2 km with climb upto 300
mtrs.Troops taken upto “G” stay there for 12 h
walk up-hill for 1-2 km (Climb should be 300 mtr)
during their stay of 12 h at “G” and brought down
to transit camp, “P” for night for 12 h.

Box - 4 : Essential first aid for HAPO / HACO at forward
post

/7 Complete rest; no physical activity; manage as
stretcher case

/7 Reassure the patient
2 Oxygen inhalations 4 - 5 Itrs / min
/7 Establish intravenous line

/2 Call for evacuation

Note
Exact names of locations “P1”, “P2”, “P3” and “G” may be
checked from HQ NC (Med Branch)

Early Diagnosis, Treatment and First Aid
Adverse effects of high altitude, particularly HAPO and
HACO should be managed as medical emergencies;
prompt first aid and evacuation would be life saving.
Medical officers should be familiar as to how to
distinguish between AMS on one hand and HAPO / HACO
on the other; Unnecessary evacuation in case of AMS may
unnecessarily deplete the manpower while not evacuating
acase of HAPO / HACO could be disastrous for the patient.
The mainstay of quick management is immediate
evacuation of a case of HAPO / HACO to sea level or to as
low an altitude as possible, with minimal exertion. If this is
not possible, artificial recompression in a “Portable HAPO
Bag” (see below) or else in recompression chamber at the
dependent hospital should be undertaken. At the level of
RMO / Nursing Assistant at the periphery, the essentials of
first aid are outlined in box-4.

If evacuation is not possible, a viable alternative is to place
the patient in recompression chamber which, in effect,
deinducts the patient to lower altitudes. The pressure is
maintained at 1 atmosphere. Hyperbaric pressure,
beyond 1 atmosphere, is not indicated. Severe cases of
HAPO, and the patients with evidence of cerebral oedema
should definitely be treated in recompression chamber, if
not evacuated to sea level. The average duration of
treatment in a chamber is 16 hrs. In forward areas where a
portable one-man recompression bag is available, all

Fig: HAPO Bag
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Meteorology

Weather forecasting helps us in planning for the
prevention and control of diseases, predict the level of
human efficiency, forecast the dangers of climatic
extremes and vagaries on men and plan for the prevention
of their effects. Weather forecast and knowledge of
climate conditions at particular places in particular
periods of the year are necessary for the Armed Forces
medical officers so as to enable them to advise the
commanders on preventive aspects and also plan the
control and therapeutic measures. Forecasting of weather
and climate is done by correlating the present and
previous meteorological observations with norms
observed over considerably long retrospective period i.e.
the 'climatic habits' of the place.

The important data required to be collected for weather
forecasting are the atmospheric temperature,
atmospheric humidity (wet bulb reading), the barometric
readings, the directions and velocities of wind, the
presence, type and direction of movements of clouds, the
rainfall or snowfall, and the solar radiation. Out of these,
the atmospheric temperature and pressure remains the
most valuable data for weather forecasting. Various
instruments are used to measure these meteorological
factors; various modes of expressing the quantitative
degree and qualitative types of these factors have been
evolved; and various scales of expressing their total effect
on human sensation have been innovated. These are
briefly described in the succeeding paragraphs.

Measurement of Solar Radiation

(a) Campbell- Stokes Sunshine Recorder

The number of hours of sunshine is estimated by the
Campbell-Stokes Sunshine Recorder (Fig.1) in which
sunrays are brought to a focus on a charted paper by

means of a glass globe. The charred line gives the total
Fig - 1 : Campbell stokes sunshine recorder

Solid glass

«— sphere

number of hours of sunshine.

(b) Solar Radiation Thermometer

The intensity of solar radiation is measured by a solar
radiation thermometer. It is a black bulb thermometer
enclosed inside a glass shield devoid of air. The difference
between the black bulb reading taken when exposed to
sun rays and the maximum thermometer reading taken
inside the Stevenson Screen denotes the intensity of solar
radiation.

(c) Black Globe Thermometer

A black globe thermometer (Fig. 2) records the mean
radiant temperature of the
environment. It consists of a
hollow copper globe of 15
cm diameter whose outer
surface is coated with matt-
black paint, which absorbs
the radiant heat from the
surroundings. If the place is
windy, a black globe with 20
cm diameter should be used.
The sphere has circular
opening through which a
mercury thermometer is
inserted into the globe. The
instrument is placed in the
environment for about 20
min and the temperature is
recorded. The mean radiant
temperature (M.R.T.) is
calculated from the chart
provided. A modification
called the wet Globe
Thermometer consists of a
dial thermometer enclosed by a blackened copper sphere
which is commonly covered with wet, black cloth (1).

Measurement of Atmospheric Temperature

Atmospheric temperature is recorded in the shade by
mercury thermometer.

(a) Stevenson Screen

To ensure free access of air to the bulb of the
thermometers and their protection from the sun and rain,
the thermometers are mounted in a box of approved
pattern called the 'Stevenson Screen' (Fig. 3). It is a double
louvered box, internal dimensions being, length 76 cm,
width 45 cm and height 48 cm. It has a double roof, the
upper one projecting 5cm beyond the sides of the box and
sloping from front to back, and has an open base. At the
front is a hinged door opening downwards. The box is
mounted on four posts with its door opening to the North
(South in the Southern hemisphere), at such a height that
the bulbs of the thermometers are 138 cm from the

Fig - 2 : Black Globe
Thermometer.
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ground, and at least 6m away from buildings, large trees
and other obstructions to prevailing wind. The
thermometers are hung up inside the box so that they can

be read without being touched and moved, and arranged
Fig - 3 : Stevenson screen
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in such away that no bulb comes within 8 cm of the roof or
sides.

(b) Maximum Thermometer

It records the highest temperature attained at any given
time of observation. It is hung up almost horizontally with
the bulb end slightly lower than the other end. Maximum
thermometer is a mercury thermometer, in the capillary
stem of which there is a small metal indicator which is
pushed along by the mercury and fits tightly enough to
remain behind when the mercury recedes. The lower end
of the indicator gives the highest temperature reached
during the period of observation. To reset the instrument
the indicator is pulled down by means of a magnet until it
comes in contact with the mercury.

(c) Minimum thermometer

It is a spirit thermometer with a small metal pin-shaped
indicator, which lies free in the column of spirit in the
stem. To set the thermometer it is held with the bulb-end
uppermost so that the indicator runs down the stem until
stopped by the surface tension of the spirit. It is hung up
similarly as the maximum thermometer without
disturbing the indicator. As the temperature falls, the
indicator is dragged down by the contracting spirit; when
it rises the spirit flows past the indicator. At the end of any
period of observation, the position of the end of the
indicator farthest from the bulb shows the lowest
temperature reached during the period.

(d) Combined Maximum and Minimum Thermometer

It comes in several types. The commonest of these is the
James Six's Thermometer. This instrument consists of a
glass tube bent into three limbs and combines the

principles of the maximum and minimum thermometers
described above. It is convenient for ordinary routine
purposes but it is not accurate enough for exact
meteorological observations.

Means of Temperatures

To convey a proper idea of the prevailing warmth of a
locality, a full range of 'normal’ data for the whole year and
extending over a number of years should be given. They
are as under:-

(a) Daily Mean Temperature.

It is the mean of the maximum and minimum
temperatures recorded during the day; or at stations
equipped with self-recording instruments for
temperature, the mean of the twenty-four hourly values
from midnight to midnight.

(b) Weekly Mean Temperature

It is the mean of seven consecutive daily mean
temperatures.

(c) Monthly Mean Temperature

It is the mean of daily mean temperature of the number of
days in the month in question.

(d) Yearly Mean Temperature
Itis the mean of 12 monthly means.
(e) Diurnal Range of Temperature

It is the difference between the maximum and minimum
temperatures of any day. The mean weekly, monthly and
annual ranges of temperatures are obtained in the same
way as the mean daily range of temperature.

Measurement of Atmospheric Humidity

Absolute humidity is the amount of water vapour actually
present in the air expressed as g/l of air, as estimated by
means of absorption hygrometers. Relative humidity is
the ratio of the amount of water vapour actually presentin
the air at any given temperature to the amount that would
be present in the air, were the air saturated at the same
temperature. It indicates the percentage of saturation.
Amount of water vapour necessary to cause saturation of
the air varies directly with the temperature; the higher the
temperature of the air more the water vapour it can hold
before saturation point is reached. When atmospheric
saturation is reached, evaporation ceases altogether. The
relative humidity (RH) can be estimated by first finding out
the dry and wet bulb temperatures by means of a self-
recording hygrometer and then by calculating RH from the
standard tables. Mason's hygrometer and whirling or sling
psychrometer are used for this purpose.

(a) Mason's Hygrometer

It has two mercury thermometers mounted side by side on
a frame in the Stevenson Screen. The dry bulb is exposed
in the ordinary way and the wet bulb has its bulb covered
with muslin kept moist by a cotton wick, which dips in
distilled water. The wet bulb thermometer records air
temperature as influenced by the rate of evaporation from
the muslin cloth. The drier the air the greater the rate of
evaporation and the lower will be the wet bulb readings. In
a saturated atmosphere the readings of the dry and wet
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thermometers coincide. The difference between the dry
and wet bulb readings, known as the 'depression of the
wet bulb', is inversely proportional to the amount of
atmospheric moisture. Hygrometric tables enable the
relative humidity, the vapour, and the dew point to be read
directly for any reading of Mason's hygrometer. This
hygrometer is used for meteorological purpose at
permanent meteorological stations.

(b) Whirling or Sling Psychrometer

It has the dry and wet bulb thermometers mounted side by
side on a metal strip, which is pivoted to a frame with a
handle. A small cylindrical water container is provided for
soaking the piece of a wick. This is whirled by hand until
the wet bulb reaches the lowest value. Successive
observations are made to get a constant reading. The wet

plléllgélr:egﬁltj]aq;%%%ﬂ]&& taken first (2). An aspirating

DRY BULB

WET BULB
‘WHIRLING HANDLE

psychrometer is rotated by a motor and is more accurate
but expensive. The sling psychrometer is used in
physiological studies in enclosed places, to assess the
occupational environment. (Fig 4).

Measurement of Atmospheric Pressure

The atmospheric pressure is estimated by the use of a
mercury barometer of which there are several types, or by
an aneroid barometer which, however, is not so accurate
as the mercury barometers. Pressure observations are
expressed in inches or millimeters of mercury, or more
correctly as millibars. Barographs are also available which
can make continuous records of barometric pressure,
during a 24-hour period. The instrument is supplied
complete with recording device and spare recording
charts. Highly sensitive barographs are also available
which are called microbarographs. The working of this
apparatus is simple but for field work aneroid barometers
are the instruments of choice. They should, however, be
calibrated with a standard mercury barometer at frequent
intervals.

Measurement of Rainfall

Rainfall is expressed in terms of inches or millimeters. A
rain gauge consists of a collecting funnel, a receiving
vessel and measuring glass. The funnel, which is made of
copper, is cylindrical in its upper part with a diameter of
20.3 cm;in some instruments it is 12.7 cm. The receiving
vessel is a small copper can, which fits inside an outer
casing. A measuring glass graduated for the particular
instrument is provided with each gauge. To take an

observation, the outer casing of the instrument with the
receiving vessel and collecting funnel in situ is sunk into
the ground in an open space so that the top of the
receiving funnel is about one foot above the ground. After
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the desired time has elapsed the collecting funnel is
removed, the receiving vessel lifted out, and its contained
water poured carefully into the measuring glass and read
off. Snowfall is also measured with the similar apparatus
and method (Fig 5).

Fig-5: Erection of Rain Gauge
Measurement of Air Movement

The instruments that can be used are the kata-
thermometers rotating vane or propeller anemometers,
thermoanemometer and hot wire anemometer.

(a) Kata-thermometer.

The standard silvered kata-thermometers are of three
types with appropriate cooling ranges:-

Fig-6: (i)The standard Kata (Red coloured)

Kata Thermometer Cooling range between 100°F -
95°F.

(ii)The high temperature Kata (

Dark blue coloured) -

cooling range between
130°F - 125°F.

(iilThe extra high
temperature Kata

(Magenta coloured)-
cooling range between
150°F-145°F

! The Kata thermometers are
alcohol thermometers with a
glass bulb 4 cm long and 1.8 cm
in diameter. The kata
thermometers are useful for
measuring air velocities upto
250cm per sec. When air currents
are mainly horizontal, vertical air
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movements cause error due to convection currents from
the large heated bulb. Each kata-thermometer has a given
kata-factor and is provided with standard charts with
instructions for use. Immerse the silvered bulb of kata into
a flask containing hot water. The coloured fluid from the
bulb will rise up into the stem upto small upper bulb.
Remove the kata-thermometer from the flask and suspend
it on a stand 60 cm away from the observer so that his
respiratory air current does not vitiate the result. Wipe out
all moisture from the surface of the thermometer with a
clear chamois leather piece. Note with a stop watch the
time in seconds for the fluid column to traverse the
marked distance while cooling. Take five readings and
estimate the mean value. The wind velocity is calculated
from kata- factor and kata-charts available with
instruments (3). Fig - 6 depicts the Kata-thermometer.

(b) Anemometer
Anemometer of the rotating vane or propeller type are
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used to record the speed of a unidirectional air current.
For low air velocities and for measuring the combined air
movement of eddies, the kata-thermometer is, however,
preferable. Moreover, for biometeorological studies
omnidirectional air movement is more important than
unidirectional air current.

(c) Thermo-anemometer and Hot Wire Anemometer

These are used in laboratories for precision experimental
work

(i) A thermo-anemometer is a mercury thermometer
with an electrically heated metallic coil round its
bulb. A rheostat regulates voltage. The velocity of
air can be measured upto 5000 cms per sec or
more by suing suitable voltage and a calibration
chart.

(ii) A hot wire anemometer is made of three pieces of
electrically heated fine platinum wires. The
change in resistance produced by the cooling
effect of the air current is measured by a
potentiometer or a galvanometer. This instrument
is sensitive to very low air movements below 100
cms per sec.
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Water Supply

“We shall not finally defeat AIDS, tuberculosis, malaria,
or any of the other infectious diseases that plague the
developing world until we have also won the battle for
safe drinking water, sanitation and basic health care.”

Kofi Annan, United Nations Secretary-General

Water is a prime natural resource, a basic human need and
a precious national asset. Water is the most important of
all the necessities for sustenance of life. Water is essential
for drinking, cooking, bathing and washing, laundering,
ablution, domestic sanitation, domestic animals and
industries. The first two uses require very pure water and
the remaining require relatively pure or clear water. Water
for industries should be chemically suitable. However,
water can become a vehicle for transmission of faeco-oral
group of infections, because the faecal contamination of
water is extremely common and its avoidance and
subsequent purification is very difficult. Therefore, a strict
watervigilance and control is to be maintained at all times.
Water may also create unhealthy conditions if some
organic or inorganic poisons such as lead or arsenic are
present; excess of fluorides causes osteofluorosis and
mottling of dental enamel; deficiency of fluorides causes
dental caries and deficiency of iodine may cause goiter.

Global Situation

Present estimates suggest that nearly 1. 1 billion people
lack access to improved water supply and 2. 4 billion
without access to any sort of improved sanitation facility
and that at least 5 million deaths per year can be
attributed to waterborne diseases. Eighty percent of all
sickness in the developing countries, as stated in the
International Conference on Primary Health Care at Alma
Ata in 1978, was attributable to contaminated water
supply. To tackle this global problem, the United Nations
Conference on Human Settlement held at Vancouver in
1975 and the Water Conference held at Mar del Plata,
Argentina in 1977, had earlier declared the period from
1981 to 1990 as International Drinking Water Supply and
Sanitation Decade. Efforts within the countries were
directed towards giving higher government priority to
Decade activities, changing the technology mixed with a
shift towards lower cost solutions; mobilizing community
based resources through maximum participation by the
beneficiaries and use of local materials; increasing
manpower and taking all opportunities to couple water
sanitation with health education programs and other
developmental efforts, e. g. , agriculture and irrigation
projects.

National Situation

In India, the main sources of water supply are the
perennial rivers and ground water resources. Because the
annual precipitation is concentrated during monsoons,
only a portion of this water is harvested; the bulk of it
flows down to the sea and is lost as a source of supply. The
groundwater is the principal source of water supply for
personal, agricultural and industrial uses. Due to rapid

increase in agriculture, industry and population, there has
been consistent depletion of groundwater sources. This
coupled with deforestation affecting water retention has
resulted in depletion and receding water tables.

Availability and Demand

Total annual rainfall over India is 4000 cubic kilometers
(CKM). Out of this, surface flow is only 1880 CKM annually.
Due to topographical, hydrological and other constraints
only 700 CKM of surface water per year can be put to
beneficial use. The quantity of annual replenishable
groundwater is 600 CKM, but only 420 CKM is usable. The
estimated annual requirement of fresh water for the year
2000 and 2025 are 750 and 1050 CKM respectively. The
present quantity of usable water is just sufficient to meet
the demand of the country by 2025 AD.

Groundwater

In our country, the groundwater is consumed directly,
without any sort of treatment and disinfection, therefore
its quality is a cause of concern. Almost all highly
industrialized areas in the country have contaminated
their groundwater due to industrial wastes and
agricultural run-offs (CPCB, 1994). Even all the villages
too, do not have access to safe water. A “problem village”
is defined as one where no source of safe water is available
within a distance of 1. 6 km or where water is available at a
depth of more than 15 meters or where water source has
excess salinity, iron, fluorides and other toxic elements or
where water is exposed to the risk of cholera and guinea
worm.

In India, under the International Drinking Water Supply and
Sanitation Program the laid down target was 100 percent
safe water supply, in both urban and rural areas. As per
available reports, till 1994-95, 85 percent of the target has
been achieved (3 - 5).

Importance of Water in the Armed Forces

Since Armed Forces personnel are particularly vulnerable
to the danger of water related disease because of the
nature of their duty under adverse conditions beyond their
control, strict water vigilance and control is to be
maintained at all times. The provision of adequate and
safe water supply for use of Armed Forces personnel is an
important responsibility of every Commander as it is
important in the maintenance of health and fighting
efficiency of troops. The Engineers are responsible for the
supply of wholesome water and the Medical Services for
the advice as to its safety and procedure to render it safe
for consumption. In the field, all untreated water should
be regarded as polluted but practically all waters can be
made safe by modern methods; however, the better the
initial supply the better is the final result. In every instance
it must always be properly treated to render it fit for
drinking. All units are responsible to maintain the
following number of men trained in water and sanitation
duties (AO 339/74 Course of training in sanitation and
water duties) (See Table 1)
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They will work under the supervision of the unit Quarter
Master. Their duties consist of :

(a) Sanitation of source/storage of water supplies
(b) Supervision of sanitation within the unit lines
(c) Sanitation of cook houses and canteen

(d) Disinfection

(e) DDT spraying

(f) Anti fly, anti-mosquito and anti-rodent measures.
Men previously trained are required to be sent on
refresher courses annually. Necessary courses for
the training of personnel are organized and
conducted by RMOs / SEMOs / SHOs / Fd Ambs.

Safe and Wholesome Water

Drinking water should be safe as well as wholesome.
Water is termed safe when it does not harm the consumer
even when ingested over prolonged periods. Safe water,
however, need not necessarily be wholesome. It may be
unsightly in appearance and unpleasant to taste and
smell.

Water for drinking and cooking purposes, therefore,

Safe and wholesome water thus, must be
(a) Free of pathogenic organisms

(b) Free harmful chemical substances

(c) Acceptableto taste and appearance
(d) Usable for domestic purposes

should be safe as well as wholesome. Such water is also
termed potable water. Water is called polluted when it
contains infective and parasitic agents, poisonous
chemicals, industrial and other wastes or sewage.

Water Requirements

The supply of water must be satisfactory in quality and
adequate in quantity, readily available to the user,
relatively cheap, and easily disposed after it has served its
purposes. The water requirement depends upon climate,
extent of physical activity, its availability, standard of
living and habits of the people. In an urban area having
water carriage system of sewage disposal, about 150 to
200 litres per head per day supply is considered adequate.

Man's requirement of water is known to depend upon the
thermal stress resulting from the heat production in him
due to physical work as well as due to heat gained by the
body from the environment. It is well known that when the
severity of this total stress increases the water
requirementalso increases.

Many studies have been conducted by Defence Institute of
Physiology and allied sciences (DIPAS), Delhi Cantt, to find
out qualitatively the optimum and minimum water
requirements for troops under various environmental
conditions. Based on the findings of these studies the
optimum and minimum daily requirement for different
activity patterns of troops under varying weather
conditions in desert where the air temperature ranges

from 41°to 44°C and the wet bulb temperature is about 26
°C to give a heat stress equal to 35 ° C WBGT (Wet Bulb
Globe Temperature) are recommended as follows :

(@) When the troops are engaged in sedentary
activities the optimum daily fluid requirement as
drinking water and beverages is 6. 8 litres and the
minimum requirementis 5. 5 litres.

(b) When the troops are engaged in 3 hrs of route
march with 12 Kg load in open sun the optimum
daily water requirementis 8. 3 litres with minimum
of 7 litres.

(c) When troops are engaged in strenuous military
exercises like digging of trenches, route marches,
bayonet fighting, battle exercises like advance to
contact, counter attack, withdrawal etc for a
period of six hrs per day the optimal daily
requirementis 10 litres and the minimum 8 litres.

Table - 1 : Men trained in Water and Sanitation duties

Unit Water and Sanitation Duties
NCO OR
Major units
commanded by 4 6
Lt Col and above
Plus 20%
Minor units as reserve
commanded by 2 3
Major and below

To prevent occurrence of heat causalities or ill effects of
heat, the above scale of water for troops in desert should
be ensured (Auth : AHQ letter No A/46032/AG Coord dt
10 Dec 81)

The scales of water consumption in the Armed Forces are
givenin Table- 2.

Sources of Water

The ultimate source of all natural potable water on the
earth is rain. When rain falls, it runs off into streams, in the
case of heavy rains, or soaks into the ground, percolating
through porous strata until it reaches an impervious
stratum, upon which it collects, forming groundwater.
Groundwater is the source of wells and of the springs that
feed streams, rivers, and lakes. In its course, groundwater
dissolves soluble mineral matter, and often the surface
waters of rivers and lakes are polluted by the influx of
sewage or industrial wastes. The water is impounded by a
system of dams, and flow by gravity, or is pumped, to the
local distribution system. The quality of water from these
sources varies greatly. Surface waters generally contain
larger quantities of turbidity and bacteria than ground
waters, but groundwater contains higher concentrations
of dissolved chemicals

Rain Water

Rainwater is used as a direct source on islands, such as
Bermuda, where the rain is collected and led into cisterns
to serve as the only available water supply. Catchment
areas for direct capture of rainwater are also useful for
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Table - 2 : Scales of water consumption (litres per head per day)

Class Married Single Military Area
No of [Servants| No. | Servant With water Without Add for garden
family and borne sanitation water borne |conservancy in
litres
nnnnnnnnn iliac canitatine nar Aoy
AL A" LESVLLLLLA] SATTIrqatroTT |Jc| UQY
P:dill) HI”) Pid;llb HI”)
Officers Mil/ 225 L per married
Civilians 5 5 1 1 225 160 160 90 Officer and 135 L
per single officer
JCOs and their 115 L per married
equivalents in the 5 - 1 205 145 145 80 JCO and 70 L per
Navy & Airforce single JCO
NCO & equivalents 5 - 1 205 145 145 80 45 L each for
married and single
OR & equivalents 5 - 1 205 145 145 80
Followers (Non-
Combatants) 5 - 1 205 145 145 80
Regimental shops - - 7 45 45 45
Wet Canteens = - 1135 910 910 680
Animals - - - - - - 70
Cabour employed
in Depots/installations - 1 45 15 35 15
Otfice/Schools
with water borne
sanitation - - 1 45 25 25 15

individual households as in South West USA or small
communities as in Gibraltar where paved catchments are
used. Historical sources mention the use of rainwater for
domestic water supply some 4000 years ago in the
Mediterranean region. In the hills near Mumbai, the early
Buddhist monastic cells had an intricate series of gutters
and cisterns cut into the rock to provide domestic water
on a year-round basis. Bird droppings in rain water have
been reported to cause salmonellosis in Jamaica. Rain
water is usually soft, plumbosolvent and mildly acidic due
to its reaction with carbon dioxide in the atmosphere to
form carbonic acid. Acid Rain is a form of air pollution,
which occurs when oxides of sulphur and nitrogen
combine with atmospheric moisture to yield sulphuric and
nitric acids, which may then be carried long distances
from their source before they are deposited by rain. The
pollution may also take the form of snow or fog or be
precipitated in dry forms. The problem of acid rain
originated with the Industrial Revolution, and it has been
growing ever since. The widespread destructiveness of
acid rain, however, has become evident only in recent
decades as it has been found to erode buildings and other

structures, injure crops and forests, and threaten or
deplete lifein lakes.

Surface Water

It includes rivers, streams, upland reservoirs and lakes.
Surface water is moderately soft and contains variable
degree of pollution from human and animal excreta. The
extent of contamination at a particular time and place will
depend upon the proportion of pollution to the amount of
water available, from the feeding streams, upstreams or
springs, the extent of stagnation or outflow over a given
time and the extent of natural self purification.

Upland Waters

These are the collections of water harnessed in the
impounding reservoirs by constructing earth, concrete or
masonry dams across at convenient places in the valleys in
the mountainous regions. These collections are relatively
pure in general but may get polluted due to grazing of
animals and human activity. During storage,
sedimentation takes place and the number of faecal
coliforms and faecal streptococci are considerably
reduced. Destruction of organic matter by atmospheric
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oxygenation, solar radiation and aquatic flora and fauna
also occurs. Algal growth and loss of water through
evaporation are the chief drawbacks. Storage in reservoirs
and lakes may degrade water quality through
eutrophication, biomagnification, and thermal
stratification. Eutrophication (over-nourishing) occurs
due to the influence of nutrient materials, particularly
phosphorus and nitrogen which support the growth of
algae. These nutrients accumulate in algae, which settle
and tend to fill the lake. The increasing amounts of algae
impart unpleasant taste and odours to the water.
Biomagnification :There is also bioaccumulation of
chemicals and contaminants taken up by aquatic life like
fish whose quality is affected. Thermal Stratification:
During summer, the warmer, lighter water accumulates at
the top and the density difference prevents mixing.
Microorganisms tend to accumulate at the thermocline,
the zone of rapidly changing temperature and density that
separates upper and lower layers.

Lakes

Lakes are increasingly becoming vulnerable to pollution
as they are quite accessible for human activities.
Eutrophication of lake waters is also common due to
runoffs of chemical fertilizer from cultivated fields. The
process of eutrophication can produce aesthetic
problems such as bad tastes and odors and unsightly
green scums of algae, as well as dense growth of rooted
plants, oxygen depletion in the deeper waters and bottom
sediments of lakes, and other chemical changes such as
precipitation of calcium carbonate in hard waters. Another
problem, of growing concern in recent years, is acid rain,
which is leaving many lakes totally devoid of life.

Ponds

Surface ponds without inflow of fresh water from upland
streams or natural springs are stagnant. The degree of
pollution and contamination is very high due to surface
inflow and seepage from the surroundings. The
concentration of pollution increases as water evaporates.
The degree of self purification is negligible and the
amount of pollution added to it each day is unpredictable.

Fig - 1 : Slow filteration of tank water

CONNECEING WELL
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SURROUNDED)

COLLECTOR

Therefore, water from fresh water lakes, which are
properly protected, fenced and patrolled is generally pure
and can be made potable whereas that from a pond is
never recommended for human consumption.
Unfortunately, it constitutes one of the main sources of
water supply in the rural areas of this country. Research at
national and international level has now come out with
plans for improvement of village tanks as a source of
relatively safe water supply. The improvement can be
achieved as shown in figure - 1 by applying the basic
techniques of modifying a part of the pond into a filter
bed. The filtered water is then drawn into gravity fed well
and finally chlorinated before supply.

Rivers and Streams

These are natural drainage channels of the land. The
quality of river water depends upon the geological strata
through which it has travelled, the seasons of the year,
and the amount of pollution that has occurred during its
course. Generally it is moderately hard and holds organic
and inorganic pollutants. Some river waters are brackish
and may have an aperient effect and except in rivers
arising directly from snow or mountains above human
habitations, they are grossly contaminated and traversing
long distances, they collect more pollution from sewage
discharge from habitations located along their course.
Other sources of pollution are the industrial effluents,
carcasses and human dead bodies. Rivers, however, have
considerable powers of self purification through the
physical and biological processes. The degree of self
purification depends upon the length, breadth and depth
of the river, velocity of the water, nature of river bed,
presence of saprophytic organisms, volume of water,
presence of aquatic and animal life, and exposure to sun's
rays. It should be ensured that water supply is procured
upstream and that the industrial and other effluents
discharged into a river downstream conform to the laid
down standards and that the place around is properly
protected. The inadequacy of traditional methods of water
treatment to tackle gross river water pollution may be
indicated by the outbreaks of viral hepatitis in New Delhi
in 1955-56, when there were 30,000 cases, and in 1958,
at the time of the outbreak, drought conditions prevailed,
and the water abstracted from the river was estimated to
contain about 50% of wastewater. Some rivers carry such a
high proportion of treated and untreated wastewater that
their use as a water source can be considered as
essentially wastewater reuse. However, quite often, the
same body of water serves both as a source of water and
as a recipient of sewage and storm drainage. In wet
periods, the water in rivers and streams may be low in
dissolved solids content but often of a high turbidity. In
dry periods, river flows are low and the load of dissolved
solids is less diluted.

Sea Water

The most appropriate method for desalination of sea
water is thermal distillation as done in Middle East and the
West Indies. Several different processes, including
electrodialysis, reverse osmosis, and direct-freeze
evaporation, have been developed for this purpose. With
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brackish waters, where the salt content is much less than
that of sea water, reverse osmosis or electrodialysis may
be used. An additional problem is that with almost 80
percent of the planet covered by oceans, people have long
acted as if those bodies of water could serve as a limitless
dumping ground for wastes. Raw sewage, garbage, and oil
spills have begun to overwhelm the diluting capabilities of
the oceans and most coastal sea waters are now polluted.

Underground Water

Underground water (Fig. - 2) is of major importance to
civilization, because it is the largest reserve of drinkable
water in regions where humans can live. Underground
reservoirs have the following major advantages :

(@) Theydo notlose water through evaporation

(b) Their quality is not so likely to be affected by
natural, urban or industrial pollution

Fig - 2 : Underground Water

(A) Impermeable layers (e.g. Clay) (B) Land springs (C)
Shallow wells (D) Deep wells (E) Superficial water table (F)
Deep water table

(c) Theydo not require expropriation of large areas of
land

(d) They may be located nearer to the points of use
than are surface impoundments.

Although groundwater is a renewable resource, reserves
are replenished relatively slowly. Because groundwater is
recharged and flows so slowly, once polluted it will remain
contaminated for extended periods. Contamination arises
from leaking underground storage tanks, poorly designed
industrial waste ponds, and seepage from the deep-well
injection of hazardous wastes into underground geologic
formations. When groundwater is depleted in coastal
regions, oceanic salt water commonly intrudes into
freshwater supplies. Sometimes, withdrawal of water from
anew well may cause an appreciable reduction of the yield
of existing wells nearby. When heavily populated or highly
irrigated arid areas withdraw water from the ground at too
rapid a rate, the water table in such areas may drop so
drastically that it cannot be reached, even by very deep
wells. Excessive abstraction of groundwater has not only
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lowered the water table in many places but also has
resulted in subsidence of the ground above in some
places, threatening structures and increasing the
potential for flooding.

Shallow Wells

These tap the 'superficial water table'i. e. the water table
above the first impervious layer of the earth. Their yield
fluctuates according to the subsoil water percolating to it
during the year. The quality of water depends upon the
geological formation and the degree of pollution by
seepage from the adjacent area, which is unpredictable.
Shallow wells are, therefore, inferior to deep wells as
sources of water for human consumption. The Cholera
outbreaks in Delhi in 1988 were due to contamination of
shallow wells. For improvement of the existing shallow
wells which are usually 'kutcha' and are most commonly
used in rural areas, the Planning, Research and Action
Institute (PRAI) Lucknow has developed a modification
plan at nominal cost. Such a well can be made sanitary by
deepening the bottom, installing a handpump with screen
and then filling the well with coarse sand upto water level;
clay is then put over sand till it reaches a little above the
surface level and then left for consolidation. When the
material used for filling is consolidated a platform and
drainage may be constructed. Samples of water from such
wells are found to be satisfactory. In the well-watered
regions of the world, successful wells of moderate depth
and diameter in hard rock may be expected to yield from 1
to 50 gallons per minute (1 gpm = 1440 gpd), whereas
similar wells in coarse sand and gravel and in coarse
sandstone will deliver 50 to 500 gpm.

Deep Wells

These tap the deep water table lying between the two
impermeable strata and their yield is constant. Water in a
deep well is usually cool, pure and sparkling but likely to
have a lot of mineral contents. Normally it forms a very
good source of water supply if it is well protected. A deep
well is also liable to pollution if there are cracks in the
impermeable layer especially in chalky strata. Faulty
staining also makes them liable to surface pollution as in
the case of shallow wells. An ideal deep well is the one
which is sunk to a sufficient depth below the first
impermeable geological stratum, well stained with stones
or bricks set in cement concrete provided with a covered
parapet with a coping or sloped platform around and
fitted with a pump. The depth of water should be sufficient
to ensure an adequate quantity and sedimentation. Wells
in deep aquifers may yield 100 gpm or more in favourable
circumstances.

Tube Wells

These are made by boring into the ground. These wells
could be shallow or deep. A lot of emphasis is presently
being given nationally as well as internationally to provide
safe water through tube wells in rural areas. The hand
pumps are so constructed that their levers can withstand
reasonable degree of rough handling. Boring and
inserting a tube and fitting a pump are works of some
magnitude. The difficulties lie in the apparatus required
for construction, the uncertainty of striking water and,
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when found, its suitability. Such water when tapped is
often brackish or heavily charged with magnesium salts.
The capacity of tube wells varies over a wide range, from
less than 1 litre/sec for shallow small-diameter wells in
fine sand aquifers, to over 100 litres/sec for large
diameter deep wells in coarse sand or sedimentary rock
deposits. A tube well has a casing consisting of pipes
(tubes) - plain pipes opposite non-water bearing ground
formations, and perforated or slotted screen sections
opposite the aquifer. Tube wells can be drilled to over 200
metres deep, even through hard rock.

Artesian Wells

Artesian groundwater is groundwater, that is, by an
overlying impervious layer, prevented from rising to its
free water table level, and therefore is under pressure. The
name is derived from French Artesian of Artois, a province
where such wells were first drilled in modern times.
Artesian wells are not common in India.

Step Wells

These are a kind of 'pucca’ wells where steps are
constructed leading to these wells to fetch water. There is
considerable contact between the user and the water.
Guineaworm infestation was a public health problem in
areas having such wells. Fortunately, these wells are now
becoming obsolete.

Springs

These are natural wells formed when for some reason the
underground water over flows upon the surface where the
geological formation is favourable for an outcrop. Springs
can be 'shallow springs' and 'deep springs' depending
upon whether the water comes from the superficial or the
deep water tables. They may be intermittent or constant.
Intermittent springs are merely the reappearance of
upland surface water, which has temporarily passed
underground. Until it is made certain that the water is
from the deep spring its purity should be viewed with
suspicion. Water from a deep spring is generally hard and
less suitable for washing and cooking but is passable for
drinking. Deep springs can be turned into well like
reservoirs by building parapets around them.

Driven Wells

Driven wells are essentially suitable for soft, sandy
formations, which are readily penetrated by the well point.
They are usually limited to shallow wells of less than 10-15
metres depth. The diameter is also about 5-10 cm only.
Thevyieldis onlyabout 0.1 to 1.0 litre/sec.

Selection and Protection of Water Sources

It is important that in order to expect a purified and safe
water supply for human consumption, the proper source
and tapping site should be selected keeping in view the
liability and degree of pollution and its dilution, power of
self purification, daily yield, duration for which available,
wholesomeness of water, and the approach to the area.
The area around the source, tapping point and delivery
point should then be protected against pollution by
fencing and prohibiting entry of animals and
unauthorized men, bathing and washing. No sanitary
installation should be allowed in the vicinity. Water

pumped out of wells, when that is the source of water,
should be received in a reservoir and chlorinated. The
storm water should be led away by a channel constructed
around the outer platform to a garden or a large soakage
pit. The well should be fenced and no unauthorized
persons should be allowed into the area. Periodic
inspection, repairs and desilting of the well should be
carried out. Springs should also be provided with a coping
and parapet. They should be fenced and bricked in. The
surface storm water should be diverted away by means of
channels dug around the spring.

Water from streams and lakes should be drawn from the
upstream side of the township and as far from the banks
as possible and pumped into the treatment tanks. In the
field several alternative sources and sites should always
be examined and the best of them selected for immediate
use. The others should then be graded according to merits
and improved upon for use in an emergency. When there
is no freedom of choice, the only available source and site
should be improved upon. Consideration must always be
given to yield, extent of pollution, extent of dilution,
power of self purification and the outflow of water from
the selected or available source and site. Personnel
attending to the water treatment/distribution should be
protected against typhoid and medically inspected.

Water Pollution

Natural water, from a chemical point of view, is never
pure. The impurities could be either natural, derived from
atmosphere or catchment area and soil or due to human
activities. Water pollution may come from point or non-
point sources.

Point sources discharge pollutants at specific locations
from, for example, factories, sewage treatment plants, or
oil tankers. Technology is available for point sources of
pollution to be monitored and regulated.

Non-point sources run off water containing pesticides and
fertilizers from areas of agricultural land, for example are
much more difficult to control. Pollution arising from non-
point sources accounts for a majority of the contaminants
in streams and lakes. The pollutants may be classified as
under:

Natural Pollutants

(a) Dissolved gases Carbon dioxide,
hydrogen sulphide and nitrogen.

(b) Dissolved minerals Salts of calcium, magnesium
and sodium.

(c) Suspended impurities Clay, silt and mud washed
by storms and floodwater from croplands,
unprotected soils, strip mines, roads, and
bulldozed urban areas.

(d) Microscopic plants and animals Plankton, algae,
saprophytes and insects.
Manmade Pollutants
(@) Sewage and other oxygen-demanding wastes
(largely carbonaceousorganic material, the

decomposition of which leads to oxygen
depletion) and infectious agents

ammonia,
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(b) Plant nutrients, including fertilizers, that can
stimulate the growth of aquatic plants, which then
interfere with water useand, when decaying,
deplete the dissolved oxygen and produce
disagreeable odours

(c) Exotic organic chemicals, including pesticides and
herbicides, various industrial products, surface-

active substances in detergents, and the
decomposition products of other organic
compounds.

(d) Petroleum, especially from oil spills

(e) Inorganic minerals and chemical compounds,
metal salts and synthetic organic chemicals.

(f) Radioactive substances from the wastes of
uranium and thorium mining and refining, from
nuclear power plants, and from the industrial,
medical, and scientific use of radioactive
materials.

(g) Heat may also be considered a pollutant when
increased temperatures in bodies of water result
from the discharge of cooling water by factories
and power plants.

Hazards

Health may be affected either directly by consuming
contaminated water or indirectly through food chain and
also by use of water for recreational, agricultural, trade
and other purposes. The health hazards of water pollution
may be classified as follows :

Biological

Table - 3 : Diseases related to water supply

The diseases related to water supply and caused by
biological agents of disease are summerised in Table - 3

Chemical

These pollutants are of diverse nature and are derived
from industrial, trade and agricultural wastes that are
being discharged increasingly into bodies of water. The

chemical pollutants include detergents, solvants,
cyanides, heavy metals, minerals, organic acids,
nitrogenous substances, dyes, pigments, bleaching

agents, sulphates, ammonia and many such other toxic
substances. Acute toxic effects on human health by these
pollutants presently are presumably of less concern than
their long term low level exposures. Some of these
substances are either known or suspected of having
carcinogenic, mutagenic or teratogenic effects.
Deficiency of some substances such as iodine and fluorine
may cause goitre and dental caries respectively. Excess of
some of them may also cause harmful effects; excess
fluorides may cause fluorosis; excess of nitrates & nitrites
may cause methaemaglobinaemiain infants.

Radio active substances

In modern world with radio active substances being used
in wide range of fields, extending from peaceful use such
as medical diagnostics and treatment to its wide use in
Armed Forces. In future these substances may pose a
major health hazard due to water contamination by its
residues.

The Water (Prevention and Control of Pollution) Act 1974

This Act was passed by the Parliament in 1974 to counter
and contain ever growing pollution of natural water
resources. This Act is comprehensive in providing the

Group

Diseases

Water borne diseases

sanitation

Diseases transmitted by water where water acts as a passive
vehicle for infecting agent. All these depend also on poor

Cholera, typhoid, bacillary dysentery, viral
hepatitis, leptospirosis, giardiasis,
gastroenteritis

Water washed diseases

waste disposal.

Diseases due to lack of water. Poor personal hygiene favours
spread. Intestinal infections depend on lack of proper human

Scabies, skin sepsis & ulcers, yaws, leprosy,
lice, typhus, trachoma, conjunctivitis, bacillary
and amoebic dysentery, salmonellosis, worm
infestations

SMatarbased-disenssas

| Water related vectors

Infecting agents spread by contact or ingestion of water. An
essential part of life cycle of agent takes place in aquatic animg

Schistosomiasis, dracunculiasis

Transmitted by insects living close to water

Faecal disposal diseases

Yellow fever, dengue, encephalitides, filariasis,
malaria, onchocerciasis, sleeping sickness

other food

Caused by infecting agents - by eating uncooked fish and

Clonorchiasis, diphyllobothriasis,
fasciolopsiasis, paragonimiasis
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legal basis for prevention and control of water pollution,
maintenance and restoration of wholesomeness of water
sources in the country. To execute the aforesaid purposes
the Act provides for the constitution of Central, State and
joint Boards having prescribed powers and functions. The
main function of the Central Board shall be to promote
cleanliness of watercourses in different areas of the
States. The Board has been conferred the power to
perform several functions i. e. , advisory to the Central
Govt; co-ordinating the activities of the State Boards;
provide technical assistance and guidance to the state
board, carry out and sponsor investigations and research
relating to problems of water pollution and their
abatement; plan and organize training of persons
engaged or to be engaged in programmes for prevention
and control; collect, compile and publish technical and
statistical data related to the subject; to lay down, modify
or annul the standards for a water course; plan and cause
to be executed nationwide programmes and so on. The
Board may establish or recognize laboratories to enable it
to perform its functions including the analysis of samples
of water, sewage or trade effluents. The State Boards,
under the guidance of Central Board, are similarly
responsible to plan and execute comprehensive
programmes in their respective territories. They have also
been conferred the powers of entry into any premises
after giving due notice to the owner and collect samples of
water, sewage and trade effluents for analysis and
recommend necessary legal steps. The State
Governments, under advice from the Board, are also
authorised to take emergency measures when pollutants
have entered or threatened to enter the watercourse due
to accidental or unforeseen event or act of omission or
commission. A joint Board is set up on subjects of
common interest by mutual agreement either between
adjacent states or between the states(s) and the Central
Govt. when the latter has been appointed as the executing
agency for the Union Territories.

Water Purification

Comprehensive details of water treatment processes in
settings of small scale communities, as well as large scale
community supplies are laid down in standard
publications (6 - 9). Reference No. 6 is generally accepted
as a standard reference by various Public / civil
engineering agencies in our country. Medical Officers
dealing with water supply systems are advised to refer to
these manuals.

Water purification may be required to be carried out either
on

(a) Large scale

(b) Small scale

Purification of water on a large scale

Aim

The aim of water purification is to diminish
(@) Organicandinorganic suspended matter
(b) Pathogenicorganisms
(c) Deleterious salts and poisons in solution

The method of treatment to be employed depends upon
(@) The nature of raw water
(b) Thedesired standards of water quality

For example, ground water may need no treatment, other
than disinfection. Surface water which tends to be turbid
and polluted, requires extensive treatment. The
components of a typical water purification system
comprise one or all of the following measures :

(a) Storage
(b) Filtration
(c) Disinfection

Clarification followed by sterilization by various methods
generally renders water safe for human consumption.
Clarification removes suspended matter and sterilization
kills pathogenic organisms. The elimination of deleterious
salts is a difficult problem and no simple practicable
method has yet been devised for employment in the field.
Sterilization without clarification may be practiced if water
is beyond any doubt free of pollution and is visibly clear,
orunder extreme urgency.

Clarification

Even when water appears very clear, clarification should
be insisted upon particularly for surface water. Minute
particles of suspended organic matter which usually give
lodgment to microbes particularly the viruses are not
usually destroyed by the usual dosage of chlorine.
Efficient clarification, therefore, eliminates besides the
suspended matter, harmful organisms, cysts, ova,
mollusc and Cyclops, and thus reduces the chlorine
demand of water. The two methods available for
clarification are sedimentation and filtration. Filtration is
superior to sedimentation provided that the suspended
matter is not too dense. Sedimentation requires more
time (several hours) than filtration and the amount of
water that can be dealt with is limited by the size of tanks
available. Sedimentation less efficiently eliminates ova
and cysts than filtration. However, efficient sedimentation
prior to filtration definitely results in a better final clarity
of water, and relieves the filters of the clogging debris.

Sedimentation

It is carried out by allowing water to stand in concrete,
masonry or canvas tanks over avariable period from 2 to 6
hours for settling the coarse suspended matter. This
process can be hastened and improved in quality by
coagulation and flocculation, which precipitates
particulate and colloidal matter.

(a) Coagulation

The chemical coagulants employed are pure aluminium
sulphate (alum) or more commonly alumino ferric, which
is an impure form of alum containing about 1 percent of
ferric sulphate. Both salts are readily soluble in water and
being acid in reaction, tend to lower the pH of the water in
which they are dissolved. When either is added to water
with a pH of not less than 6, a precipitate of aluminium
hydroxide is formed which engulfs and precipitates with it
the minute particles of suspended matter. If the pH is less
than 6, no precipitate forms and if it is above 8 the
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precipitate becomes too gelatinous and sedimentation is
delayed. The optimum reaction for rapid and efficient
sedimentation is about pH 7 at which the addition of 35 g
of alum or aluminoferric per 1000 | will rapidly clarify any
but very turbid water. If water is exceptionally turbid, as
much as 70 g per 1000 | may have to be used. To
immediately disperse the entire dose of chemicals
throughout the mass of raw water, it is necessary to
agitate the water violently and to inject the chemical in the
most turbulent zone. Generally large sludge volumes are
produced with alum which requires frequent desludging
operations at the treatment plants causing increased
wastage of water. There is also the possibility of
aluminium carry over in water treated with alum. High
levels of aluminium in potable water are reported to cause
Alzheimer's disease, a form of senility. However at present
there is no clear evidence to suggest a link between
aluminium and Alzheimer's disease (Cole, 1990). Poly
aluminium chloride (PAC) has been developed as an
alternative coagulant for alum by an Indian manufacturer.

PAC hydrolyzes with great ease as compared to alum,
emitting polyhydroxides with long molecular chains and
greater electrical charge in the solution, thus contributing
to maximize the physical action of the flocculation. Better
coagulation is obtained with PAC as compared to alum at
medium and high turbidity waters. Floc formation with
PAC is quite rapid. The sludge produced by PAC is more
compact than that produced by alum.

(b) Flocculation

Flocculation is the process of gentle and continuous
stirring of coagulated water for the purpose of forming
flocs through the aggregation of the minute particles.
After coagulation, the individual floc particles are easily
observed by the naked eye, being of the order of 1-2 mm
in diameter. In practice, the velocities in flocculation tanks
vary from 1 m/s at the entrance, decreasing to about 0. 2
m/s near the outlet, with a retention time of 30 minutes.
Flocculation is designed to accommodate the worst
situation, which generally occurs in winter.

In actual practice this quantity of alum or aluminoferric
brings the natural alkalinity of the vast majority of waters
down to a pH of 7 and no other treatment is required. If
sedimentation does not occur the water may be too acidic
and the addition of half the quantity of lime as that of the
coagulant is generally enough to correct the pH. For very
turbid water sedimentation may be better carried out in
two stages; initial settling of the bulk of the coarse debris
followed by chemical flocculation. Leading the flow of
water through long tortuous broad channels at slow
velocity and storage in large reservoirs before its entry
into the sedimentation tanks helps to achieve better
sedimentation. This also exposes water to the natural
purifying effects of the sun's rays and fresh air, and the
biological effect of minute aquatic fauna and flora. These
processes render the water highly suitable for filtration
and bring down the bacterial content of water
considerably.

Filtration
It is almost universally adopted in a large scale purifying

process of water in municipal, cantonment, garrison or
base areas where permanent water works exist. Storage
and sedimentation, with or without flocculation
depending upon the quality of water, almost always
precede the process of filtration. Filters are slow and rapid
sand filters and mechanical filters. Mechanical filters are
used in small, more sophisticated water plants and also in
the water tank trucks and trailers.

Slow Sand Filters

These are large masonry tanks 2. 5m -4 m deep containing
sand supported on gravel and the water is passed through
them slowly from above downwards. As the filter plants
need extensive tracts of land these are usually situated on
the outskirts of town located on the bank of a river. To
avoid choking of the media preliminary sedimentation is
necessary, chemicals may be used for hastening up
clarification if the water is too turbid. The filter beds are
usually rectangular in shape, arranged side by side in rows
and may be either open on top or covered. Each bed
usually covers an area from one tenth of an acre to one
acre land.

The filter bed from below upwards consists of
(@) Underdrainage system
(b) Abedofgraded gravel
(c) Sand
(d) Supernatant raw water.

The underdrainage system which is about 16 cm in depth,
consists of porous or perforated pipes which serves the
dual purpose of providing an outlet for filtered water as
well as supporting the filter media above.

A layer of graded gravel of about 30 cm thickness is placed
over the perforated pipes.

Above the gravel is the sand bed having a thickness of
about1.2m.

The depth of supernatant raw water varies from 1-1. 5m. It
provides a constant head of water to overcome the
resistance of the filter bed.

Slow sand filter acts primarily biologically by forming a
slimy 'zoogleal' layer also known as 'Vital Layer'
containing algae, plankton and other minute plants and
protozoa formed in two or three days time over the
surface of the sand bed. Till the vital layer of the filter bed
is fully formed, the filtrate is run to waste. To obviate
cracks in the biological film, the rate of filtration should
not exceed 100 m’ of filter surface per hour. After several
months of running of the filter, the bed resistance
increases necessitating cleaning. This is done manually by
scraping the vital layer. After several years of operation
when the thickness of the sand bed reduces to about 0. 5
to 0. 8 m, the plantis to be closed down and a new bed is to
be constructed.

Mechanism of Action of Slow Sand Filters
In a slow sand filter, due to the fine grain size, the pores of
the filter-bed are small. The filter is capable of reducing

the Esch. coli content and the total bacteria count. It will
remove protozoa such as E. histolytica and helminths
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such as S. haematobium and A. lumbricoides. Trouble free
operation is only possible when the average turbidity of
the raw water is less than 5 nephelometric turbidity units
(NTU) with occasional peak values below 20 NTU
permissible.

Removal of impurities is brought about by different
processes such as

(@) Straining

(b) Sedimentation

(c) Adsorption

(d) Biochemical and microbial actions.

In straining, suspended particles that are too large to pass
through the pores are retained at the surface or top layer
of the filter.

In the upper part of the filter-bed, sedimentation of fine
suspended solids also takes place. Settling efficiency is
very high due to the large surface area (10, 000 to 20, 000
sg. m per cu. m of the filter sand) and slow rate of
filtration.

Most of the remaining suspended solids with colloidal and
dissolved impurities are removed by adsorption onto the
sticky gelatinous coating formed around the sand grains
or through physical mass attraction and electrostatic
attraction. Clean quartz has a negative charge and so are
the particles of bacteria and colloidal material. Initially
positively charged ions are adsorbed over the sand grains
and over saturation occurs after which negatively charged
ions are adsorbed after ripening of filter bed. Then, there
is a varied series of negative and positive charged grains
that are able to adsorb most impurities from the passing
water.

Organic matter is partly oxidized providing energy for
bacteria and partly transformed into cell material used for
their growth. Since the organic matter is limited, there will
be a simultaneous die-off of bacteria releasing organic
matter. Gradually, the organic matter is broken down and
transformed to inorganic compounds like carbon dioxide,
nitrates, sulphates and phosphates which are released
with filter effluent. In practice, it is seen that full bacterial
activity extends for a depth of about 0. 6 m of filter-bed.
For intestinal bacteria, the filter-bed provides
unfavourable conditions because the water is generally

Fig - 3 : Flow diagram of a rapid sand filtration plant

colder than their natural habitat, and usually does not
contain sufficient organic matter of animal origin for their
living requirements. The microorganisms in the filter also
produce antibiotics and other agents that kill or at least
inactivate intestinal bacteria.

Rapid Sand Filters

These are of two types 'gravity type' (Paterson'’s filter) and
the 'pressure type' (Candy's filter). While the former is
usually used in large installations, the latter is used in
smaller installations such as swimming pools. The various
steps in the working of a gravity type rapid sand filter are
shown in figure - 3. The raw water is first treated with
calculated dose of alum or aluminoferric and is then
subjected to violent agitation in a mixing chamber for a
few minutes. It is then allowed to move gently for half an
hour in a flocculation chamber by mechanically operated
paddles. A thick floc is formed which entangles
suspended matter and bacteria. The coagulated water is
then taken to sedimentation tanks where it is detained for
2-6 hwhen flock settles down. About 95 percent of flock is
removed and then the partly clarified water is taken to the
filter bed. The filter bed is a watertight rectangular
chamber with a surface area of about 90 m®. The depth of
the sand bed is usually one meter having sand particles
whose sizes are bigger than the ones used in slow sand
filters. Below the sand bed is a layer of graded gravel of
about 40 cm thickness. The under drainage is below the
graded gravel layer. The supernatant water height is about
1 to 1. 5m. The alum floc makes a tough slimy layer
(chemical) over the sand bed, which acts mechanically. In
this system there is no time wasted for ripening of the bed.
When the bed gets clogged after use for a day or so, it is
cleaned by back washing by reversing the flow of filtered
water. Backwashing is usually preceded by loosening of
the sand bed by passing compressed air through it. After
backwashing, the filter bed is put to use immediately and
not after 24 hours or so as is required for the formation of
biological film in a slow sand filter. The rate of filtration in
a rapid sand filter is about 100 times faster than of slow
sand filter

Mechanical Filter

It consists of a cylindrical metal chamber surmounted by a
filterhead. Into the undersurface of the filterhead are
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screwed four to six filter elements (candles). There are two
types of filter candles used in the Armed Forces-meta filter
and the stellar filter. The meta filter consists of thin monel
metal discs with embossed faces. When these discs are
superimposed on each other and held in position by
clamping rods they form a column of a candle. Each disc
has a central hole. As the discs lie on one another, a
central channel through the column is formed. The
embossed faces leave a space of 8 m in between each pair
of discs. The stellar filter candle, on the other hand,
consists of brass former with a central channel and a spiral
thread on its outer surface round which a monel metal
wire is wound so as to allow a space of 8 m between the
adjacent coils of wire. Water from outer side of the meta or
stellar filter candles can only pass through the interstices.
To increase the filtering efficiency and to reduce chocking
of interstices, filter powder is introduced to form a filter
bed around the filter candles in the chamber. The powder
is mixed in water and then poured onside the filter

Fig - 4 : Mechanical filter (Stellar filter)
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chamber. Water is then pumped by using engine power of
the water tank truck or trailer into which are mounted
these filters. Under field conditions when regular water
points cannot be established, these filters could be used

as mobile water plants (10). (Fig. - 4)
Hardness of water

Hardness of water may be defined as its soap destroying
power. It is due to presence of bicarbonates, sulphates,
chlorides or nitrates of calcium and magnesium in water.
Hardness is undesirable because it wastes soap as stated
already, retards washing, causes encrustation of the
water carrying system and heating utensils resulting in
wastage of fuel and even explosion of boilers, although
rarely(6 - 10). . Vegetables cooked in very hard water may
be less digestible. It reduces the life of fabrics also.
Hardness is expressed in terms of milliequivalents per
litre (m Eq/L) One m Eq/L of hardness producing ion is
equal to 50 mg (CaCO,H) (50 ppm) in one litre of water.
Based on this scale the degree of hardness of water is
classified as soft water (less than | m Eq/L), moderately
hard (1-3 m Eq/L), hard water (3-6 m Eq/L) and very hard
water (above 6 m Eqg/L). Softening of water is
recommended when hardness exceeds 3 m Eg/L.
Drinking water should be moderately hard. It has been
observed that in some localities supplied with soft
drinking water death rates due to arteriosclerotic heart
diseases and IHD were higher.

Carbonate Hardness (Temporary)

It is due to the presence of bicarbonates of calcium and
magnesium which can be removed by boiling that drives
out carbon dioxide and precipitates carbonates, or by the
addition of 60 g of quick-lime to 1000 L of water for each
degree of hardness (Clark's process). If hardness is due to
magnesium bicarbonate, double this dose is required,
thorough mixing and filtration are necessary, as complete
sedimentation may not occur even after 12 hours.

Non-Carbonate Hardness (Permanent)

This is due to sulphates, chlorides and nitrates of calcium
and magnesium, which is removed by the addition of a
calculated amount of sodium carbonate (Soda ash). In the
case of water, which contains temporary hardness as well,
use of lime and sodium carbonate will remove both. This
is followed by sedimentation and filtration. Base ex-
change silicious zeolites are used for removing
permanent hardness in large establishments. Zeolite is a
mineral having a complex formula of Sodium Aluminium
Silicate. It exchanges the sodium cation for calcium and
magnesium ions of the water. When hard water is passed
through Zeolite, calcium and magnesium ions are entirely
removed by the sodium ions of the Zeolite. As the filtered
water has zero hardness it is mixed in appropriate
proportion with hard water before its supply.
Regeneration of sodium Zeolite takes place when the so
formed Ca and Mg Zeolite is washed with sodium
chloride.

Sodium Chloride

Many waters in the desert and elsewhere contain
excessive salt making it undrinkable. Below 1000 ppm of
salt, the taste is not appreciable. Sodium chloride can be
eliminated from water by condensation or by the ion
exchange demineralization process. The condensed
water should then be blended with the brackish water in
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such proportion that the salt content of the mixture falls
below 1000 ppm.

Bitter Aperient

Water having them can be treated by the gradual addition
of lime at the scale of 2 to 3 kg per 1000 L of water and
stirring vigorously. From time to time a small quantity is
filtered in a cup and few drops of silver nitrate solution are
added to the filtrate. If a brown colour appears the
process is stopped. 50 L of raw water is added to
precipitate excess lime. After complete settling of lime,
water becomes free from aperient action.

Other elements
Iron

Atrace of iron is almost always present in water. Iron upto
0.3 mg/Lis acceptable. Above that it causes constipation,
colic and results in the colouration of vegetables while
cooking and staining of linen. It also causes deposits in
the distribution mains and reservoirs and leads to the
growth of iron bacteria. Iron in water is commonly found
as bicarbonates and rarely as oxides and sulphates.
Exposure to air causes oxidation of ferrous salt, which
makes the water opalescent, discoloured and produces a
deposit. The usual clarifying processes and Clark's lime
process of softening water remove iron to a certain
extent. A special manganese Zeolite removes iron more
efficiently.

Fluoride

Its removal is necessary when the concentration in
drinking water is more than 1. 5 ppm. The optimum
concentration in countries like India where people
consume a lot of water should be between 0. 5 to 0. 8
ppm. Fluoride concentration over 1. 5 ppm causes dental
fluorosis. A still higher concentration causes skeletal
fluorosis. Some Armed Forces Establishments in the
States of Rajasthan and Punjab are presently facing this
problem of water supply. The excess quantity of fluoride
in water may be removed by 'Nalgonda technique’'. On the
other hand if fluoride content of water is less than 0. 5
ppm fluoridation is necessary for prevention of dental
caries.

Disinfection

Disinfection of water means making it fit for drinking by
destroying all pathogenic organisms that may be present
in it. To be used in water treatment, an ideal disinfectant
must possess the following properties :

(a) It must destroy bacteria, viruses and amoebic
cysts in water within a reasonable time despite all
variations in water temperature, composition and
concentration of contaminants.

(b) It must not be toxic to humans and domestic
animals, unpalatable or otherwise objectionable.

(c) It must be reasonable in cost and safe and easy to
store, transport, handle and apply.

(d) Its residual concentration in the treated water
must be easily, and preferably automatically
determinable.

(e) It must be sufficiently persistent so that the
disappearance of the residual would be a warning
of recontamination.

Boiling is of course the best method of destroying all
organismes, but it is impracticable to boil water for urban
populations or communities like the Armed Forces in the
Field. Moreover, the objective aimed at is not the total
sterility of water in a strictly scientific sense but to ensure
safe water for human consumption and domestic use by
eliminating pathogenic organisms, ova and cysts.

Chlorination

Chlorine has been found to be very efficient to achieve
this objective. Disinfection of water is therefore, usually
carried out by the use of chlorine. When chlorine is added
to water it forms hydrochloric acid and hypochlorous acid
(Cl, +H,0=HCI + HOCI). The hypochlorous acid further
ionizes to H* and OCI (hypochlorite ion). The disinfection
action of chlorine is mainly by hypochlorous acid and
partly by hypochlorite ion. Chlorine acts best when pH of
water is around 7 because of predominance of
hypochlorous acid. When pH exceeds 8. 5 hypochlorite
ion mostly acts. Fortunately most waters in India have a
pH between 6 to 7. 5. However sporing organisms,
protozoal cysts, helminth ova, molluscs, cyclops and
cercariae are not affected by the usual dosage. Organic
matter or reducing salts deviate chlorine which results in
uncertainty of its action. Therefore, for efficient action of
chlorine, freedom from such organic matter, resistant
organisms and reducing salts is essential. Efficient
clarification is, therefore, necessary to render the final
results predictable and certain, to economize chlorine
expenditure and to estimate the quantity of chlorine
needed for water disinfection.

Chlorine Demand

0. 5 parts of chlorine per million in well clarified water,
free from reducing organic matter is normally adequate to
render it safe for drinking after 30 minutes. Thereafter
persistence of free chlorine in water is essential as a
safeguard against any incidental entry of pathogenic
bacteria prior to its actual consumption. Therefore, for
effective treatment a concentration of above one part of
chlorine in a million parts of water which is procured from
a safe source and has been well clarified, is necessary so
as to leave adequate residual chlorine after destroying all
the pathogenic bacterial fauna. However, the sporing
organisms like the welchii group, the protozoal cysts like
those of E. histolytica, helminth ova, moluscs, cercariae
and viruses of infectious hepatitis and poliomyelitis in
water require a higher concentration of chlorine
maintained over a long time. Water must, of course, be
very efficiently clarified to achieve attenuation of these
organisms even with such a high dosage.

When estimating the chlorine requirement of water,
therefore, the chlorine absorption by oxidizable organic
matter and the free chlorine desired after 30 minutes have
to be taken into consideration. While the amount of
chlorine absorbed by the oxidisable matter is called
chlorine demand of the water, the sum of chlorine
demand and the amount of free chlorine desired after a
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specified time of contact, viz 30 min is the total chlorine
requirement of the particular sample of water. The
chlorine demand, is therefore calculated by subtracting
the amount of free chlorine present from the actual
amount of chlorine added to the water. The point at which
chlorine demand of water is met is called 'breakpoint
chlorination'. If chlorine is added further, it only increases
free chlorine.

Chlorinous Taste

A high chlorine dose creates unpleasant chlorinous taste
in water. Initial high organic contamination, imperfect
clarification or presence of reducing salts necessitates
increase in the 'disinfection dose'. An uncertain dose of
chlorine application resulting from a doubtful clarity of
the water or the uncertain chlorine content of the unstable
bleaching powder used may also result in excessive
chlorine application. Free chlorine in the strength of 0. 5
ppm in water is imperceptible; over 0. 5 ppm the chlorine
taste becomes faintly noticeable; whilst above 1 ppm a
definite chlorine odour and taste are apparent.
Chlorinous taste can be prevented by :

(a) Careful selection of a good source of water, which
should remain qualitatively constant

(b) Efficient clarification

(c) Administration of a minimum 'disinfecting dose'
adequate to permit the desired free chlorine
persistence.

Dosage of Chlorine

Under conditions assuring efficient clarity of water a
minimum 30 min of contact with the 'disinfecting dose’
and persistence of 0. 2 to 0. 5 parts of free chlorine per
million parts of water is considered adequate to achieve
health safety with freedom from chlorinous taste. On
active service in the field or under less efficient
conditions, however, persistence of 1 ppm of free
chlorine after 30 min of chlorination is considered as a
safe standard. Under worse conditions or in the presence
of actual or potential danger of outbreak of intestinal
infections 2 ppm persistent chlorine i. e.
superchlorination is considered necessary. The period of
contact with the disinfecting dose may be reduced to 15
min instead of 30 min when superchlorination is resorted
to, and dechlorination should be carried out before
consumption of water.

Methods of Chlorine Application

Disinfection of large quantities of water with chlorine may
be achieved by one of the following chlorine preparations

Chlorine Gas

In the modern water works application of gaseous or
liquid chlorine with the help of mechanical injector called
'Chloronomes’ is the method of choice. In this process the
charging of the water supply with chlorine, ascertaining
persistence of free chlorine content are all carried out
automatically. The standard of chlorination to be aimed at
when chlorinating through chloronomes with an efficient
quality control of water is carried out is the persistence of

0. 2 ppm free chlorine at the consumers' end. This can be
achieved by ensuring 0. 5 ppm of free chlorine at the plant
provided that the delivery of water is not delayed for more
than 6 hours. If quantity of water to be treated is more
than 500, 000 litres per day, chlorine gas has been found
to be the most economical.

Chloramination

Chloramines are loose compounds of chlorine with
ammonia. They impart less chlorinous taste in water and
give a more persistent type of residual chlorine. This
prolonged residuum confers the power of long resistance
to contamination during the flow of water through the
pipe system and hence may be advantageously used in
large urban water plants where the pipeline runs for
several million meters. Their drawback is that they have
slower and inferior action than chlorine.

Bleaching Powder

Since neither of the above mentioned highly efficient but
sophisticated methods can be adopted in less developed
urban areas or rural areas or under field service
conditions, use of bleaching powder for sterilization of
water is resorted to in these situations. Bleaching powder
also known as chlorinated lime (CaOCl,) was first
introduced for sterilization of water by Horrocks in 1914.
It is a white amorphous powder with pungent smell of
chlorine. When freshly made it contains about 33 percent
of available chlorine. It is, however, very unstable and its
chlorine is readily set free by the action of moisture, CO,,
heat, light, and possibly even by continued vibration
sustained during long journeys. As a result it has been
frequently delivered in the field with very scanty chlorine
content. Estimations to determine the amount of available
chlorine in each tin of bleaching powder has to be made
before dosing the water involving considerable labour
and much error. Bleaching powder is also difficult to
introduce in accurate doses into large quantities of water,
leading to further error in the dosage and finally to taste
trouble. Bleaching powder is stored in corrosion free
containers made of wood, ceramic or plastics.

Water Sterilising Powder (WSP)

Bleaching powder is considerably improved in its keeping
quality by the addition to quicklime in the proportion of
80:20 when it is known as water sterilising powder. Its
available chlorine should not be less than 25 percent. WSP
is usually used for disinfection of water under field service
conditions. It is an ASC Store item supplied by the Supply
depot (POL Sec) along with Hygiene chemicals in packs of
5049, 100g, ¥ kg, 2 kg, 1 kg and 25 kg. WSP is soluble in
about twenty times its weight of water, yielding an
insoluble precipitate consisting mostly of Calcium
Hydroxide Ca(OH) ,, silica etc. This settles quickly, if too
thick a paste is not made; otherwise a gelatinizing action
takes place and great difficulty in settling is encountered.
It is not necessary or desirable to grind or break up the
lumps thoroughly and too much agitation is detrimental
to prompt settling. 500 g of WSP mixed with 5:1 water
contains approximately 2. 5 percent available chlorine if
the powder is of 25 percent strength. Chlorine solution
can maintain its strength for weeks if properly corked in
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brown bottles.
Agents Other than Chlorine
Ozone

It is a powerful oxidizing agent. It removes undesirable
odour, taste, colour and organic matter. It even
inactivates viruses in a few seconds and hence can be
used most advantageously for destruction of
enteropathogenic viruses. Since ozone decomposes and
disappears within short time there is no residual
germicidal effect. Hence, a minimal dose of chlorine may
be added to the ozonised water before distribution. In this
combined treatment, the two methods complement each
other. The ozone dosage required for potable water
treatment varies from 0. 2 to 1. 5 mg per litre.
Ozonisation of water is presently practiced in the
advanced countries. The combination of ozone for
pretreatment while providing some disinfection, to be
followed by chlorination, has become a popular sequence
in Europe and is beginning to be used in USA to reduce the
level of trihalomethanes in finished water.

Ultraviolet Irradiation

Germicidal effect of this method is limited due to its
expense, non-residual germicidal effect and its somewhat
lesser effect in presence of turbidity. A mercury vapour
arc lamp emitting invisible light of 25-37 Angstrom units
applied to a water free of light absorbing substances,
particularly suspended matter that will protect
microorganisms against the light, is a useful method of
disinfection used in the Soviet Union.

Other Halogens

In view of the formation of organochlorine compounds by
chlorine which are either known or suspected
carcinogens, many chlorine alternatives such as bromine
and iodine substances are receiving renewed interest.
These substances for the present, however, do not seem
to be aviable alternative to chlorine.

Chlorination on Field Service

Practice of sterilizing water adopted on field service and
in some semi-permanent or even a few permanent camps
where chloronomes are not available, is by use of WSP,
added manually or by dosers. The standard procedures in
the field are 'chlorination' and 'superchlorination,

The 'chlorination' aims at obtaining 1 part of free chlorine
in a million parts of water after half an hour's contact. The
quantity of water sterilizing powder required is estimated
by Horrocks' test. The number of scoopfuls (of two
grammes) of water sterilizing powder required to
chlorinate the given quantity of water are calculated and
added to water. The water must be allowed to stand at
least 30 min after addition of the requisite amount of WSP
before itis taken into use.

Superchlorination' of water aims at obtaining the free
residual chlorine of 2 parts per million parts of water. This
is achieved by adding one scoopful of water sterilising
powder per 500 | of water more than that required for
'chlorination’. A contact of 15 min instead of 30 min is
allowed. This method of treatment is adopted when

efficient clarification is not possible; safety of source and
initial purity of water is doubtful; outbreak of any water-
borne disease is threatened; or water is required for use in
avery short time.

Superchlorination by a 'fixed dose' of 4 scoopfuls of WSP
per 500L of water is carried out when the clarity of water is
doubtful and the Horrocks box is not available 30 min
contactis allowed before consumption.

In all these processes the required amount of water
sterilising powder is first mixed in a little water and made
into a strong solution in a bucket and then this solution is
evenly added to the whole bulk of the water to be treated
and mixed thoroughly. The cadmium iodine starch colour
test is then carried out at the end of 30 min for
chlorination and 15 min for superchlorination. If a blue
colour is not obtained, one scoopful of WSP per 500 L for
chlorination and two more scoopfuls per 500 L for
superchlorination must be further added to the water.
After mixing and allowing a 30 min or 15 min lapse as the
case may be, the colour test is repeated. Except in water
containing schistosome or cercariae, these doses should
not be exceeded.

Dechlorination

It may become necessary to remove the chlorinous taste
after superchlorination. This is done by adding 2 tablets
of 0. 5 g each of sodium thiosulphate (taste removing
tablets or TRT) per 500 L of water. A contact with chlorine
for a minimum of 15 min should be allowed before
dechlorinating, but preferably contact time should be
prolonged as long as possible until just before the
consumption of water. The danger of a premature use of
the taste removing tablet and its use in un-
superchlorinated water must be appreciated and guarded
against.

Sometimes rain water or water recently polluted with
organic matter contains ammonia, which forms
chloramines on the addition of water sterilizing powder.
Chloramines are not deviated by organic matter as
chlorine is and hence give the blue colour even in the
presence of oxidisable organic matter when a cadmium
iodide starch indicator solution is added. Moreover, there
will be a lag in disinfection owing to the slower
bactericidal action of chloramine. Therefore, while
superchlorinating water of this nature it is better to
extend the contact time to a minimum of 30 min or even
more.

Prechlorination and Rechlorination

Sometimes prechlorination has to be employed before
filtration of water by a water tank truck in order to
decrease the organic matter load on the filters and to
reduce its subsequent chlorine demand, specially in a
newly occupied area in field service. At times the
chlorinated water obtained from local civil sources needs
to be rechlorinated before consumption by troops if there
is a longer lapse of time between chlorination and
consumption.

Horrock's Test
The object of this test is to determine the quantity of the
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particular sample of WSP required to sterilize any
particular sample of water. The test is carried out by
means of the 'case water testing sterilization'
(HORROCK'S BOX). The Horrock's box contains six white
cups of 200 ml capacity each and one black cup of 240 ml
capacity; two metal scoops, each of which holds 2 g of
WSP when filled level with the brim; a bottle of stock
cadmium iodide-starch solution; a bottle containing 85
ml of 50 percent glacial acetic acid; 25 sodium
thiosulphate tablets 100 mg each; six glass tubes; and
four glass stirring rods. The test should be carried out
while the water receptacle is being filled with clarified
water(10).

A standard solution of the particular sample of WSP is
prepared in the black cup. First a thin paste with one level
scoopful of the WSP and a little clarified water is made and
then gradually more water is added up to the mark on the
inside of the cup and the mixture is stirred with a clean
glassrod. Thelimein suspension gradually settles down.

The six white cups are then filled with clarified water to
within half a centimetre from its top.

Drops of the standard WSP solution from the black cup are
added to each of the white cups by the pipette, so that the
first cup receives one drop; the second cup receives two
drops and so on serially increasing until finally the sixth
cup receives six drops. One drop represents one part of
chlorine in a million parts of water when added to the
white cupful of water. The pipette must be held vertical
when delivering the drops.

The contents of each cup are stirred with a clean stirring
rod, starting at the first cup, and allowed to stand for half
an hour, shading them from sunlight.

After that time three drops of the starch-cadmium iodide
indicator solution are added to each cup from the drop
bottle and stirred with a clean stirring rod.

Some of the cups will show a blue colour. This indicates
that the water in those cups contains one or more parts of
chlorine per million parts of water.

The serial number of the first of the cups showing definite
blue colour indicates the number of scoopfuls of the
particular sample of water sterilizing powder required to
sterilize 500 L of water and to leave 1 PPM of chlorine after
chlorine demand of that sample of water is satisfied
during half an hour contact with chlorine.

For example, if cups 3, 4, 5 and 6 show a definite blue
colour, then three scoopfuls of WSP are required to
sterilize 500 L of the particular water sample and leave |
ppm residual free chlorine after half an hour contact. If
superchlorination is indicated one more scoopful of WSP
per 500 L of water is required to be added. This will give 2
ppm of free chlorine in water after 15 min contact. In the
example given above a total of 4 scoopfuls of WSP per 500
L will be needed for superchlorination. The WSP used for
chlorination or superchlorination should be from the
same tin from which the WSP for Horrock's test was used.

An indicator solution is made by first preparing a uniform
paste of 1.5 gofstarchin 25 ml of distilled water and then
adding it slowly to 75 ml of boiling distilled water and
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continually stirring it while, still boiling for the
subsequent 15 min. After cooling, 7. 5 g cadmium iodide
is added to the mixture and dissolved by shaking. In an
emergency potassium iodide may be used if cadmium
iodide is not available. The solution should be stored in a
well-corked dark brown bottle in a dark and cool place.
The keeping quality of the solution is enhanced by the
addition of 1 ml formalin to this solution.

Test for Chlorination Control

A control must be kept on chlorination by a regular
examination of the treated water to make sure that the
requisite amount of free chlorine has persisted in the
water for the requisite time. This can be done by means of
starch-iodide, thiosulphate with starch-iodide,
orthotoluidine, orthotoluidine arsenite or neutral red.

Colour Test

Fill a white cup with chlorinated water to be tested and stir
into it 10 drops of fresh cadmium-iodide-starch indicator
solution. If there is one or more parts of free chlorine in
million parts of water a blue colour will appear. In this test
the residual chlorine replaces iodine and combines with
cadmium radicle; iodine so released combines with starch
and turns it blue.

Thiosulphate Test

Make a solution of 300 mg of sodium thiosulphate (100
mg-3 tablets) in a white cup full of clarified but
unchlorinated water. Add this solution drop by drop with
aglass pipette to the cup in previous para and continually
stir until the blue colour just disappears. The number of
drops of thiosulphate solution required divided by 10
approximately gives the parts of free chlorine in a million
parts of the chlorinated water.

Orthotoluidine (OT) Test

This test carried out with the 'Comparator type of
apparatus' (Lovibond Comparator) indicates chlorine
below 1 ppm. Itis used in peace stations, cantonment and
garrison water supplies. A fixed amount of orthotoluidine
solution is added to a specific quantity of the water in a
standard glass cell or tube. The yellow colour, which
develops, is matched against tinted glass discs. The
immediate (flash) reading shows the free chlorine and
that taken after 5 min (delayed) gives the combined
content of chloramines and free chlorine. In the absence
of the Comparator, the appearance of yellow colour on the
addition of orthotolidine to a white cupful of treated water
shows the presence of free chlorine without any
indication of the proportion thereof.

Orthotoluidine Arsenite Test (OTA)

It is a modification of OT test. Certain interfering
substances such as nitrates, iron, managanese etc which
when present in water also gives yellow colour with
orthotoluidine. The OTA reagent overcomes this
drawback and hence gives better determination of free
and combined chlorine separately.